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Editorial 
 
 

dvances in Science, Technology and 
Engineering Systems Journal 
(ASTESJ) is an online-only journal 

dedicated to publishing significant advances 
covering all aspects of technology relevant to 
the physical science and engineering 
communities. The journal regularly publishes 
articles covering specific topics of interest.  
 
 
 
 
 
 

 
 
Current Issue features key papers 

related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 19 accepted papers in 
Electrical and Information Technology 
domains. 
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 Hereby in this paper, we are going to refer image classification. The main issue in image 
classification is features extraction and image vector representation. We expose the Bag of 
Features method used to find image representation. Class prediction accuracy of varying 
classifiers algorithms is measured on Caltech 101 images.  For feature extraction functions 
we evaluate the use of the classical Speed Up Robust Features technique against global 
color feature extraction. The purpose of our work is to guess the best machine learning 
framework techniques to recognize the stop sign images. The trained model will be 
integrated into a robotic system in a future work. 

Keywords :  
Image classification 
Features extraction 
Bag of Features 
Class prediction accuracy 
Speed Up Robust Features  
Machine learning 
 

 

 

1. Introduction 

This paper is an extension of work originally presented in the 
7th International Conference on Sciences of Electronics, 
Technologies of Information and Telecommunications (SETIT), 
2016. It presents the use of machine learning algorithms for image 
classification and exposes the Bag of Features (BoF) approach. 
The BoF aims at finding vector representations of input images 
that can be used to categorize images into a finite set of classes. 
This paper attempts to give a comparison between different 
features extraction methods and classification algorithms. 

The remainder of this paper is structured as follows: Section 2 
provides background information on machine learning. Section 3 
gives a brief review of computer vision system, while Section 4 
provides a detailed description of the Bag of Features paradigm. 
It also exposes the Speed Up Robust Features (SURF) detector of 
image Region Of Interest (ROI) and highlights the unsupervised 
K-Means algorithm. In section 5 we describe different learning 
algorithms that we will use as classifiers. Section 6 discusses 
experimentations carried out in order to evaluate the classification 
accuracy of our machine learning framework in Caltech 101 
image dataset. We conclude with a discussion of open questions 

and current direction of image classification and feature extraction 
research. 

2. Machine Learning Paradigm 

In the past years, computer scientists developed a wide variety 
of algorithms particularly suited to prediction. Among these we 
cite: Nearest Neighbor Classification, Neural Nets, Ensembles of 
Trees and Support Vector Machines. These machine learning (ML) 
methods are easier to implement and perform better than the 
classical statistical approaches. 

Statistical approaches to model fitting, which have been the 
standard for decades, start by assuming an appropriate data model 
witch parameters are then estimated from the data. By contrast, 
ML avoids starting with a data model and rather uses an algorithm 
to learn the relationship between the response and its predictors. 
The statistical approach focuses on issues such as what model will 
be postulated how the response is distributed, and whether 
observations are independent. By contrast, the ML approach 
assumes that the data-generating process is complex and unknown, 
and tries to learn the response by observing inputs and responses 
and finding dominant patterns [1-2].  

The machine learning workflow is described in Figure 1:
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Figure 1: Machine learning workflow

Machine Learning focuses on what is being predicted, the 
model's ability to predict well and how to measure prediction 
success. 

Many fields of modern society use Machine-learning 
technologies: web searches, content filtering on social net-works, 
recommendations on e-commerce websites. Today, ML is present 
in consumer products such as cameras and smartphones. 
Machine-learning systems are used in computer vision, transcribe 
speech into text, match news items, posts or products with users’ 
interests, and select relevant results of search.  

3. Computer Vision System 

Computer Vision System provides algorithms, functions, and 
applications for designing and simulating computer vision and 
video processing systems. It offers image classification and 
retrieval [3–6], object recognition and matching [7-9], 3D scene 
reconstruction [10], robot localization [11], object detection and 
tracking and video processing. All of these processing systems 
rely on the presence of stable and meaningful features in the 
image. Thus, the most important steps in these applications are 
detecting and extracting the image features. 

The approach consists in detecting interest regions (key-points) 
in each image that are covariant to a class of transformations. 
Then, for each detected regions, an invariant feature vector 
representation (i.e., descriptor) for image data around the detected 
key-points is built.  

Two types of image features can be extracted for image content 
representation; namely global features and local features. Global 
features (e.g., color and texture) describe an image as a whole. 
While, local features aim to detect key-points or interest regions 
in an image and describe them. In this context, if the local feature 
algorithm detects n key-points in the image, there are n vectors 
describing each one’s shape, color, orientation, texture and more.  

The use of global color and texture features is an efficient 
technic for finding similar images in a dataset. While the local  

 
1  http://www.vision.caltech.edu/Image_Datasets/Caltech101/ 

structure oriented features are adequate for object classification. 
It was proven that using global features cannot distinguish 
foreground from background of an image, and mix information 
from both parts together. [12]. 

In this work we deploy and test a machine learning based 
framework in object detection and recognition. We are interested 
on image category classification. To achieve tests we use the 
Calltech1 dataset. 

As the main issue in image classification is image features 
extraction, we use in our research the Bag of Features (BoF) 
techniques described in section 4.  

4. Bag of Features Paradigm for Image Classification  

In document classification fields (text documents), a bag of 
words is a sparse vector of occurrence counts of words; that is, a 
sparse histogram over the vocabulary. In computer vision, the 
bag-of-words model (BoW model) can be applied to image 
classification, by treating image features as words.  

In computer vision, a bag of visual words is a vector of 
occurrence counts of a vocabulary of local image features. To 
encode an image using BoW model, an image can be treated as a 
document. Thus, "words" in images need to be defined. For this 
purpose, we use three steps: feature detection, feature description, 
and codebook generation [13-15]. 

4.1.  Features Detection 

In image processing the concept of feature detection refers to 
techniques that aim at abstractions of image information. 
Computer vision is using these extracted informations in making 
local decisions. Given that, a feature is defined as an "interesting" 
part of an image. The resulting features will be subsets of the 
image domain, often in the form of isolated points, continuous 
curves or connected regions [16]. 

Feature detection is a low-level image processing operation. 
That is, it is usually performed as the first operation on an image. 
It examines every pixel to see if there is a feature present at that 

http://www.astesj.com/
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pixel. If this is part of a larger algorithm, then the algorithm will 
typically only examine the image in the region of the features.  

As a built-in pre-requisite to feature detection, the input 
image is usually smoothed by a Gaussian kernel in a scale-space 
representation and one or several feature images are computed, 
often expressed in terms of local image derivatives operations 
[17]. 

Common features detectors: Canny, Sobel, Level curve 
curvature, FAST, Laplacian of Gaussian, MSER, Grey-level 
blobs. 

4.2. Features Description 

After feature detection, each image is abstracted by several 
local patches. Feature representation methods represent the 
patches as numerical vectors called feature descriptors. A 
descriptor should have the ability to handle intensity, rotation, 
scale and affine variations to some extent.  

One of the most famous descriptors is Scale-invariant feature 
transform (SIFT) [18]. SIFT converts each patch to 128-
dimensional vector. After this step, each image is a collection of 
vectors of the same dimension (128 for SIFT), where the order of 
different vectors is of no importance. 

4.3. Codebook Generation 

Finally, the BoW model converts vector-represented patches 
to "codewords”, which also produces a "codebook" (word 
dictionary). A codewords can be considered as a representative of 
several similar patches.  

The most used method for building a codebook is performing 
k-means (section 4.5) clustering over all the vectors. Codewords 
are then defined as the centers of the learned clusters. The number 
of the clusters is the codebook size (the size of the word 
dictionary). Thus, each patch in an image is mapped to a certain 
codeword through the clustering process and the image can be 
represented by the histogram of the codewords [19].  

In image classification, an image is classified according to its 
visual content. The feature vector consists of SIFT/SURF features 
computed on a regular grid across the image and vector quantized 
into visual words.   

The frequency of each visual word is then recorded in a 
histogram for each tile of a spatial tiling.  

The final feature vector for the image is a concatenation of 
these histograms. 

4.4. Speed Up Robust Features (SURF) Extraction Technique 

The Speed Up Robust Features method extracts salient 
features and descriptors from images. This extractor is preferred 
over Scale-Invariant Feature Transform (SIFT) due to its concise 
descriptor length. The standard SIFT implementation uses a 
descriptor consisting of 128 floating point values. 

 SURF algorithm condenses this descriptor length to 64 
floating point values.  

It constructs a descriptor vector of length 64 using a 
histogram of gradient orientations in the local neighborhood 
around each key-point [20].  

SURF considers the processing of grey-level images only, 
since they contain enough information to perform feature 
extraction and image analysis [21]. 

The implementation of SURF used in this paper is provided 
by the Matlab R2015a library. 

4.5. Descriptors clustering: K-Means 

Bag of Features (BoF) model is a key development in image 
classification using key-points and descriptors.  

The descriptors extracted from the training images are 
grouped into N clusters of visual words using unsupervised 
learning algorithms such as K-means. A descriptor is categorized 
into its cluster centroid using an “Euclidean distance” metric. For 
input image, each extracted descriptor is mapped into its nearest 
cluster centroid.  

A histogram of counts is constructed by incrementing a 
cluster centroid's number of occupants each time a descriptor is 
placed into it. The result is that each image is represented by a 
histogram vector of length N. It is necessary to normalize each 
histogram by its L2-norm to make this procedure invariant to the 
number of descriptors used. Applying Laplacian smoothing to the 
histogram appears to improve classification results.  

K-means clustering is selected over Expectation 
Maximization (EM) to group the descriptors into N visual words 
[22]. Experimental methods verify the computational efficiency 
of K-means as opposed to EM. Our specific application 
necessitates rapid training which precludes the use of the slower 
EM algorithm. 

5. Learning and Recognition Based on BoW Models 

Computer vision researchers have developed several learning 
methods to leverage the BoF model for image related tasks. For 
multiple label categorization problems, the confusion matrix can 
be used as an evaluation metric. 

A confusion matrix is defined as a specific table layout that 
allows visualization of the performance of a supervised learning 
algorithm. Each column of the matrix represents the instances in 
a predicted class while each row represents the instances in an 
actual class (or vice-versa). The name stems from the fact that it 
makes it easy to see if the system is confusing two classes (i.e. 
commonly mislabeling one as another) [23].  

In this work we investigate many supervised learning 
algorithms. These learning algorithms are used to classify an 
image using the histogram vector previously constructed in the K-
means step.  

5.1. Support Vector Machine 

Classifying data is a common task in machine learning. A 
support vector machine (SVM) technic constructs a hyperplane or 
set of hyperplanes in a high- or infinite-dimensional space.  
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It can be used for classification, regression, or other tasks. A 
good separation is achieved by the hyperplane that has the longest 
distance to the nearest training-data point of any class (so-called 
functional margin). A larger margin induces lower generalization 
error of the classifier [24].  

Classification of images and Hand-written character 
recognition can be performed using SVMs. The SVM algorithm 
has, also, been widely applied in the biological and other sciences. 

5.2. Nearest Neighbor Classification 

In pattern classification, the k-nearest neighbors (kNN) rule 
is the oldest. It is also considered as the simplest methods. The 
kNN rule classifies each unlabeled example by the majority label 
among its k-nearest neighbors in the training set. The distance 
metric used to identify nearest neighbors influences greatly its 
overall performance. 

In the absence of prior knowledge, most kNN classifiers use 
simple Euclidean distances to measure the dissimilarities between 
examples represented as vector inputs.  

Euclidean distance metrics, however, do not capitalize on any 
statistical regularity in the data that might be estimated from a 
large training set of labeled examples [25]. 

5.3.  Boosted Regression Trees (BRT) 

The BRT technique target is to improve the performance of a 
single model. This is achieved by fitting many models and 
combining them for prediction. BRT uses two algorithm 
categories: 

● Decision tree learning algorithm which uses a decision 
tree as a predictive model. It maps observations about an 
item to conclusions about its target value. It is one of the 
predictive modelling approaches used in statistics, data 
mining and machine learning. When the target variable 
can take a finite set of values, the tree models are called 
classification trees. In these tree structures, leaves 
represent class labels and branches represent conjunctions 
of features that lead to those class labels. Decision trees 
where the target variable can take continuous values 
(typically real numbers) are called regression trees [26]. 

● Gradient boosting algorithm which is a machine learning 
technique used for regression and classification problems. 
It produces a prediction model in the form of an ensemble 
of weak prediction models, typically decision trees. It 
builds the model in a stage-wise fashion and it generalizes 
them by allowing optimization of an arbitrary 
differentiable loss function [27]. 

6. Experiments and Evaluation 

This section provides an overview of different experiments 
that we use to evaluate the performance of our image 
classification machine learning framework.  

We next describe the dataset used for testing followed by 
experimentation of SURF local features extractor. Next, we 
evaluate the impact of the categories number used in training on 
the accuracy of prediction. The last part of our work will focus on 
comparing the accuracy of different classifiers. 

6.1. Dataset 

Our results are reported on Calltech 101 image dataset to 
which we have added some new images of existing categories. 
Pictures of objects belong to 101 categories. Each category 
includes 40 to 800 images. The dataset was collected in 
September 2003 by Fei-Fei Li, Marco Andreetto, and Marc 
'Aurelio Ranzato.  The size of each image is roughly 300 x 200 
pixels. We are interested in stop sign category recognition.   

6.2.  SURF Local Feature Extractor and Descriptor  

In the first part of experimentation we test the local feature 
extractor SURF and its robustness in matching features even after 
rotation and scaling image. 

SURF is a scale and rotation invariant interest point detector 
and descriptor. 

The feature finding process is usually composed of two steps; 
first, find the interest points in the image which might contain 
meaningful structures; this is usually done by comparing the 
Difference of Gaussian (DoG) in each location in the image under 
different scales. The second step is to construct the scale invariant 
descriptor on each interest point found in the previous step. 

As first experimentation we use Matlab functionalities to test 
the SURF point of interest extraction function on sign stop images 
(Figure. 2, Figure. 3). Next we test the SURF matching features 
capability (Figure. 4). 

6.3. Bag of Features Image Encoding 

Features extracted in the first step will be used to represent 
each image category. To do that, the K-means clustering is used 
to reduce the number of features for proper classification. Only 
strongest features are considered. The encode approach is then 
applied. Thus, each image of the dataset is encoded into a vector 
feature using BoF.  

The feature vector of an image represents the histogram of 
visual word occurrences contained in it. This histogram 
considered a basis for training the classifier. Figure 5 represents 
encoding results for some stop sign images. 

6.4. Classifier Training Process 

The encoded training images from each category are fed into 
a classifier training process to generate a predictive model.  

Figure 6 illustrates the steps of the approach used in our 
image classification framework. 
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Figure 2: SURF Features Detection 

 
Figure 3: SURF Features Detection  in rotated (30°) 

and scaled (1.5)  image 

 
          Figure 4: SURF point matching capabilities 

 

  

 

  
Figure 5: Histogram of visual words occurrences on stop sign images

 
  Figure 6: Image classification process 

http://www.astesj.com/


S. Loussaief et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 01-10 (2018) 

www.astesj.com      6 

through different experimentations. For this purpose, we use some 
image categories from the Calltech101dataset. These classes are 
described in Table 1. 

Experiment 1: Two categories classification accuracy 
measurement using SURF extractor  

The Linear SVM classifier is used to generate a prediction 
model based on two image classes. During the training process we 
use 70% of the whole image dataset. The remaining images are 
included in the test dataset and used in the prediction assessment 
step. Measurements report that the achieved prediction average 
accuracy is 0.99 (Table 2). 

Experiment 2: Three categories classification accuracy 
measurement using SURF extractor  

During this experiment we fix the classifier to Linear SVM and 
the number of image categories to three. Image dataset is split to 
training dataset (70% of image dataset) and test dataset. 

Measurements show that the achieved prediction average 
accuracy is 0.89 (Table 3). 

Experiment 3: Four categories classification accuracy 
measurement using SURF extractor  

For this prediction accuracy evaluation, we use the Linear 
SVM classifier and increase the image categories to four in order 

to measure the average accuracy of the classification process.  It 
is reported that this achieved average accuracy is 0.88 (Table4). 

Experiment 4: Five categories classification accuracy 
measurement using SURF extractor.  

The Linear SVM classifier is used to classify between five 
image categories. It is reported that the achieved prediction 
average accuracy is 0.78 (Table 5). 

As shown in Figure 7, we notice that the average accuracy of 
the classifier is influenced by the number of categories in training 
dataset. This metric is lower when the numbers of sets increase. 
Experiment 5: Three categories classification accuracy 
measurement using a custom features extraction function: 
Color extractor.  

During this experiment we use the Linear SVM as classifier 
and fix the number of image categories to three. For image vector 
representation we use a global features extractor instead of the 
SURF technique. 

It is reported that the prediction average accuracy is 0.76 (Table 
6) which is lower than the one achieved during Experiment 2. 

 

Table 1: Image Dataset categories 

Set category Stop Sign 
Images 

Ferry 
 Images 

Laptop 
images 

Airplanes 
images 

Sunflower  
images 

Set size 69 67 81 800 85 

Table 2: Learning confusion matrix with two image categories 

 Predicted 
Known Stop Sign Ferry 
Stop Sign 0.98 0.02 
Ferry 0.00 1.00 

   
Table 3: Learning confusion matrix with three image categories 

  Predicted 
Known Stop Sign Laptop Ferry 
Stop Sign 0.93 0.04 0.03 
Laptop 0.02 0.77 0.21 
Ferry 0.00 0.02 0.98 

 
Table 4: Learning confusion matrix with four image categories 

  Predicted  
Known Stop Sign Laptop Ferry Airplanes 
Stop Sign 0.95 0.05 0.00 0.00 
Laptop 0.00 0.90 0.10 0.00 
Ferry 0.00 0.00 0.85 0.15 
Airplanes 0.00 0.05 0.10 0.85 
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Table 5:  Learning confusion matrix with five image categories  

 Predicted 
Known Stop Sign Laptop Ferry Airplanes Sunflowers 
Stop Sign 0.97 0.00 0.00 0.00 0.03 
Laptop 0.07 0.49 0.14 0.10 0.20 
Ferry 0.02 0.00 0.76 0.17 0.05 
Airplanes 0.00 0.04 0.20 0.75 0.01 
Sunflowers  0.00 0.00 0.02 0.00 0.98 

Table 6: Learning confusion matrix using global color features extractor 

  Predicted 
Known Stop Sign Laptop Ferry 
Stop Sign 0.84 0.04 0.12 
Laptop 0.10 0.67 0.23 
Ferry 0.02 0.22 0.76 

 

 
Figure: 7: Average accuracy variation based on image category’s number

We notice that in our approach is better to use a Local feature 
extractor (SURF) than a global features extractor. This result is 
expected as the global features extraction technique is better with 
scene categorization and examination of surrounding 
environment (an image may be categorized as an office, forest, 
sea or street image) and not for object classification [28]. 

Experiment 6: Evaluating image category classification using 
different training learner.  

We next fix the number of categories to 4, the features 
extraction technique to SURF and evaluate prediction models on 
varying the classifier algorithm. In each test we calculate the 
confusion matrix and average accuracy on validation dataset. We 

use 70% of data as a training set. The application trains the model 
on training set and assesses the performance with the validation 
set. Tables 7 to Table 14 illustrate the obtained confusion matrix. 

We then generate the histogram (Figure 8) of the average 
accuracy based on the training classifier. For this purpose we 
varied the classifier trainer from SVM, KNN and ensemble 
classifier categories.  

Measurements show that the image classification process 
performs better when we use a likehood SVM. It’s reported that 
the Cubic SVM yields average accuracy which reaches 90%. The 
KNN techniques offer an average accuracy around 65%. Among 
the ensemble classifier trainers (2 last tested algorithms) the 
bagged trees achieves the best accuracy. 

 

0.99
0.89 0.88

0.78
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 Table 7: Confusion matrix for Linear SVM 
 

Airplane 17 
85.5% 

2 
10.0% 

1 
5.0% 

0 
0.0% 

Ferry 3 
15.0% 

17 
85.0% 

0 
0.0% 

0 
0.0% 

Laptop 0 
0.0% 

2 
10.0% 

18 
90.0% 

0 
0.0% 

Stop sign 0 
0.0% 

0 
0.0% 

1 
5.0% 

19 
95.0% 

 Airplane Ferry Laptop Stop 
sign 

 Table 8: Confusion matrix for Fine Gaussian SVM 
 

Airplane 0 
0.0% 

0 
0.0% 

20 
10.0% 

0 
0.0% 

Ferry 0 
0.0% 

0 
0.0% 

20 
100.0% 

0 
0.0% 

Laptop 0 
0.0% 

0 
0.0% 

20 
100.0% 

0 
0.0% 

Stop Sign 0 
0.0% 

0 
0.0% 

18 
90.0% 

2 
10.0% 

 Airplane Ferry Laptop Stop 
sign 

Table 9: Confusion matrix for Quadratic SVM 
 

 
Airplane 16 

80.0% 
3 

15.0% 
1 

5.0% 
0 

0.0% 

Ferry 3 
15.0% 

17 
85.0% 

0 
0.0% 

0 
0.0% 

Laptop 0 
0.0% 

1 
5.0% 

19 
95.0% 

0 
0.0% 

Stop Sign 0 
0.0% 

0 
0.0% 

5 
25.0% 

15 
75.0% 

 
 

Airplane Ferry Laptop Stop 
Sign 

Table 10: Confusion matrix for Cubic SVM  

Airplane 17 
85.5% 

2 
10.0% 

1 
5.0% 

0 
0.0% 

Ferry 3 
15.0% 

17 
85.0% 

0 
0.0% 

0 
0.0% 

Laptop 1 
5.0% 

0 
0.0% 

19 
95.0% 

0 
0.0% 

Stop Sign 0 
0.0% 

0 
0.0% 

1 
5.0% 

19 
95.0% 

 Airplane Ferry Laptop Stop 
Sign 

Table 11: Confusion matrix for Fine KNN  

Airplane 12 
60.0% 

5 
25.0% 

2 
10.0% 

1 
5.0% 

Ferry 6 
30.0% 

11 
55.0% 

2 
10.0% 

1 
5.0% 

Laptop 1 
5.0% 

1 
5.0% 

9 
45.0% 

9 
45.0% 

Stop Sign 0 
0.0% 

1 
5.0% 

0 
0.0% 

19 
95.0% 

 
 

Airplane Ferry Laptop Stop 
Sign 

Table 12: Confusion matrix for Weighted KNN 
 

Airplane 19 
95.0% 

1 
5.0% 

0 
0.0% 

0 
0.0% 

Ferry 12 
30.0% 

7 
55.0% 

1 
10.0% 

0 
0.0% 

Laptop 10 
55.0% 

0 
0.0% 

9 
45.0% 

1 
0.0% 

Stop Sign 0 
0.0% 

1 
5.0% 

0 
0.0% 

19 
95.0% 

 

Airplane Ferry Laptop Stop 
Sign 

Table 13: Confusion matrix for Boosted Trees 
 

Airplane 8 
40.0% 

11 
55.0% 

1 
5.0% 

0 
0.0% 

Ferry 3 
15.0% 

14 
70.0% 

3 
15.0% 

0 
0.0% 

Laptop 1 
5.0% 

6 
30.0% 

11 
55.0% 

2 
10.0% 

Stop Sign 0 
0.0% 

2 
10.0% 

0 
0.0% 

18 
90.0% 

 
Airplane Ferry Laptop Stop 

Sign 

Table 14: Confusion matrix for Bagged Trees 
 

Airplane 16 
80.0% 

2 
10.0% 

2 
10.0% 

0 
0.0% 

Ferry 4 
20.0% 

16 
80.0% 

0 
0.0% 

0 
0.0% 

Laptop 0 
0.0% 

1 
5.0% 

18 
90.0% 

1 
5.0% 

Stop Sign 0 
0.0% 

1 
5.0% 

1 
5.0% 

18 
90.0% 

 
Airplane Ferry Laptop Stop 

Sign 
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Figure 8: Average accuracy based on the learning classifier 

 
7. Conclusion 

In this paper, we related the different techniques and algorithms 
used in our machine learning framework for image classification. 
We presented machine learning state-of-the-art applied to image 
classification. We introduced the Bag of Features paradigm used 
for input image encoding and highlighted the SURF as its 
technique for image features extraction. Through 
experimentations we proofed that using SURF local feature 
extractor method for image vector representation and SVM (cubic 
SVM) training classifier performs best prediction average 
accuracy. In test scenarios we focused on stop sign image as we 
project to apply the trained classifier in a robotic system. 
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 In this paper, the performance and reliability of oxide-based Resistive RAM (ReRAM) 
memory is investigated in a 28nm FDSOI technology versus interconnects resistivity 
combined with device variability. Indeed, common problems with ReRAM are related to 
high variability in operating conditions and low yield. At a cell level ReRAMs suffer from 
variability. At an array level, ReRAMs suffer from different voltage drops seen across the 
cells due to line resistances. Although research has taken steps to resolve these issues, 
variability combined with resistive paths remain an important characteristic for ReRAMs. 
In this context, a deeper understanding of the impact of these characteristics on ReRAM 
performances is needed to propose variability tolerant designs to ensure the robustness of 
the technology. The presented study addresses the memory cell, the memory word up to the 
memory matrix. 
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1. Introduction 

Because data storage and processing solutions are so central to 
modern technology, many research works are dedicated to pursue 
new types of computer memory. One of the major goal is to 
develop a universal memory (i.e. a storage medium that would 
combine the high speed of RAM with the non volatility of a Flash 
drive). Additionally, embedded memory is a fundamental 
component of any electronic system including high-performance 
System-on-Chip (SoC) and Internet of Things (IoT) devices. In 
this context, the presented work proposes a reliability analysis of 
the Resistive RAM memory which considered as a potential 
universal memory candidate. This study is an extension of work 
originally presented in [1], with an extension to a whole memory 
matrix. Moreover, a multilevel storage capability of ReRAM cells 
is demonstrated at a matrix level. 

According to ITRS [2], embedded Non Volatile Memories 
(NVMs) are occupying a major part of the area of a typical (SoC). 
Although Flash memory is widely used today, it needs high voltage 
for Write and Erase operations and has reliability issues that are 
hard to handle, increasing the cost of circuit design and process 
integration. Thus, the industry is trying to find a good alternative 
NVM that can replace Flash memories. Possible candidates 
include Magnetic RAM (MRAM), ReRAM, Phase Change 
Memory (PCM), Ferroelectric RAM (FeRAM), etc. Compared to 
MRAM and PCM technologies, ReRAM technology is still in an 

emerging phase [3][4]. However, a considerable technological 
effort is currently driven worldwide to push this technology to 
prototype level. ReRAM advantages comprise non volatile data 
storage at low power and latency and high memory density while 
maintaining device performance and reliability [5]. Moreover, the 
3D-staking technology developed for Flash memories can be 
transferred to ReRAM and the multilevel cell operation scheme of 
Flash memories can also be achieved in ReRAMs [6]. 

However, the continuous push for scalability to obtain high-
density chips makes the ReRAM technology extremely sensitive 
to variability, physical defects and environmental influences that 
may severely compromise its correct behavior [7]. At sub 32nm 
node, size reduction increases the resistivity of interconnects, 
inducing a voltage drop along the memory matrix lines, which can 
cause reliability issues. Indeed, as ReRAM data is stored as two 
resistance states of the resistive switching device, these memories 
are sensitive to resistive paths [8]. On top of that, common 
problems with ReRAMs are related to high variability in operating 
conditions [9].  

 In memory devices relying on resistance change such as 
ReRAMs, complex physical mechanisms are responsible for 
reversible switching of the electrical conductivity between high 
and low resistance states. This resistivity change is generally 
attributed to the formation/dissolution of conductive paths between 
metallic electrodes [10]. A typical ReRAM device consists of two 
metallic electrodes that sandwich a thin dielectric layer serving as 
permanent storage medium making its leakage current close to 
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zero. Oxide-based Resistive Random Access Memory (so-called 
OxRAM) use transition metal oxides as a dielectric layer. In this 
study, an HfO2 Oxide-based ReRAM stack is considered [11].  

OxRAM cell operation is depicted in Figure 1. After an initial 
electroforming process, the memory element may be reversibly 
switched between two distinct resistance states. Electroforming 
stage corresponds to a voltage-induced resistance switching from 
an initial very high resistance state (virgin state) to a conductive 
state. After FORMING, resistive switching corresponds to an 
abrupt change between a High Resistance State (HRS or OFF 
state) and a Low Resistance State (LRS or ON state). This 
resistance change is achieved by applying specific voltage (i.e. 
VSET and VRES) to SET and RESET the memory cell. 

It is important to note that the FORMING stage is the first and 
most critical step as it determines the switching characteristics 
during the future operation of the memory cell. Thus, the Forming 
Resistance State (RFRS) which characterizes the filament creation 
is a key parameter in terms of reliability. Besides, the forming step 
requires high voltage levels (more important than VSET and VRES).  

 
Figure 1.  Typical I-V characteristic of a bipolar OxRAM cell 

In this paper, the reliability of a ReRAM memory array is 
investigated versus interconnects and device variability. Section II 
presents the OxRAM model used for simulations. Section III 
address a 32-bit memory word. In section III, the study is extended 
to the memory matrix and the multilevel storage capability of 
ReRAM cells is demonstrated. Section IV concludes the paper. For 
each section simulation results based on a 28nm Fully-Depleted 
Silicon-On-Insulator (FDSOI) are proposed. 

2. ReRAM elementary cell model 

 The proposed OxRAM modeling approach relies on electric 
field-induced creation/destruction of oxygen vacancies within the 
switching layer. The model enables continuously accounting for 
both SET and RESET operations into a single master equation in 
which the resistance is controlled by the radius of the conduction 
pathways (rCF) [12]:  
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Where βRedOx is the nominal oxide reduction rate, Ea is the 
activation energy, αred and αox are the transfer coefficients (ranging 
between 0 and 1 and representing the pathways 
creation/destruction dynamic), kb is the Boltzmann constant, rCFmax 

is the maximal size of the conductive filament radius, T is the 
temperature and Vcell the voltage across the cell. 

Moreover, the model makes assumptions of a uniform radius 
of the conduction pathways, a uniform electric field in the cell and 
temperature triggered acceleration of the oxide reduction reactions 
(“redox”). Finally, the total current in the OxRAM includes two 
components, i.e. one is related to the conductive species (ICF) and 
the other to the conduction through the oxide (IOX). 
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where Lx is the oxide thickness, SCell is the total area of the 
device, σOx the oxidation rate and σCF the reduction rate. To take 
into account IOX trap assisted current (Poole-Frenkel, Schottky 
emission, Space Charge Limited Current (SCLC)), a power law 
between the cell current and the applied bias is considered with 
two parameters AHRS and βHRS. Finally, the total current flowing 
through the cell is:  

OXCFCell III +=      (4) 

 
ICF is the main contributor to LRS current (ILRS) and IOX is the 
main contributor to HRS current (IHRS).  

The memory cell compact model is calibrated on silicon. The 
model was confronted to quasi-static and dynamic experimental 
data before its implementation in electrical circuit simulators. As 
presented in Figure 2a (current voltage characteristic in 
logarithmic scale), after calibration, the model satisfactorily 
matches quasi-static and dynamic experimental data measured on 
actual HfO2-based memory elements (TiN/Ti/HfOx/TiN stack). In 
Figure 2b, the evolution of SET voltages (Vapp) as a function of the 
programming ramp speed is presented. The model implementation 
focused on this dependence which is crucial for the model to be 
confidently implemented in circuit simulators. 

 
Figure 2.   (a) I-V characteristic measured on HfO2-based devices and 

corresponding simulation using a bipolar OxRAM physical model. (b) SET 
voltage as a function of the programming ramp 
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Due to the stochastic nature of the switching process in 
OxRAMs, leading to large variability, the OxRAM model features 
a variability dependency. The variation is chosen to fit 
experimental data as presented in Figure 3. The model behaviour 
(lines) is consistent with experimental data (symbols). The cell 
variability modelling is based on OxRAM card model parameters 
variation. Variability is introduced through specific model 
parameters (i.e. βRedOx and βHRS parameters presented respectively 
in Equation 1 and Equation 3). Moreover, at sub 32nm node, 
MOSFET mismatch in the transistor subsystem (digital and analog 
blocks) increases inherent variability of OxRAM circuits, 
increasing the overall variability. 

 

 
Figure 3.  Measured and corresponding simulated I-V characteristic obtained 

from TiN/Ti/HfO2/TiN devices showing strong variation on RLHS and RHRS  

3. ReRAM memory word 

3.1. Memory word architecture 

A 1T1R ReRAM cell (one MOS Transistor in series with one 
Resistor) placed in a 32-bit word is considered and presented in 
Figure 4. The word selection is achieved through the Word Line 
(WL) before any operation. Word programming is performed in 2 
steps, considering that the FORMING operation occurs only once 
in the product lifetime. Once the word is selected, all cells are 
RESET in parallel (logical “0”) through the Reset Word Line 
(WLR), then memory cells are all SET (logical “1”) through the Bit 
Line (BL). The WLR line drives the whole word RESET current, 
making it sensitive to line resistivity.  

Indeed, during a memory word program operation, a voltage drop 
occurs along the WLR line, which can be critical in terms of 
programming efficiency. To monitor the programming efficiency, 
High Resistance State (RHRS) and Low Resistance State (RLRS) 
resistances are extracted after RESET and SET operations 
respectively.  

 
Figure 4.  32-bit ReRAM memory word 

The memory word is simulated using the OxRAM model 
presented in section 2. The model is calibrated on silicon for a 
28nm FDSOI technology. With respect to the programming 
conditions, typical values for LRS and HRS are RLRS=10kΩ and 
RHRS=130kΩ for the considered technology. The WLR line 
resistance per cell (including vias) is called RA (see Figure 4) and 
is evaluated to 1.6Ω [8]. 

3.2. Simulation results 

Impact of line resistances on RHRS and RLRS is presented in 
Figure 5. The voltage drop induced by line resistances results in a 
weak FORMING (i.e. high resistive path between ReRAM 
electrodes). SET and RESET programming levels are thus 
impacted resulting in a higher RHRS (+5%) and RLRS (+30%) values 
for cells located at the end of the memory word.  

Impact of line resistances combined with variability is 
presented in Figure 6. After 300 Monte Carlo runs, RHRS and RLRS 
distributions are extracted for 1 cell over 4 and displayed in box-
plot forms. Figure 6a shows that LRS distribution spread increases 
along the word line. Besides, anomalous LRS residual cell 
populations (far from their typical LRS values, represented by 
dashed lines) are visible from cell 7. This effect is related to cells 
not properly formed due to line resistances. In Figure6b, HRS 
distributions are presented. One can notice the HRS mean 
distribution shift to higher values with the word length. 

 

Figure 5.   Resistances (HRS & LRS) along the WL 

 
Figure 6.  (a) LRS and (b) HRS distributions along the WL 
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Figure 7.  LRS and HRS distributions overlaps along the WL 

For comparison purposes, Figure 7 presents the full range 
variation (from min to max) of each box-plot (HRS and LRS 
states). Along the WL, HRS/LRS distributions are getting closer 
and closer due to marginal LRS cells, affecting the memory 
reliability (i.e. HRS distribution generally larger than LRS 
distribution is much more degraded by resistive paths). 

4. ReRAM memory array 

4.1. Memory array architecture 

Figure 8 presents the elementary array used for simulation 
which is constituted by a 3×3 1T1R cell matrix, a row decoder, a 
column decoder and a sense amplifier for the read operation. The 
memory cell is modeled by the OxRAM cell model presented in 
section 2. 
The variability analysis is conducted through Monte Carlo 
simulations. Each Monte Carlo simulation targets specific 
elements of the circuit: the resistive element, the select transistor, 
the decoding blocs and the sense amplifier. As a result, RON and 
ROFF distribution spreads are extracted. Thus, the contribution of 
each element in terms of memory performance degradation is 
demonstrated. A 28-nm Fully Depleted Silicon-On-Insulator 
(FDSOI) technology is considered for simulations [13]. 
Memory array cells are first placed in a virgin state. Then, the 
memory array programming is done in 2 cycles. First, all memory 
cells are set (logical “1”), then the memory array is reset (logical 
“0”). RON value is extracted after the SET operation and ROFF after 
the RESET operation for each Monte Carlo run. 
Variability introduced in the resistive element is chosen to feet 
experimental date whereas variability of the transistor subsystem 
is given by the considered technology. 

4.2. Simulation results 

 In this study, 4 different configurations are considered: the 
“ALL” configuration considers variability in the memory cell 
(resistive element and select transistor) and the peripheral circuits. 
In the “CELL” configuration, variability affects only the resistive 
element. In the “SELECT” configuration, variability affects only 
the OxRAM select transistor. In the “NO CELL” configuration, 
variability affects only the peripheral circuits (transistor 
subsystem, including the select transistor). In this study, the impact 
of the select transistor variability is subject to special attention. 

Indeed, the select transistor compliance allows the control of the 
maximum available current during the set transition, impacting 
directly the ON/OFF resistance. Table 1 summarizes the 4 
configurations to simulate. 

 
Figure 8.  3×3 OxRAM elementary memory array  

Table 1: Simulated Configurations 

Configuration RUNS Elements under variability 
 « ALL » 400 All circuit elements 
« CELL » 400 Resistive element 
« SELECT » 400 Select transistor 
 « NO CELL » 400 All elements excluding the resistive element 

 

Figure 9 presents the impact of variability of the whole circuit 
elements (resistive element and transistor subsystem: “ALL” 
configuration) on RON and ROFF distributions. Note that ROFF 
distribution is much larger than RON distribution. In order to 
discriminate the contribution of each element of the circuit on 
ON/OFF resistances, a set of Monte Carlo simulations are also 
performed with “CELL”, “SELECT” and “NO CELL” 
configurations. 

 
Figure 9.  ON/OFF resistance distributions for the “ALL” configuration after 

400 Monte Carlo simulations. 
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Figure 10 presents the impact of variability on ROFF 
distributions (after RESET) for the 4 configurations. By comparing 
configuration “ALL” with configuration “CELL”, it appears 
clearly that the impact of cell variability is more important than the 
impact of the transistor subsystem variability. The third and fourth 
configurations (“NO CELL” and “SELECT”) shows that impact 
of transistors variability on ROFF is negligible. Besides, the 
contribution of the select transistor variability is dominant in the 
peripheral circuit elements. Table 2 proposes a synthesis of results 
obtained in Figure 10 (mean values, standard deviation and 
standard deviation reported to the maximum standard deviation 
value). 

 
Figure 10.  ROFF distributions after 400 Monte Carlo simulations. 

Table 2: Roff Distribution parameters 

Configuration Mean (Ω) σ (Ω) σ (%) 
 « ALL » 60200 5598 100 
« CELL » 60240 5617 99 
« NO CELL » 60004 598 9.6 
« SELECT » 59990 536 10.6 

 

Figure 11 presents the impact of variability on RON distributions 
(after SET) for the 4 configurations.  

 
Figure 11.  RON distributions after 400 Monte Carlo simulations. 

Table 3: Ron Distribution Parameters 

Configuration Mean (Ω) σ (Ω) σ (%) 
 « ALL » 9674 724 100 
« CELL » 9679 513 70.8 
« NO CELL » 9642 550 78.7 
« SELECT » 9713 570 75.9 

 

Compared to Figure 10, it appears clearly that the cell 
variability impact is less pronounced for low resistive states (LRS), 
which is a common feature of all OxRAM technologies [14-15]. 
Moreover, the contribution of transistors variability is comparable 
to the contribution of the memory cell variability (see “CELL” and 
“NO CELL” configurations in Figure 11). Here again, simulation 
results show that the impact of the select transistor is not 
negligible. Table 3 proposes a synthesis of results obtained in 
Figure 11. 

Figure12 shows a comparison between RON and ROFF 
distributions. Based on the considered technology, it is shown that 
resistance variability in RESET state is much more important than 
variability in the SET state. This variability is mainly due to the 
memory cell. In addition, the impact of the select transistor is non-
negligible. This effect is visible in the SET state where the impact 
of the memory cell variability is much less important, making the 
select transistor variability critical. 

 
Figure 12.  RON/ROFF distributions after 400 Monte Carlo simulations. 

4.3. Multi level approach 

 When a voltage is applied across a ReRAM cell, 
depending upon the voltage polarity, one or more Conductive 
Filaments (CFs) made out of oxygen vacancies are either formed 
or ruptured. Once the CFs are formed inside the metal oxide to 
bridge the top and bottom electrodes, current can flow through the 
CFs, and the cell is in a low resistance state. The larger the size of 
the CFs, the lower the resistance. Conversely, the rupture of the 
CFs disconnects the top electrode from the bottom electrode, 
resulting in a high resistance state (HRS) of the cell [16].  

According to Equation 1, CF size is directly linked to the 
voltage across the cell, thus, multilevel LRS can be achieved in the 
1T1R RRAM by modulating the SET voltage. In this study, the 
amplitude of the RESET voltage remains unchanged during the  
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cell programming operation. As HRS variation is generally larger 
than LRS variation, multilevel HRS is not considered. The HRS 
state is associated with an initial value, restored before each SET 
operation. Finally, to obtain intermediate SET states, 
programming is done in 2 steps: a RESET operation is first 
performed to switch the memory cell in its HRS initial state, then 
a SET operation sets the desired LRS level. 

At a circuit level, different implementations of Multi-Level Cell 
(MLC) operation can be adopted. Multilevel operation can be 
achieved: 
- By applying an increasing number of identical voltage pulses 

through the SET decoder. In this case, LRS level is function 
of the number of pulses [17]. 

- By modulating the gate voltage (WL) of the memory cell 
Select Transistor to control the SET current [18]. 

- By modulating directly the SET voltage generated from the 
SET decoder. In this case, LRS levels are achieved with 
different SET voltage values. 

The first approach requires a pulse generator circuitry while the 
two others require different voltage levels generated from a 
specific circuitry. In this study, the third approach is considered as 
it is the most effective MLC approach for the considered 
technology. Four different LRS levels are generated by changing 
the amplitude of the SET voltage. Table 4 presents the different 
SET and RESET voltages values with the corresponding resistance 
nominal values. 

Table 4: Programming Voltages and corresponding Resistance Values 

 SET RESET 
Logical value 00 01 10 11 - 

VSET/RESET (V) 1.4 1.8 2.2 2.8 -2.8 
RON/OFF (kΩ) 104  77 46 30  196 

 
To assess the robustness of the analog resistance values, a 

Monte Carlo (MC) analysis is conducted using a 28-nm Fully 
Depleted Silicon-On-Insulator (FDSOI) technology. As a result, 
RON and ROFF distribution spreads are extracted. The programming 
protocol is comparable to the one used in section 4.2. The memory 
array programming is done in 2 cycles. First, all memory cells are 
RESET (with an more important RESET voltage level), then the 
memory array is SET with specific SET voltage levels.  

Figure 13 presents the impact of the memory cell variability on 
RON and ROFF distributions after 300 MC simulations. Note that 
ROFF distribution is much larger than RON distribution, preventing 
a HRS MLC implementation. RON distributions are narrower with 
a tendency to spread for small SET voltage values. In order to 
discriminate the different memory states during the read operation, 
no distribution overlap is permitted.  

Figure 14 focuses on RON distributions and shows distinct RON 
resistance levels. Distributions are displayed in box-plot forms. 
The full range variation (from min to max) of each box-plot 
confirms the clear separation between each resistance level. 

Figure 13 and Figure 14 results are presented for cell variability 
parameters included in the range ±15% of the standard deviation 
of a normal distribution (i.e. σVariability = 15%). This variability is 
consistent with silicon data (see Figure 3) which means that a MLC 
approach can be considered for this technology. 

 
Figure 13.  RON and ROFF distributions versus cell variability (σVariability = 15%) 

after 300 runs (SET and RESET states) 

 
Figure 14.  RON distribution box-plots versus cell variability (σVariability = 15%)  

after 300 runs (SET states) 

To evaluate the robustness of the technology, Figure 15 and 
Figure 16 results are provided for σVariability = 20% and σVariability = 
25%, which is the worst case.  An important spreading of RON is 
observed. The initial RON distribution spread increases as 
variability increase. Even for the worst case (σVariability = 25%), no 
overlap between LRS distributions is observed which confirms the 
robustness of MLC approach. In Table 5, RON (SET) and ROFF 
(RESET) distribution parameters (mean value and standard 
deviation) are reported for the different variability parameter 
values. 

 
Figure 15.  RON distributions versus cell variability (σVariability = 20%) after 300 

runs (SET states)  
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Figure 16.  RON distributions versus cell variability (σVariability = 25%) after 300 

runs (SET states)  

Table 5: Simulated Configurations 

  SET RESET 
σVariability Distributions 11 10 01 00  

15% Mean (kΩ) 33.159 55.111 80.227 108.119 195.350 
σ (kΩ) 0.501 1.153 1.8550 2.5520 14.447 

20% Mean (kΩ) 33.239 54.681 77.402 99.672 196.639 
σ (kΩ) 0.768 1.614 2.408 3.174 19.520 

25% Mean (kΩ) 33.342 54.761 77.529 99.844 198.031 
σ (kΩ) 1.049 1.973 2.978 3.928 24.882 

 
5. Conclusion 

Variability combined with voltage drops due to resistive paths 
present a major challenge for ReRAM memory fabrication process 
and design engineers. In the proposed study, impact of variability 
combined with resistive paths is evaluated based on a 1T1R 
ReRAM elementary memory array. A specific attention is 
provided to the ReRAM memory word. To assess the technology 
reliability, the HRS/LRS resistance ratio is extracted at a memory 
word and at a memory array level to provide a valuable feedback 
for designers during ReRAM memory array design. At a word 
level, impact of line resistances combined with variability can 
affect the memory word operation from a word size greater than 8 
bits. At a memory array level, resistance variability in RESET state 
is much more important than variability in the SET state. 
Additionally, a stable MLC operation of 2-bits/cell is 
demonstrated. 
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 This paper is an extension of work originally presented in WITS-2017 CONF. We extend 
our previous works by improving the Risk calculation formula, and risk assessment of an 
alert cluster instead of every single alert. Also, we presented the initial results of the 
implementation of our model based on risk assessment and alerts prioritization. The idea 
focuses on a new approach to estimate the risk of each alert and a cluster of alerts. This 
approach uses indicators such as priority, reliability and asset value as decision factors to 
calculate alert's risk. The objective is to determine the impact of alerts generated by 
Intrusion detection system (IDS) on the security status of an information system, and also 
improve the detection of intrusions using snort IDS by classifying the most critical alerts by 
their levels of risk. Thus, only alerts that present a real threat will be displayed to the 
security administrator. The implementation of this approach will reduce the number of false 
alerts and improve the performance of the IDS. 
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1. Introduction 

This paper is an extension of work originally presented in 
International Conference on Wireless Technologies, Embedded 
and Intelligent Systems, EEE WITS-2017 [1]. Based on our work 
in [2], the goal is to improve the intrusion detection system (IDS) 
with a Risk Assessment method that can help to prioritize the 
generated alerts by their importance. 

IDS systems generate enormous number of alerts. Often, there 
are duplicative events from various systems, and other alerts that 
could be characterized as noise (False Positive). A False Positive 
is normal events being classified as attacks. This is a major 
problem for many organizations [3,4]. An attack may in fact be 
happening, and the network administrator needs to be able to 
properly identify it, thus, he need to analyze each IDS alert 
manually, whether it is a false or true positive. So, it is a quite time 
consuming. Since the number of false positives is high, so alerts of 
real attacks are hidden among them. The optimal way to deal with 
this problem is to use an IDS solution that has the ability to 
prioritize alerts, calculate the risk of each one and correlate them, 

thereby to help the network administrator focus the efforts on 
detecting actual threats [5-7]. Therefore, an automated operation is 
needed to handle alerts and give a good perdition to the security 
administrator. 

In this work, we propose the new Risk Assessment model as a 
method of prioritizing alerts according to the risk level of each one, 
and also evaluate the risk of a cluster of alerts. The risk is evaluated 
as a combination of certain parameters extracted from each alert. 

This paper is organized as follows: Section 2 discusses the 
related work in risk assessment and alert prioritization; Section 3 
presents the proposed model and the indicators that are used to 
support it; Section 4 discusses the implementation of the model 
and the experimental results to validate the proposed approach; and 
finally, in Section 5, we summarize the conclusions derived from 
this work and indicate possible future works. 

2. Related Works 

Intrusion detection system has an important role in the security 
and perseverance of active defense system against intruder attacks. 
They evolved from packet sniffers, used as a network 
troubleshooting tool to locate malfunctioning equipment and 
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software by creating logs showing the activity of network packets 
[8,9]. Prior to the advent of network switches, IDS products could 
be connected to any port on a network hub and had a good chance 
of monitoring network packets on a local area network segment. 
Many researchers have proposed and implemented various models 
for IDS, but they often generate too many false positives due to 
their simplistic analysis [10]. 

Attacks are presented to a security administrator as alerts 
generated by IDSs. An IDS generates a large number of alerts and 
with this large number, security administrators are overwhelmed 
and it becomes difficult to manually distinguish between the real 
attacks and the false ones. To deal with this problem, two solutions 
have been proposed. The first one focuses on the monitoring 
device by enhancing its detection mechanism, optimizing its 
signatures, and choosing the right location [11]. Although this 
solution promises to reduce the number of alerts, it requires prior 
security administrator knowledge of detection mechanism. The 
second solution focuses on the sensor’s outputs. Several IDS alert 
management techniques fall into this category and include 
aggregation, clustering, correlation and fusion [12]. 

Generally, reducing the number of false positives and 
prioritizing the most critical attacks are the main objectives of IDS 
alert management approaches. Furthermore, these techniques help 
the security administrators in understanding the situation revealed 
by the IDS. 

 In our previous work [2] we presented a new model to handle 
Intrusion detection system alerts based on a stateful pattern 
matching algorithm. In this paper we improve that model by 
proposing a new method based on risk assessment and alert 
prioritization using parameters extracted from alerts generated by 
IDS. 

Risk assessment is the process of identifying security risks 
related to a system and determining their probability of occurrence, 
their impact, and the safeguards that would mitigate that impact 
[13]. Risks can be defined as the potential that a given threat will 
exploit vulnerabilities of an asset or group of assets to cause loss 
or damage to the assets. The main objective of risk assessment is 
to define appropriate controls for reducing or eliminating those 
risks. 

Researchers have been proposed many approaches to prioritize 
alerts. In [13], the authors proposed a model that estimates the risk 
index for every single alert based upon indicators and input 
obtained from asset environments and attributes within the alerts 
themselves. The model uses a combination of two decision factors: 
impact on asset and likelihood of threat and vulnerability. 

In [14], the authors proposed a method that evaluates IDS alerts 
based on a number of criteria. They used a Fuzzy Logic Inference 
mechanism in order to score alerts and developed a rescoring 
technique that enabled them to rescore alerts to show the early 
steps of the attackers, and applied their approach to the alerts 
generated by scanning DARPA 2000 LLDOS 1.0 dataset and they 
successfully prioritized the most critical alerts along with their 
preparation steps. 

In [15], the authors applied a fuzzy system approach in 
accessing relative potential risks by associating potential 
vulnerabilities like the National Vulnerability Database (NVD) 

and Common Vulnerabilities and Exposures (CVE) with computer 
network assets. 

In [16], the authors estimated risks by associating three criteria: 
computer network assets, attacks and vulnerabilities. 

In [17], the authors proposed a model called “M-Correlator”, 
an alert ranking system based on the likelihood of attacks to 
succeed, the value of targeted assets and the amount of interest in 
the type of attack. 

All discussed approaches have the ability to priorities alerts, 
but they also have limitations, especially in the technical aspects 
of the methods adopted. They used multiple factors to estimate the 
risk, but do not consider different weightings based upon the 
importance of different decision factors. 

 
3. The proposed Model 

 
3.1. Overview 

In [1] and [2] we have proposed the New System Alert 
Management for IDSs based on a stateful pattern matching 
algorithm, which can classify alerts by their importance and reduce 
number of false positives considerably. In order to improve our 
system, we propose in this paper more efficient method to 
prioritize alerts generated by IDSs by evaluating each risk. We 
assess the risk as a composition of indicators extracted from alerts 
itself and target assets, and then apply these results of the risk 
assessment to filter alerts produced by the IDS as High Risk, 
Medium Risk or Low Risk. 

In our proposed system (Figure 1), we’ve used binary traffics 
files of KDD’99 which is used in our previous work. Snort [18] is 
used to produce alerts of KDD’99 dataset network traffics. Snort 
is an open source signature based IDS which gets KDD’99 online 
traffic and then generates alert log files; these files are entered into 
our proposed system as the inputs. A pattern matching algorithm 
is used to filter alerts and classify them to different form. 

 
3.2. System architecture 

Our approach encompasses three phases for processing events: 
Pre-processing phase, Collection phase and Post- processing 
phase. Each phase provides a level of abstraction to the following 
one. Figure 1 shows the three abovementioned units. 

Pre-processing Phase: In this phase Snort analyzes KDD’99 
binary traffic and generates alert files. These alert files are entered 
in our proposed model as Inputs. 

Collection phase: We call this phase also “aggregation and 
normalization phase”, For all data are received from Snort at one 
location. Aggregation aims at unify alerts in a single format on just 
one location. Normalization requires a parser familiar with the 
types and formats of generated alert from Snort after processing 
them. Snort list files contain information about all packets in 
KDD’99 dataset [19]. Using this method, we will be able to 
observe all alerts in the same format. 

Post-processing phase: In this phase, once we have all the data in 
one place, we can implement mechanisms that will improve 
detection sensitivity and reliability. 
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In our model, we use three post-processing methods: 

• Classification and Filtering: In this unit we extract the needed 
information, such as: Date, IP source, IP Destination, Attack 
name, etc., and we store them into a database. This 
information is extracted by parsing the alert file using Perl and 
regular expression as we will see in section 4. 

• Risk assessment: Each alert is evaluated in relation to its 
attack type, and the target host. Several parameters make it 
possible to qualify the level of danger (Risk) of an alert. It is 
important to understand their significance in order to be able 
to manage correctly the alarms according to their level of 
importance (Table 1). 

• Prioritization: We prioritize alerts received automatically 
after calculating the Risk. The priority of an alert depends on 
the architecture and inventory of the organization’s devices. 
Prioritization is one of the most important steps in filtering 
alerts received from the Snort output. It means the evaluation 
of an alert’s importance in relation to the organization’s 
environment. 

To calculate the Risk, we use the parameters described in Table 
1. Each parameter has a value. For the Alert Priority and Alert 
Reliability, these values are stored in a MariaDB database. For 
device values, the security administrator must add all the 
organization’s devices, including Servers, Firewalls, Switches, 
Access Points, Network Printers, etc., and must assign to each 
equipment a value between 1 and 5 according to the value and the 
criticality of the device. On the other hand, the other parameters 
are related to each type or classification of attack by Snort, these 
values are stored… in a MariaDB database for later use. 

We calculate the risk using the three previous indicators by the 
following formula (3.7). 

Alert Priority (P) = {1-5} (3.1) 
Device Value (D) = {1-5}   (3.2) 

Alert Reliability (R) = {1-10} (3.3) 
 

𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀(𝐑𝐑𝐀𝐀) =
(𝐏𝐏) ∗ (𝐃𝐃) ∗ (𝐑𝐑)

𝐗𝐗
 (3.4) 

 
The risk should be between 1 and 10 as we will see in Table 2, so 
the X value and obtained by calculating the Risk using the 
Maximum Value of each parameter, for example: 

 

 
Figure 1: Proposed alert management system using real-time risk assessment 

and alert prioritization 

 

 

Table 1. Description of parameters to assess the Risk of Alerts 

Parameter Description 

Priority 

Priority defines the order in which the action should be taken. A classification type rule assigns default priority 
that may be overridden with a priority rule [18]. In our model, we categorized priority into three types: 
This should be Low = 1-2; Medium = 2-3; High = 4-5  
These values are associated with each classification type of Snort IDS, and is stored into a MariaDB Database. 

The value of the 
Destination Device 
associated with the 
event 

This is a value to define the importance of a machine on the network. A DNS or Web server are more valuable 
resources for an organization than a network printer. As we will see later, these specifications will be taken 
into account when calculating the risk of each alert. This value must be between 1 and 5 (1 
= machine less important, 5 = very important machine). This value is stored into a MariaDB Database for 
each device of the organization. 

The likelihood that the 
event will occur 
 
Reliability 

In terms of the risk, this parameter could be called "Reliability". This is defined for each independent event; an 
event may be a set of many alerts. The term reliability can be translated by the reliability that an event is not a 
false positive. The value of this parameter is between 1 and 10 (equivalent to 1% = this is a false positive and 
100% = it is not a false positive). This value is stored into a MariaDB Database and it is associated with an 
independent type of event (Alert Classification [18]). 
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Max(P)=5, Max(D)=5 and Max(R)=10 

𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀(𝐑𝐑𝐀𝐀) =
𝟓𝟓 ∗ 𝟓𝟓 ∗ 𝟏𝟏𝟏𝟏

𝐗𝐗
= 𝟏𝟏𝟏𝟏 (3.5) 

𝐗𝐗 =
𝟐𝟐𝟓𝟓𝟏𝟏
𝟏𝟏𝟏𝟏

= 𝟐𝟐𝟓𝟓 (3.6) 

𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐑𝐑𝐑𝐑𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀(𝐑𝐑𝐀𝐀) =
(𝐏𝐏) ∗ (𝐃𝐃) ∗ (𝐑𝐑)

𝟐𝟐𝟓𝟓
 (3.7) 

The proposed model estimates the Risk for each alert. As we 
see in Table 1, the model uses a combination of three decision 
parameters.  

 
Using the Risk Assessment, the Total Risk of an attack can be 

calculated according to the alert rate. Latter is calculated using 
formula (3.8) presented in [2], the Total Risk of an Attack (TRA) 
is used to evaluate the Risk of an attack type in a Meta-Alerts. 
Meta-Alerts can be generated for the clusters that contain all 
relevant information whereas the amount of data (i.e. alerts), for 
example all alerts to a specific host with the same attack type, or 
all alerts from the same source to the same destination and with the 
same attack type, etc., thus, the TRA is calculated using formula 
(3.9). 

 

𝐀𝐀𝐑𝐑 =
𝐍𝐍𝐍𝐍𝐀𝐀𝐍𝐍𝐀𝐀𝐍𝐍 𝐨𝐨𝐨𝐨 𝐀𝐀𝐀𝐀𝐀𝐀𝐍𝐍𝐀𝐀𝐑𝐑 𝐍𝐍𝐛𝐛𝐀𝐀𝐀𝐀𝐀𝐀𝐛𝐛𝐛𝐛𝐑𝐑

𝐓𝐓𝐨𝐨𝐀𝐀𝐛𝐛𝐀𝐀 𝐀𝐀𝐀𝐀𝐀𝐀𝐍𝐍𝐀𝐀𝐑𝐑
∗ 𝟏𝟏𝟏𝟏𝟏𝟏 

 
(3.8) 

𝐓𝐓𝐑𝐑𝐀𝐀 =
(𝐑𝐑𝐀𝐀) ∗ (𝐀𝐀𝐑𝐑)

𝟏𝟏𝟏𝟏𝟏𝟏
∗ 𝟏𝟏𝟏𝟏 

 
(3.9) 

The resulting value can be mapped to the following Risk 
Categories, Table 2: 

 
Table 2. Risk Assessment Categories 

 
Risk Value Signification 

1-4 Low 
5-7 Medium 
8-10 High 

 
3.3. Proposed Algorithm 

The Algorithm can be explained as follows: 

Algorithm: Filtering, classifying and prioritizing alerts  
according to the Risk Level 
 
Input: Snort Log File (Generated by analyzing KDD’99 
Dataset) 
Output : Alerts with high Risk 
  
1. Initializes the program  
2. Processes the configuration and log files  
3. While the number of alerts in log file is not reached 
4. Extracts and records details of each alert into database 
5. Correlate and classify alerts into many classes (attacks 

types) 
6. Calculate the Alert Rate 
7. For each alert in log file 
8. Calculate the Risk of alert using (3.7) 
9. End For 

10. For each Meta-alert in log file 
11. Calculate the Total Risk on an Attack TRA of  

Meta-Alerts using (3.9) 
12. End For 
13. Prioritize Alerts according to the Risk Assessment 
14. Generate alarms if the Risk ≥ 70 %   
15. End While 

 
A basic flowchart diagram for the proposed algorithm is shown 
below (Figure 2): 

 
Figure 2: Flowchart of the proposed approach 

4. Implementation and results 

In order to test the effectiveness of our proposed model, we had 
it implemented and tested against the KDD’99 dataset. We also 
used Snort to scan the binary traffic of the dataset. Alerts generated 
by Snort were analyzed by our model using a pattern matching 
algorithm. To examine each alert, we wrote a Perl program using 
regular expression that parse the alerts and extract specific 
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parameters such as source IP, destination IP, attack name, priority 
etc... Finally, we use the formula (3.7) to assess the Risk of each 
alert and (3.9) to evaluate the Total Risk of attacks. 

The example of alert below is just one sample of many alerts 
that we can find in one alert file. In this alert we can find many 
useful data, such as the Attack Name, Attack Classification, Target 
IP, Destination IP etc., to extract this useful information we use the 
Pattern matching rule below using Regular Expression (RE). 

An example of alert to deal: 
[**] [3:19187:7] PROTOCOL-DNS TMG Firewall 
Client long host entry exploit attempt [**] 
[Classification: Attempted User Privilege 
Gain] [Priority: 5] 03/19-16:01:43.762260 
10.0.0.254:53 -> 172.16.2.11:1575 UDP TTL:64 
TOS:0x0 ID:0 IpLen:20 DgmLen:201 DF Len: 173  
 

These variables are stored into a MariaDB Database, thereby 
we can calculate the Risk for each generated Alert using these 
parameters and the formula (3.7), after that, using (3.9) we estimate 
the TRA. 

Tables 3 and 4 below presents our experiment results using the 
output of Snort IDS and KDD’99 Dataset (with 99503 Alerts) that 
contains different 34 attempted attacks, 1056 Source IP, 485 
Destination IP. 

 

The Associated Pattern Matching rule: 
 
^(?P<delimeter1>\[\*\*\])\s(?P<SigID_Rev>\[
[0-
9:]+\])\s(?P<Attack_Name>[^\"]+)\s+(?P<deli
meter2>\[\*\*\])\s\[Classification\:(?P<Att
ack_Class>[^\]]*)\]\s\[Priority\:(?P<Attack
_Priority>[^\]]*)\]\s+(?P<Date>\d+\/\d+\-
\d+\:\d+\:\d+)\.\d+\s(?P<SrcIP>\d{1,3}\.\d{
1,3}\.\d{1,3}\.\d{1,3})\:(?P<SrcPORT>\d+)\s
\->\s(?P<DstIP>\d{1,3}\.\d{1,3}\.\d{1,3}\.\
d{1,3})\:(?P<DstPORT>\d+)\s(?P<Protocol>\w+
)\s+[^\]]*.*$ 
 
Extracting Data to variables:  

Attack_Name = PROTOCOL-DNS TMG Firewall 
Client long host entry exploit attempt 
Attack_Class = Attempted User Privilege Gain 
Attack_Priority =  
SrcIP = 10.0.0.254 
DstIP = 172.16.2.11 
DstPORT=53 
Protocol= UDP 

 

 
Tables 3. Classifying alerts by Detection Rate 

Attack Name Nr. of 
Events 

Alert 
Rate % 

(http_inspect) NO CONTENT-LENGTH OR+E3:E19 TRANSFER-ENCODING IN HTTP RESPONSE 45600 45.82 % 
(http_inspect) INVALID CONTENT-LENGTH OR CHUNK SIZE 30524 30.67 % 
(spp_sdf) SDF Combination Alert 12356 12.41 % 
Consecutive TCP small segments exceeding threshold 7052 7.08 % 
(http_inspect) UNESCAPED SPACE IN HTTP URI 1159 1.16 % 
(http_inspect) LONG HEADER 809 0.81 % 
(http_inspect) SIMPLE REQUEST 640 0.64 % 
ET CHAT IRC PRIVMSG command 425 0.42 % 
ET CHAT IRC PING command 276 0.28 % 
ET CHAT IRC PONG response 127 0.12 % 
ET CHAT IRC USER command 101 0.10 % 
ET CHAT IRC NICK command 99 0.10 % 
ET CHAT IRC JOIN command 84 0.08 % 
ET POLICY Outbound Multiple Non-SMTP Server Emails 74 0.07 % 
Reset outside window 35 0.03 % 
(http_inspect) UNKNOWN METHOD 29 0.03 % 
(ftp_telnet) FTP bounce attempt 16 0.01 % 
ET SCAN Potential SSH Scan OUTBOUND 15 0.01 % 
(http_inspect) NO CONTENT-LENGTH OR+E3:E19 TRANSFER-ENCODING IN HTTP RESPONSE 12 0.01 % 
(http_inspect) INVALID CONTENT-LENGTH OR CHUNK SIZE 11 0.01 % 
(spp_sdf) SDF Combination Alert 11 0.01 % 
Consecutive TCP small segments exceeding threshold 11 0.01 % 
(http_inspect) UNESCAPED SPACE IN HTTP URI 8 0.01 % 
(http_inspect) LONG HEADER 6 0.00 % 
(http_inspect) SIMPLE REQUEST 5 0.00 % 
ET CHAT IRC PRIVMSG command 5 0.00 % 
ET CHAT IRC PING command 3 0.00 % 
ET CHAT IRC PONG response 3 0.00 % 
ET CHAT IRC USER command 3 0.00 % 
ET CHAT IRC NICK command 2 0.00 % 
ET CHAT IRC JOIN command 2 0.00 % 
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Our platform for the experiment are described as follows: 

• Processor: Intel (R) Core (TM) i7-6500U CPU @ 2.50GHZ 
2.59 GHZ. 

• Memory: 4 GB 
• System (OS): Linux Ubuntu Server 16.04 64-bit 

  
Table 3 present the classification of alerts according to the alert 

Rate; Alert Rate is measured by calculating the number of alert for 
each attack [2]. 

Table 4 shows the process of evaluating the risk of alerts. After 
classifying them into three categories, the security administrator 
will see just alerts with medium and high risk. The rest with low 
risk can be considered as false positives, this is related to the values 
of the target hosts and the reliability and priority of the attack. As 
we can see in Table 4, the risk is evaluated for each alert. For 
example, in the first row in the table, we notice that the attack 

“(http_inspect) NO CONTENT-LENGTH OR+E3:E19 
TRANSFER-ENCODING IN HTTP RESPONSE”, has been 
generated 45600 times to the target “192.168.11.52”. The RA is 10 
which is High. It is evaluated using the three parameters related to 
the alert: the priority, the reliability and the device target value. In 
other ways, the Total Risk of an Attack is evaluated according to 
the number of events of each attack in relation to the Alert Rate of 
this Attack. 

 
The specific and complex characteristics of the network system 

environment make the implementation of Intrusion Detection 
System more difficult with the multitude of alerts and the huge 
number of false positives. Therefore, the new approach for 
detection and analysis of malicious activities is needed in order to 
check the effectiveness of the current security controls that protect 
information data. 

 

 
Figure 3: Alerts prioritization after risk assessment 

Table 4. Risk Assessment according to the alert and target host parameters 
 

No. of events To Target Attack Name P R D RA 
RA 
Ranking AR % TRA % 

 
45600 

 
192.168.11.52 

(http_inspect) NO CONTENT-LENGTH OR+E3:E19 
TRANSFER-ENCODING IN HTTP RESPONSE 

 
5 

 
10 

 
5 

 
10 

 
High 45.82 %  

4.6% 

30524 192.168.2.12 (http_inspect) INVALID CONTENT-LENGTH OR 
CHUNK SIZE 3 5 4 2 Low 30.67 % 0.6% 

12356 192.168.11.5 (spp_sdf) SDF Combination Alert 3 5 5 3 Low 12.41 % 0.4% 
7052 172.16.2.56 Consecutive TCP small segments exceeding threshold 3 7 5 4 Low 7.08 % 0.3% 
1159 192.168.2.100 (http_inspect) UNESCAPED SPACE IN HTTP URI 3 7 3 3 Low 1.16 % 0.03% 
809 172.16.16.123 (http_inspect) LONG HEADER 3 5 3 2 Low 0.81 % 0.01% 
640 172.16.16.52 (http_inspect) SIMPLE REQUEST 3 5 2 1 Low 0.64 % 0.06% 
425 192.168.11.101 ET CHAT IRC PRIVMSG command 3 5 4 2 Low 0.42 % 0.008% 
276 192.168.2.58 ET CHAT IRC PING command 3 5 4 2 Low 0.28 % 0.005% 
127 10.10.101.2 ET CHAT IRC PONG response 3 7 4 3 Low 0.12 % 0.003% 
101 10.222.1.1 ET CHAT IRC USER command 3 5 4 2 Low 0.10 % 0.002% 

99 10.22.1.231 ET CHAT IRC NICK command 5 8 5 6 Medium 0.10 % 0.006% 

84 172.16.2.112 ET CHAT IRC JOIN command 5 9 5 9 High 0.08 % 0.007% 

74 172.16.16.52 
ET POLICY Outbound Multiple Non-SMTP 
Server Emails 5 8 4 6 Medium 0.07 % 0.004% 

RA=10

RA=9

RA=6RA=6RA=4

RA=3

RA=3

RA=3

RA=2

RA=2

RA=2
RA=2

RA=2 RA=1
(http_inspect) NO CONTENT-LENGTH OR+E3:E19 TRANSFER-ENCODING IN HTTP
RESPONSE
ET CHAT IRC JOIN command

ET CHAT IRC NICK command

ET POLICY Outbound Multiple Non-SMTP Server Emails

Consecutive TCP small segments exceeding threshold

(spp_sdf) SDF Combination Alert

(http_inspect) UNESCAPED SPACE IN HTTP URI

ET CHAT IRC PONG response

(http_inspect) INVALID CONTENT-LENGTH OR CHUNK SIZE

(http_inspect) LONG HEADER

ET CHAT IRC PRIVMSG command
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In this work we demonstrated how the implementation of risk 
assessment reduces the number of false positive. With such an 
approach, the security network administrator will see just the alerts 
with a medium and high-risk level that presents a real threat to the 
organization. The rest of alerts will be considered as a false 
positive and will not be sent as alarms. Thus, the network security 
administrator can check the effectiveness of the current security 
controls that protect the organization’s assets (Figure 3). In the 
next step of this work, we will set up a knowledge base for all the 
false positives to be compared further and to see if they are indeed. 

5. Conclusion and future works 

A novel approach that evaluates intrusion detection system 
alerts using a new risk assessment and alert prioritization is 
presented. We proposed a model that recognizes and analyzes 
malicious actions by calculating the risk related to attack pattern 
and qualify the level of dangerousness of each attack, thus 
prioritizing alerts generated by IDS. The implementation has 
demonstrated the efficiency of our approach in both decreasing the 
huge number of false positives that can reach over 95 % of alerts 
in the usual cases with a normal IDS, using our model we can 
control the rate of false positives; thus, we increase the 
effectiveness of the IDS system. 

In the next step of this work, we will focus on the 
implementation of our approach with other IDSs. Moreover, we 
will improve our model by using advanced functions as well as 
more sophisticated algorithms such as machine learning 
algorithms to classify the attacks according to their dangerousness. 
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 In today’s information based world, it is increasingly important to safeguard the data 
owned by any organization, be it intellectual property or personal information. With ever 
increasing sophistication of malware, it is imperative to come up with an automated and 
advanced methods of attack vector recognition and isolation. Existing methods are not 
dynamic enough to adapt to the behavioral complexity of new malware. Widely used 
operating systems, especially Linux, have a popular perception of being more secure than 
other operating systems (e.g. Windows), but this is not necessarily true. The open source 
nature of the Linux operating system is a double edge sword; malicious actors having full 
access to the kernel code does not reassure the IT world of Linux’s vulnerabilities. Recent 
widely reported hacking attacks on reputable organizations have mostly been on Linux 
servers. Most new malwares are able to neutralize existing defenses on the Linux operating 
system. A radical solution for malware detection is needed – one which cannot be detected 
and damaged by malicious code. In this paper, we propose a novel framework design that 
uses virtualization to isolate and monitor Linux environments. The framework uses the well-
known Xen hypervisor to host server environments and uses a Virtual Memory Introspection 
framework to capture process behavior. The behavioral data is analyzed using 
sophisticated machine learning algorithms to flag potential cyber threats. The framework 
can be enhanced to have self-healing properties: any compromised hosts are immediately 
replaced by their uncompromised versions, limiting the exposure to the wider enterprise 
network.  
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1. Introduction 

Dependency on computer systems has been growing 
exponentially in recent years. Government offices and business 
organizations are major targets of malicious actors for stealing 
highly valuable data. These entities are major Linux adopters 
nowadays because of its reputed safety and security. They are 
attempting to protect themselves from cyberattacks with digital 
defense techniques like encryption, firewalls and heuristic or 
signature scanning packages. Meanwhile, the number of attacks 
that involve infiltrating military data centers, targeting power 
grids, and stealing trade secrets from both private and public 
organizations continues to increase. The detection, response and 
reporting of these kinds of intrusions as well as other incidents 
involving computer systems, are crucial for cybersecurity 
professionals. This paper proposes a Virtual Memory Introspection 
based framework for detection, analysis and monitoring of 
malware behavior using memory forensics, during cyberspace 

attacks in a virtualized environment. The framework provides 
advanced instrumentation tools for control and monitoring of 
malware, fine-grained introspection of operating system Kernel 
and user process behavior using the well-known LibVMI 
technology, and analysis of behavioral data using state-of-art 
machine learning techniques. In study of research literature, one of 
the major methods of malware detection that has emerged over the 
years is Linux memory forensics [1] [2]. A number of authors have 
described novel detection systems using Memory Forensics, or 
using kernel data structure invariants as a reference frame to 
identify rootkit intrusions [3] [4]. The goal of this test technology 
is to facilitate threat assessment of malware, to understand its 
goals, and degrade impact on the compromised systems [5]. 

Further, as cyber-attacks continues to expand and the 
sophistication of the adversaries grows, defenders must adapt 
quickly in order to survive. There are numerous kinds of malware 
prevalent today, including Backdoors, Bots, Downloaders and 
Droppers, Ransomware, Rootkits, Scareware, Spyware, Exploits, 
Logic Bombs, Trojans, Viruses, Worms, etc. The detection, 
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response and reporting of these kinds of intrusions as well as other 
incidents involving computer systems, are crucial for 
cybersecurity professionals. Present static methods used by anti-
viruses are insufficient to stop advanced malware threats, which 
are capable of disabling the anti-viral software via root-kit 
mechanisms. 

2. Virtualization & Data Analytics Framework 

The proposed framework has the following major components as 
shown in Figure1: 
 
2.1. Virtualization 

The virtual machines, which are monitored for malware 
attacks, are collectively called the system under test (SUT). This 
system is hosted on a Xen hypervisor based virtualization 
platform. The behavioral data on the guest VMs is captured 
through Virtual Memory Introspection (VMI) using the LibVMI 
framework 

2.2. Data Analytics 

This platform consists of various traditional machine learning 
algorithms used to train the models and perform prediction using 
various test vectors consisting of malware and rootkits on the 
virtual machines (SUT). In this proposed framework, the authors 
are building an advanced data analytics platform on the database 
server, R runtime with in-memory analytics providing the scale 
and performance. Various traditional machines learning 
algorithms like Random Forest, Support Vector Machines, 
Logistics regression etc. will be utilized to perform Data Analytics.   
This platform analyzes the memory data structure captured on the 
VMI framework using cutting-edge machine learning algorithms. 
These algorithms are used to build the model to predict the 
malware behavior and display the results. 

2.3. Test Control Center 

The Test Control Center is an application that provides control 
and administration of the entire framework with an intuitive web 
based interface.  The operator can create virtual machines (SUT), 
install benign applications and malware, capture behavioral 
information and use the Data Analytics platform to build the model 
and test virtual machines for malware using various traditional 
machine learning algorithms. Test Control Center is a centralized 
application to manage the test bed and execute various test cases.  
In the proposed framework, the authors are developing various 
modules like virtual machine management, network map, test case 
management, model management, configuration, testbed 
administration and help. 

The three platforms working together will enable an 
organization to detect malware almost in real time and monitor its 
behavior in a virtual environment. The user provides a set of well-
defined inputs to the virtualization platform based on 
predetermined test cases, and captures the kernel data structures 
information and transfers it to the Data Analytics platform.  The 
Data Analytics platform uses traditional machine learning 
algorithms to build the model and predicts results based on the 
information extracted from guest virtual machine memory and 

displays the results on the Test Control Center. The following 
diagram in Figure 1 provides the overall system design of the 
framework: 

 
Figure 1: Virtualization & Data Analytics Framework System Diagram 

The various components of the virtualization platform are 
discussed below. 

I. VM Image Repository 

Images of the different virtual machines will be stored in this 
location. It provides the user the ability to select the virtual 
machine images that will create the virtual machines for SUT with 
different configurations. 

II. Malware Listener and Installer 

This module listens to the command from the malware 
management module and communicates with the malware installer 
on the virtual machine to install the selected malware. 

III. VM Snapshot Repository 

This module will store the snapshots of normal operation 
which will later be used to roll back to the clean state after the test 
execution. 

IV. Multiple Linux VMs 

These are the guest virtual machines created by the operator 
based on predefined configurations. 

V. Kernel Agent 

Security/kernel agent manages all the drivers to extract the 
kernel data structures from the SUT. They are deployed on DOM 
0 which is the secured location on the hypervisor with required 
privileges. 

VI. Kernel Drivers 

These the individual drivers which are used for smart memory 
acquisition of the kernel data structures from the SUT. These 
drivers use the LibVMI libraries for virtual memory introspection 
from the Dom0 level to extract kernel data structures. They are 
managed by Security/Kernel Agent. 
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VII. Kernel Monitor 

This module communicates with data analytics platform and 
sends the data extracted by the Security/kernel agent to the listener 
on the data analytics platform to store the data in to the database. 

VIII. Kernel Agent Listener 

The Agent Listener plays a crucial role in the virtualization 
framework. This module communicates with the security/kernel 
monitor in the virtualization framework, and receives the extracted 
data from the security/kernel agent and stores it into the central 
database. 

3. Virtual Memory Introspection (VMI) Framework 

The VMI platform of this framework is built on the “Xen 
Hypervisor” which enables the operator to create multiple virtual 
machines with different configuration and perform system testing 
with the environment. The Linux machines are used as SUT, to be 
monitored for malware intrusion are hosted on this hypervisor. 
Xen hypervisor [6] provides two security domains for the hosted 
virtual machines. The virtual machine running under Dom0 
(Domain 0) on the Hypervisor controls the resource allocation for 
the virtual machines that runs the Linux Guest operating system 
[7]. 

The major key objectives of virtualization framework are listed 
below: 

I. Develop innovative ways to detect and monitor malware 
in a virtualized testbed with smart memory acquisition. 

II. Deployment of virtualized environments along with 
advanced tools developed through this research for 
control and monitoring of the cyberspace test 
environment. 

III. Cyber-attack emulation through infection and 
propagation of simulated endpoints. 

IV. Virtual machine introspection, data collection, and 
monitoring of various aspects of the infrastructure 
through a centralized system. 

V. Display results on the Test Control Center to monitor the 
impact of malware on SUT. 

The SUT can be Linux or Windows guest virtual machines.  
Using the Test Control Center, the operator is able to create guest 
VMs on the Xen hypervisor from a virtual machine repository, 
introduce pre-determined malware into them, and capture kernel 
data structure information and stores them into the central 
database. We have developed an application called “Kernel Agent” 
that runs on the Dom0 virtual machine, and uses kernel drivers to 
perform smart memory acquisition on the guest operating system. 
This kernel information, which includes process details, memory 
data structures, and file system information, is written to a central 
database for data analytics. 

Xen hypervisor is used to host, configure, and control the guest 
Linux virtual machine that will be tested for malware. The 
introspection is carried out through the “LibVMI” framework in 
conjunction with Google’s “Rekall” profiles. The Rekall profile is 

a JSON file that contains the address mappings of all Linux Kernel 
data structures. By integrating LibVMI with Google Rekall, the 
process of extracting Kernel configuration parameters and data 
structures at run-time can be automated. This facilitates the smart 
memory acquisition of process behavioral data from the kernel. 
We are using Google’s “Go” programming language for writing 
the introspector application, and to push the acquired data to the 
central database. The Go programming language can integrate with 
suitable C/C++ libraries, and significantly reduces the time needed 
for development and testing new build of each module. It provides 
better control over distribution and parallelization mechanisms of 
the Security Agent. We are using “Libvirt” library for management 
of the guest virtual machines through a custom built Introspector. 
Introspection requests are serviced by the LibVMI library, while 
the Libvirt library is used to facilitate the creation, starting, 
stopping, pausing and resuming of the guest Linux virtual 
machines [8]. 

The Introspector is comprised of several core subsystems that 
are necessary for lifecycle management and introspection of 
virtual machines on a host. The Introspector also maintains two 
socket connections that listen to requests for introspection or 
virtual machine administration coming from the Test Control 
Center. 

 
Figure 2: Proposed Virtual Machine Introspection Framework 

Introspector: startup 

 Introspector (introspector.go) builds a Settings object 
(settings.go) by reading the values in the introspector.conf settings 
file. The configuration file is used to determine which IP/Port 
combination to use for handling virtual machine administration 
requests and introspection requests. The Introspector will also start 
the StateManager that manages a SQLite database containing the 
current state of the virtual machines in the system. 

 
Figure 3: Introspector setup with Database 
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Next, a thread is spawned that opens a socket connection to 
listen for incoming requests for  virtual machine administration 
from the Test Control Center while the main Introspector thread 
waits on another socket for incoming introspection requests. 
Administration requests are XML requests that have the root node 
<LibvirtServerMessage> 

4. Research on Kernel Data Structures 

The analysis conducted on the footprint of a process in kernel 
space is in near real-time, to distinguish between benign and 
malicious processes. The Linux Kernel maintains data structures 
that contain information about every action and resources used by 
a process. The study thus far has identified 15 features from 118 
features which can effectively distinguish between benign and 
malicious processes [9] [10]. The next steps in the pipeline is to 
perform virtualization to extract threads, system call , invariant 
data structures like system call table and interrupt descriptor table, 
IP addresses, network sockets, URLs, open files, passwords, 
catches, clipboards and other user generated content, encrypted 
keys, and configurations of hardware and software [11]. 

5. Benign and Malware Applications 

We have also performed research to extract the kernel data 
structures from the Linux kernel task structure using LibVMI 
library. The following Benign processes and Malwares samples 
have been identified to be installed on the Linux virtual machines. 
The Linux kernel version under consideration as of the writing of 
this paper is 3.16.0-23- generic.ko in Ubuntu 14.04 [11] [12]. 

GUI Applications CLI Applications 

1) Firefox - Web 
Browser 
2) Thunderbird - Email 
client application 
3) gpaint - Paint 
Application 
4) Libre - Office writer 
5) Rythmbox - Music 
player 
6) Connectagram - Word 
unscrambling game 
7) Arora - Cross platform 
web browser 
8) Empathy- Internet 
messaging application 
9) Alarm clock 
10) Shotwell- Photo 
manager 

1) Alpine-Pico- Is a text editor, uses 
the pine email client for writing 
email messages. Run from the 
terminal as pico, pico.alpine 
2) Aaphoto- An image manipulation 
tool for automatic color correction of 
photos 
3) ACL2- Programming language in 
which user can model computer 
systems and a tool to help prove 
properties of those models. 
4) Python- Programming language 
5) Gedit Text editing tool 
6) Calcoo - scientific calculator 
7) Calcurse- text based calendar and 
todo manager 
8) Clamav-daemon- antivirus utility 
for unix-scanner daemon run from 
the terminal 
9) Gzip- Zipping application 

 

6. Linux Kernel Data Structure Extraction 

At the outset we are going to extract the following task 
structure list from Linux data structures.  Based on our research, 
the following list of features has been identified for extraction to 
test the virtualization framework in the pilot stage.  These are the 

primary features of the processes that will run in the kernel of the 
Linux virtual machine at runtime [13] [14].   

Sr. 
No. 

Features’ 
Name 

Description  

1 map_count Number of memory regions of a 
process 

2 page table 
lock 

Used to manage the page table entries 

3 hiwater rss Number of page frames that a process 
owns 

4 shared_vm Number of pages in shared file 
memory mapping of a process 

5 exec_vm Number of pages in exec. memory 
mapping of process 

6 nr_ptes Number of page tables owned by a 
process 

7 utime Execution time of a process in user 
mode (tick count) 

8 stime Execution time of a process in kernel 
mode (tick count) 

9 nvcsw Volunteer context switches of a 
process 

10 nivcsw Involuntary context switches 
11 total_vm Size of process’s address space in 

terms of Number of pages 
12 min_flt Minor page faults of a process 
13 alloc 

lock.raw 
lock.slock 

Used to lock memory manager, files 
and file system etc. 

14 hiwater_vm Max Number of pages appeared in 
memory region of process 

15 fs.count fs_struct’s usage count to indicate the 
restrictions 

 

7. Data Analytics and Results 

 The research on data analytics is currently on-going [15] [16]. 
The Data Analytics platform consists of centralized database 
servers for analytics and processing. The research will be focused 
on identifying the classification and anomaly detection machine 
learning algorithms that includes open source and commercial 
platforms, libraries with these platforms  [17] [18] to detect 
malware [19] [20] that primarily focus on the Linux data structure 
extracted by the VMI Framework. 

 Once the framework is narrowed down and tuned as a viable 
solution for malware detection, the results will be summarized to 
demonstrate which machine learning models are powerful for 
malware detection and monitoring. The research outcome will 
consist of three components: memory data structures, algorithms 
with pros/cons and machine learning model performance data.  

8. Conclusion and Future Work 

The goal of the VMI framework research is to provide solid 
foundation for security of  the Linux operating system as well as 
the capabilities to identify and monitor cyber threats in virtual 
environment. The key challenges of this research is to identify 
various data structures affected by modern malware, and in-depth 
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examination of various machine learning algorithms with memory 
forensics to solve key cybersecurity issues.  

The focus of this research is to develop a system that can work 
with the latest Linux operating systems providing memory 
forensics capability in a virtual environment. In the future, we plan 
to explore all possible ways of data analytics with big data 
technologies and deep learning. With sufficient time and effort, the 
development of this framework can result in an extremely 
powerful system for early threat detection and defense. 
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To advance Java programming educations, we have developed the Java
Programming Learning Assistant System (JPLAS) that provides the code
writing problem. This problem asks a student to write a source code to
satisfy the specification of a given assignment, where the correctness is
verified by running test code on JUnit. For a novice student, a code of
implementing the standard input/output with the exception handling should
be mastered at the early stage as the first step programming for human
interfaces. However, for a teacher, it is not easy to write the test code for
it. In this paper, we propose a test code generation method to generate
the test code using the reference source code for the assignment. In the
evaluation of this proposal, all the students completed the codes using the
generated test codes for exception handling, although the use of exception
handling functions was sometimes insufficient or incorrect.

1 Introduction

Recently, the objected oriented programming language
Java has been widely used in various practical application
systems in societies and industries due to the high reliabil-
ity, portability, and scalability. Java was selected as the
most popular programming language in 2015 [2]. There-
fore, there have been strong demands from industries for
Java programming educations. Correspondingly, a plenty of
universities and professional schools are currently offering
Java programming courses to meet this challenge. A typical
Java programming course consists of grammar instructions
in the class and programming exercises in computer opera-
tions.

To advance Java programming educations, we have de-
veloped the Web-based Java Programming Learning Assis-
tant System (JPLAS) [3]-[7]. JPLAS inspires students by
offering sophisticated learning environments via quick re-
sponses to their answers for self-studies. At the same time,
it supports teachers by reducing loads of evaluating codes.
JPLAS has several types of problems to cover a variety of
students at different learning levels. Among them, the code

writing problem [4] asks a student to write a source code to
satisfy the specification of a given assignment.

The code writing problem is implemented based on the
test-driven development (TDD) method [8], using an open
source framework JUnit [9]. JUnit automatically tests the
codes on the server to verify their correctness using the test
code when they are submitted by students. Thus, students
can repeat the cycle of writing, testing, modifying, and re-
submitting codes by themselves, until they can complete the
correct codes for the assignments.

To register a new assignment for the code writing prob-
lem in JPLAS, a teacher has to prepare a problem statement
describing the code specification, a reference source code,
and a test code using a Web browser. It is noted that the
reference source code is essential to verify the correctness
of the problem statement and the test code. Then, a student
should write a source code for the assignment while refer-
ring the statement and the test code, so that the source code
can be tested by using the given test code on JUnit.

However, teachers at schools are not accustomed to
writing a test code that can run on JUnit. A teacher may
spend much time in struggling to write a test code, and may
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register an incomplete test code that does not verify some
requirements described in the problem statement correctly.
This incomplete test code must be avoided because it may
produce inappropriate feedback to a student and undermine
confidence to JPLAS. On the other hand, a commercial tool
for generating a test code is usually expensive, and may not
cover a test code that verifies the standard input/output with
exception handling in a source code. The code of imple-
menting the standard input/output with exception handling
should be mastered by novice students at the early stage of
Java programming educations as the first step programming
for human interfaces.

In this paper, we propose a test code generation method
for the code writing problem in JPLAS that generates a test
code using a reference source code to test the standard in-
put/output with exception handling. This method can gen-
erate a test code through the following steps: 1) a test code
template is provided by our proposal, 2) a set of standard
inputs to be tested are made by a teacher, 3) by running the
reference code with each input, the corresponding expected
standard output is extracted correctly, and 4) this pair of the
standard input and the standard output are embedded into
the test code template. By repeating steps 3) and 4) for ev-
ery test standard input, the test code can be completed. To
run the source code using the test code on JUnit, it intro-
duces the classes to handle the standard input/output func-
tions as the memory access functions in [10].

To evaluate the proposed method, first, we applied it
to 97 source codes in Java programming textbooks or Web
sites that contain the standard input/output. It has been
proved that the generated test codes could correctly verify
the source codes except for one code using a random gener-
ator. Then, we generated the test codes for three problems
and asked five students who are currently studying Java pro-
gramming to write the source codes using them. It was
found that they completed the codes that can pass the test
codes, whereas the use of exception handling functions was
sometimes insufficient or incorrect.

The rest of this paper is organized as follows: Sections 2
and 3 introduce the TDD method and JPLAS respectively.
Section 4 presents the test code generation method. Sec-
tion 5 shows the evaluation result. Sections 6 shows related
works. Finally, Section 7 concludes this paper with some
future works.

2 Test-driven Development Method
In this section, we introduce the test-driven development
method along with its features.

2.1 Outline of TDD Method
In the TDD method, the test code should be written before
or while the source code is implemented, so that it can ver-
ify whether the current source code satisfies the required
specifications during its development process. The basic
cycle in the TDD method is as follows:

1) to write the test code to test each required specifica-
tion,

2) to write the source code, and

3) to repeat modifications of the source code until it
passes each test using the test code.

2.2 JUnit
In JPLAS, we adopt JUnit as an open-source Java frame-
work to support the TDD method. JUnit can assist the unit
test of a Java code unit or a class. Because JUnit has been
designed with the Java-user friendly style, its use including
the test code programming is less challenging for Java pro-
grammers. In JUnit, a test is performed by using a given
method whose name starts from assert. This paper adopts
the assertThat method to compare the execution result of
the source code with its expected value.

2.3 Test Code
A test code should be written using libraries in JUnit. Here,
by using the following source code 1 for MyMath class, we
explain how to write a test code. MyMath class returns the
summation of two integer arguments.

source code 1
1 public class Math {
2 public int plus(int a, int b) {
3 return( a + b );
4 }
5 }

Then, the following test code 1 can test the plus method
in the MyMath class.

test code 1
1 import static org.junit.Assert.*;
2 import org.junit.Test;
3 public class MathTest {
4 @Test
5 public void testPlus() {
6 Math ma = new Math();
7 int result = ma.plus(1, 4);
8 assertThat(5, is(result));
9 }

10 }

The names in the test code should be related to those in
the source code so that their correspondence becomes clear:

• The class name is given by the test class name + Test.

• The method name is given by the test + test method
name.

The test code imports JUnit packages containing test meth-
ods at lines 1 and 2, and declares MathTest at line 3. @Test
at line 4 indicates that the succeeding method represents the
test method. Then, it describes the test method.

The test code performs the following functions:

1) to generate an instance for the MyMath class,

2) to call the method in the instance in 1) using the given
arguments,

3) to compare the result with its expected value for the
arguments in 2) using the assertThat method, where
the first argument represents the expected value and
the second one does the output data from the method
in the source code under test.
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2.4 Features in TDD Method
In the TDD method, the following features can be observed:

1. The test code can represent the specifications of the
source code, because it must describe the function
tested in the source code.

2. The test process for a source code becomes efficient,
because each function can be tested individually.

3. The refactoring process of a source code becomes ef-
fective, because the modified code can be tested in-
stantly.

Therefore, to study the TDD method and writing a test code
is useful even for students, where the test code is equivalent
to the source code specification. Besides, students should
experience the software test that has become important in
software companies.

3 Java Programming Learning Assis-
tant System

In this section, we review the outline of our Java program-
ming learning system JPLAS.

3.1 Server Platform
JPLAS is implemented as a Web application using JSP/-
Java. For the server platform, it adopts the operating system
Linux, the Web server Apache, the application server Tom-
cat, and the database system MySQL, as shown in Figure 1.
For the browser, it assumes the use of Firefox with HTML,
CSS, and JavaScript.

JPLAS
(JSP/Java)

Tomcat
(Web server)

MySQL
(Database)

Linux (OS)

Figure 1: JPLAS server platform.

3.2 Teacher Service Functions
JPLAS has user functions both for teachers and stu-
dents. Teacher service functions include the registration of
courses, the registration and management of assignments,
and the verification of source codes that are submitted by
students. To register a new assignment, a teacher needs to
input an assignment title, a problem statement, a reference
(model) source code, and a test code. After the registration,
they are disclosed to the students except for the source code.
Note that the test code must be able to test the model code
correctly. Using the correspondence between a source code
and a test code in Section 2.3, it is possible to automatically
generate a template for the test code from the source code.
Then, a teacher merely needs to specify concrete values for
the arguments in each test method to complete the test code.

To evaluate the difficulty of assignments and the com-
prehension of students, a teacher can refer to the number of
submissions for code testing from each student. If a teacher
finds an assignment with plenty of submissions, it can be
considered as quite difficult for the students, and should be
changed to an easier one. If a teacher finds a student who
submitted codes in many times whereas other students did
in a few times, this student may require additional assis-
tance from the teacher.

3.3 Student Service Functions
Student service functions include the view of the assign-
ments and the submission of source codes for the assign-
ments. A student should write a source code for an assign-
ment by referring the problem statement and the test code.
It is requested to use the class/method names, the types, and
the argument setting specified in the test code. JPLAS im-
plements a Web-based source code editor called CodePress
[11] so that a student can write codes on a Web browser. All
submitted source codes will be stored in the database on the
server as a reference for students.

4 Proposal of Test Code Generation
Method

In this section, we propose the test code generation method
for coding the standard input/output with exception han-
dling.

4.1 Scope of Source Code under Test
At the early stage of the Java programming education, the
responsibility of a student is to master how to write a source
code that contains the standard input/output with exception
handling. Thus, a teacher in a Java programming course
should prepare a considerable number of assignments for
writing source codes containing them, where many Java
programming textbooks offer such assignments for novice
students.

The source code in this paper must contain the functions
for the standard input/output and the exception handling.
Then, if the proper data is given to the code from the stan-
dard input, it must handle it correctly and outputs the mes-
sage specified in the assignment to the standard output. On
the other hand, if the improper data is given, it must handle
it using the exception handling command without abortion
and outputs the corresponding message.

4.2 Requirements in Test Code
Subsequently, the test code must satisfy the following re-
quirements:

1. The input data from the standard input (keyboard)
must be described in the test code to test the standard
input in the source code.

2. The output data to the standard output (console) must
be received by the test code to test the standard output
in the source code.
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3. The input data must be elaborated in the test code for
the standard input.

4. The input data in the test code should cover any pos-
sible one for the standard input, including the proper
and improper ones.

5. The expected output data for each input data must be
narrated in the test code correctly.

4.3 Solutions for Requirements
Test code generation method adopts following functions 
and commands to solve the above mentioned require-
ments by referring the test code implementation in [10]:

• To describe the standard input data to the source code,
the Inputln method in StandardInputSnatcher class is
adopted in the test code. It is noted that Standard-
InputSnatcher class is extended from InputStream
class.

• To receive the standard output data from the source
code, the readLine method in StandardOutput-
Snatcher class is adopted in the test code. It is noted
that StandardOutputSnatcher class is extended from
PrintStream class.

• Any possible standard input data is prepared by a
teacher beforehand. It is used in the argument of In-
putln.

• To obtain the expected standard output data from the
code for each input data, the reference source code is
executed with this input data.

• Each pair of the standard input and output data is em-
bedded into the test code.

4.4 Conditions of Source Code
Currently, to avoid the complexity, the proposed method
confines the applicable source code that satisfies the follow-
ing conditions:

1. it has the main method only.

2. it contains the standard input function.

3. it contains the standard output function for handling
the proper input.

4. it contains the standard output function for handling
the exception.

It is noted that a source code containing multiple standard
input/output functions can be handled by increasing the
number of Inputln or assertThat in the test code accord-
ingly. Besides, if a code does not have the main method, it
can be handled by describing the proper statements to ex-
ecute the method for the standard input/output in the test
code.

An example source code in this scope is as follows:

source code 2

1 import java.util.Scanner;
2 public class Sample {
3 public static void main(String args[]){
4 int number;
5 Scanner scan = new Scanner(System.in);
6 try{
7 System.out.print("Enter an integer");
8 String actual = scan.nextLine();
9 number = Integer.parseInt(actual);

10 System.out.println(number +": is input
number");

11 } catch(NumberFormatException e) {
12 System.out.print("

NumberFormatException occurs!");
13 }
14 }
15 }

source 2 accepts an integer data from a console and out-
puts a message with this data on a display. In this source 
code, 1) it has only the main method at line 3, 2) scan ob-
ject of Scanner class is defined at line 5 as the standard in-
put function, 3) System.out.println is called at line 10 as the 
standard output function for handling the proper input, and 
4) System.out.println is called at line 12 as the standard out-
put function for handling the exception.

4.5 Test Code Template

Then, the proposed method provides the test code template 
containing the required functions for the above mentioned 
source code. The following code describes the core part 
of the test code template starting from @Test. In advance, 
several import statements to use related libraries, and the in-
stance generations for the StandardInputSnatcher and Stan-
dardOutputSnatcher classes are necessary. Besides, the 
definitions of these classes are also required to complete the 
test code template.

In this template, in.Inputln at line 29 gives the standard 
input data to the source code, where in is an instance of 
StandardInputSnatcher class. The statements at lines 30-37 
run the source code and read the standard output data for 
this input data, where out is an instance of StandardOutput-
Snatcher class. expected at line 38 represents the expected 
output data of the source code. The blanks " " at lines 29 
and 38 should be filled by the standard input and output 
data. assertThat at line 39 compares the expected data with 
the output data of the code. The whole statements at lines 
25-40 should be prepared for each input data.

test code template

1 import static org.hamcrest.CoreMatchers.is;
2 import static org.junit.Assert.assertThat;
3 import static org.junit.Assert.*;
4 import java.io.InputStream;
5 import org.junit.Before;
6 import org.junit.Test;
7 import Snatcher.StandardOutputSnatcher;
8 import java.io.BufferedReader;
9 import java.io.ByteArrayOutputStream;

10 import java.io.IOException;
11 import java.io.InputStream;
12 import java.io.PrintStream;
13 import java.io.StringReader;
14
15 public class TemplateTest {
16 private StandardInputSnatcher in = new

StandardInputSnatcher();
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17 private StandardOutputSnatcher out = new
StandardOutputSnatcher();

18
19 @Before
20 public void setUp() {
21 System.setIn(in);
22 System.setOut(out);
23 }
24
25 @Test
26 public void test1() throws Exception {
27 StringBuffer bf = new StringBuffer();
28 String actual,line,expected;
29 in.Inputln(""); // standard input
30 Sample.main(new String[0]);
31 System.out.flush();
32 while((line = out.readLine()) != null) {
33 if (bf.length() > 0)
34 bf.append("\n");
35 bf.append(line);
36 }
37 actual = bf.toString();
38 expected = ""; // expected standard output
39 assertThat(actual,is(expected));
40 }
41 }

4.6 Test Code Generation Procedure
The test code generation procedure using the test code tem-
plate in the proposed method is as follows:

1) A teacher prepares the reference source code for the
assignment.

2) He/she prepares a set of possible standard input data
to the source code.

3) He/she runs the source code by using each standard
input data and observes the corresponding standard
output data.

4) He/she embeds the standard input data into " " at line
29 and the observed standard output data into " " at
line 38 in the test code template.

As the possible standard input data in step 2), the fol-
lowing five data types should be considered. Then, the
teacher needs to select one value for each data type, which
is used in step 3).

• positive integer: 5

• negative integer: -14

• zero integer: 0

• floating-point number: 0.5 

• one-byte character: abc 

• two-byte character: A B C

4.7 Generated Test Code Example
This subsection introduces an example of the test code gen-
erated by applying the proposed method to source code 2.
The file name for the generated test code is given as Sam-
pleTest.java. The following test code 2 shows a part of the
test code.

test code2

1 ........
2
3 @Test
4 public void test1() throws Exception {
5 StringBuffer bf = new StringBuffer();
6 String actual,line,expected;
7 in.Inputln("5"); // proper standard input data
8 Sample.main(new String[0]);
9 System.out.flush();

10 while((line = out.readLine()) != null) {
11 if (bf.length() > 0)
12 bf.append("\n");
13 bf.append(line);
14 }
15 actual = bf.toString();
16 expected = "Enter an integer" +
17 "5: is input number";
18 assertThat(actual,is(expected));
19 }
20
21 @Test
22 public void test2() throws Exception {
23 StringBuffer bf = new StringBuffer();
24 String actual,line,expected;
25 in.Inputln("abc"); // improper standard input

data
26 Sample.main(new String[0]);
27 System.out.flush();
28 while((line = out.readLine()) != null) {
29 if (bf.length() > 0)
30 bf.append("\n");
31 bf.append(line);
32 }
33 actual = bf.toString();
34 expected = "Enter an integer" + "

NumberFormatException occurs!";
35 assertThat(actual,is(expected));
36 }
37 .......

5 Evaluation

In this section, we evaluate the effectiveness of the pro-
posed test code generation method in terms of generating
test codes from existing source codes and writing source
codes using the test codes by students.

5.1 Test Code Generation Results

First, we evaluate the method in generating test codes from
source codes. For this purpose, 97 source codes were col-
lected from Java programming textbooks or Web sites [12]-
[16], and the test codes were generated by applying the pro-
posed method. It is noted that some codes in [15] were
modified to using the standard input/output through the con-
sole instead of using the dialog box. Then, the correct-
ness of each test code was examined by testing the original
source code. It was found that our method generated the
test codes that can pass original codes correctly except for
one source code, which outputs a random number generated
in the code. Thus, the effectiveness of the proposed method
was confirmed.

The following source code 3 shows an example source
code in [12] where the method successfully generates the
test code shown in test code 3. It is noted that try - catch is
used here instead of throws in the original source code.
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source code 3

1 import java.io.*;
2 class Sample3 {
3 public static void main(String[] args) throws

IOException {
4 try {
5 System.out.println("Enter two integers

");
6 BufferedReader br =
7 new BufferedReader(new

InputStreamReader(System.in));
8 String str1 = br.readLine();
9 String str2 = br.readLine();

10 int num1 = Integer.parseInt(str1);
11 int num2 = Integer.parseInt(str2);
12 System.out.println("The sum is " + (

num1+num2) + ".");
13 } catch(NumberFormatException e) {
14 System.out.print("

NumberFormatException occurs!");
15 }
16 }
17 }

test code3

1 .......
2
3 @Test
4 public void test1() throws Exception {
5 StringBuffer bf = new StringBuffer();
6 String actual,line,expected;
7 in.Inputln("2"); in.Inputln("7");// proper

standard input data
8 Sample.main(new String[0]);
9 System.out.flush();

10 while((line = out.readLine()) != null) {
11 if (bf.length() > 0)
12 bf.append("\n");
13 bf.append(line);
14 }
15 actual = bf.toString();
16 expected = "Enter two integers" +"The

sum is 9.";
17 assertThat(actual,is(expected));
18 }
19
20 @Test
21 public void test2() throws Exception {
22 StringBuffer bf = new StringBuffer();
23 String actual,line,expected;
24 in.Inputln("0.5"); in.Inputln("-3");//

improper standard input data
25 Sample.main(new String[0]);
26 System.out.flush();
27 while((line = out.readLine()) != null) {
28 if (bf.length() > 0)
29 bf.append("\n");
30 bf.append(line);
31 }
32 actual = bf.toString();
33 expected = "Enter two integers" + "

NumberFormatException occurs!";
34 assertThat(actual,is(expected));
35 }
36 ........

5.2 Source Code Writing Results

Next, we evaluate the proposed method in writing source
codes with generated test codes by five students who are
currently studying Java programming and have same tech-
nical levels. For this purpose, we prepared the following
three problems, where all the students completed the source
codes that pass the test codes for any problem.

5.2.1 Problem #1

In problem #1, the code accepts an integer data from a con-
sole, and outputs a message with this data to a console,
where source 2 is the reference source code and test 2 is
the test code. The source code from a student is expected
to use NumberFormatException to check the input data for-
mat. Then, three students use this class for the exception
handling, and one uses Exception. However, one student
does not use it where he implements the data format check-
ing function.

5.2.2 Problem #2

In problem #2, the code accepts an integer index from a con-
sole, and outputs the indexed data from the data array. The
student code is expected to use ArrayIndexOutofBoundEx-
ception to check the range of the index. Then, only one stu-
dent uses this class. The other students implement the index
checking function in the codes. Two students use IOExcep-
tion, and two students do not use any class for the exception
handling. No student use NumberFormatException to check
the input data format, although the class was requested in
problem #1. Unfortunately, many students cannot integrate
the knowledge that has been studied sequentially.

5.2.3 Problem #3

In problem #3, the code accepts a file path from a con-
sole, and outputs the string at the first line in the file. The
student code is expected to use FileNotFoundException or
IOException to check the file path. Then, three students use
FileNotFoundException, one uses Exception, and one uses
IOException.

5.2.4 Summary of Student Applications

This simple experiment of our proposal shows that the stu-
dents can generally complete source codes using standard
input/output with exception handling that can pass the gen-
erated test codes. However, their use of the class for the
exception handling is sometimes insufficient or incorrect.
It has been observed that these students are not experts,
which causes the difference in their source codes, although
they have enough programming skills. To let them under-
stand the correct use, it is necessary to improve the proposed
method.

6 Related Works
In this section, we introduce some related works to this pa-
per.

In [17], Fu presented a static exception-flow analy-
sis that computes chains of semantically-related exception-
flow links and reports entire exception propagation paths.
These chains can be used, 1) to show the error handling ar-
chitecture of a system, 2) to assess the vulnerability of a
single component and the whole system, 3) to support the
better testing of an error recovery code, and 4) to facilitate
the tracing of the root cause of a logged problem.
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In [18], Rashkovits showed that most of college stu-
dents understand the concept of Java exception handling
at the basic level, and the majority of them have difficulty
in understanding advanced properties such as use of multi-
ple exceptions, flow of control in the context of exceptions,
handling exceptions further up the calling chain, catching
and handling hierarchically related exceptions, and overrid-
ing methods that throw exceptions. They also provided a
tutorial of exception handling, and quoted that exception
handling is perceived as a relatively difficult task by novice
programmers. In future works, we will consider to adopt
their contributions.

In [19], Júnior presented a practical approach to pre-
serve the exception policy in a system by automatically
checking exception handling design rules. They are
checked through executions of JUnit test cases with dy-
namic mock objects that are generated by the supporting
tool. Four versions of Mobile Media in SPL were used to
evaluate whether the policy was preserved or not. The re-
sults show that the approach can effectively detect viola-
tions on the policy of software product lines.

In [20], Nakshatri presented an empirical study of ex-
ception handling patterns in Java projects. It forces develop-
ers to think in sophisticated ways to handle the exceptions.
In this study, empirical data was extracted from projects
by analyzing data in GitHub and SourceForge repositories.
The results were compared with recommendations for best
practices in exception handling presented by Bloch [21]. It
has been observed that most programmers ignore checking
exceptions, and higher classes in the exception class hierar-
chy are more frequently used.

In [22], Brunet presented the concept of design test that
automatically checks whether the code conforms to the spe-
cific design rule by using a test-like program. To support
it, DesignWizard (DW) had been developed with a fully-
fledged API that allows writing design tests for Java codes
using JUnit. The proposal was applied to three software
products in their group and student projects in the under-
graduate course. The results showed that this approach was
suitable to check conformance between the design rules and
the code implementation. Moreover, it has been observed
that both designers and programmers appreciated the de-
sign tests as executable documents that can be easily kept
up to date.

In [23], Akahane presented a Web-based automatic
scoring system for Java programming assignments to reduce
loads of teachers in verifying a huge number of codes and
in giving feedbacks to students. The system receives Java
application programs submitted by students, and immedi-
ately returns the results of JUnit tests where the Java Reflect
API is adopted for testing private classes and methods that
have been commonly found in introductory courses. The
regular expression is used to compare the output texts of
each student program and those of the reference program.
Through use in an actual course in their university, it was
confirmed that this system was very helpful for students to
improve programming skills by correcting mistakes in their
programs and repeating their submissions.

In [24], Kitaya presented a Web-based scoring system
of programming assignments to students, which is similar
to JPLAS. Their test consists of compiler check, JUnit test,

and result test. The result test verifies the correctness of a
student code composed of only the main method that read-
s/writes data from/to the standard input/output devices, by
comparing the results of this code and of the reference code.
However, the method has several disadvantages from our
proposal: 1) it is only applicable to a code composed of
the main method with the standard input/output, 2) it uses
other programs to use the redirection for handling the stan-
dard input/output, and 3) it needs several input files to check
the correctness for different input data. On the other hand,
our method is applicable to a code containing other than the
main method, it needs only JUnit with a test code, and all
the input data can be described in a single test code.

7 Conclusion

In this paper, we proposed the test code generation method
for the code writing problem in JPLAS that requires im-
plementing a Java source code containing the standard in-
put/output with exception handling. To access the standard
input/output from the test code on JUnit, the test code tem-
plate is first prepared with the input/output snatcher classes.
Then, the test code is completed by embedding the input
and output extracted by running the reference source code
into the template. This proposal is helpful in reducing the
teacher load in writing the test code for the programming as-
signment that requires the standard input/output with excep-
tion handling, which is common for novice students. The
effectiveness is evaluated through applying the method to
97 source codes in Java programming text books or Web
sites, and asking five students to write source codes using
the generated test codes for three problems. In future works,
we will extend the proposed method to handle other in-
put/output functions, other methods than the main method,
and improve the readability of the generated test code to
make it easier for novice students.
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Ensuring the compliance of developed software with general and
application-specific security requirements is a challenging task due to
the lack of automatic and formal means to lead this verification. In
this paper, we present our approach that aims at integrating the formal
specification and verification of security guidelines in early stages of the
development lifecycle by combining both the model checking analysis to-
gether with information flow analysis. We present our framework that
is based on an extension of LTS (labelled transition Systems) by data
dependence information to cover the end-to-end specification and veri-
fication of security guidelines.

1 Introduction

This paper is an extension of work originally pre-
sented in Pacific Rim International Symposium on De-
pendable Computing (PRDC 2017) [1]. About 64% of
the 2500+ vulnerabilities in the National Vulnerabil-
ity Database NVD were due to programming mistakes
[2], and the majority of software vulnerabilities are
caused by coding errors. Flaws and errors can be in-
troduced during the different phases of the software
development lifecycle, from design to development.
The missed programming errors can turn into secu-
rity vulnerabilities at run-time, and can be exploited
by intruders who may cause serious damage to the
software critical assets and resources. The undetected
flaws can cause a cost increase, comprising mainte-
nance and flaw correction fees. Using code analy-
sis tools would avoid such issues and help produce
safe and secure software. The last decades have wit-
nessed the development of many analysis techniques
that aim at detecting security vulnerabilities in the
early stages of development lifecycle; however, most
attention was devoted to control-flow, somehow ig-
noring the data dependencies source of vulnerabilities
that can remain undetected.

On the one hand, it is important for developers

to be aware of domain-specific requirements as fail-
ure to pass the verification and validation phase, and
subsequent application corrections and maintenance
may be costly, time-consuming, and affect the com-
pany’s reputation. On the other hand, security guide-
lines should be expressed in a way that allows their
understanding and easy implementation for develop-
ers who may not be security experts to develop and
deliver secure software.

Security guidelines or security best practices serve
as recommendations to developers to reduce the ap-
plication exposure to security issues, and to ensure
that the developed system will behave as expected in
hostile environments.

The problems described above entail the need to
add on top of the development process different types
of verification such as the compliance with the general
and application-specific security requirements. Ap-
plying formal methods in the different phases of the
software engineering process can help further under-
standing of the system, and detect design flaws rather
early in the development.

In our papers [3,4] we conducted a survey on the
static code analysis methods with the objective of
identifying the approach that best fits our needs in
terms of information flow properties detection and
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validation, as well as on the system abstraction mod-
els that constitute a strong basis in order to carry out
the analysis.

The main problem we are tackling in this paper
is how to automatically verify the systematic appli-
cation and compliance of (being) developed software
with security requirements expressed in natural lan-
guage. This problem requires the transformation of
the guidelines written informally into a precise for-
malism by security expert(s), and this is a very tedious
task. Nowadays, formal methods, in particular formal
verification, are increasingly being used to enforce se-
curity and safety of programs.

We propose a framework that first provides secu-
rity experts with the means to express security guide-
lines in a more formal way than plain text. Then,
our framework verifies the adherence to the guide-
lines over an abstraction of the program, and provides
understandable and clear feedback to the developer
to indicate the exact program location where the er-
ror occurred. The innovation of our framework relies
on the combination between model checking and data
dependencies together with the analysis of the system
behavior without actually executing it. We focus on
the current version of our framework on the Java pro-
gramming language.

Below we provide a sample code (Figure 1)
that presents an implicit violation of the guideline
from the OWASP Cryptographic Storage Cheat Sheet
[4]:”Store unencrypted keys away from the encrypted
data” 1 explaining the encountered risks when the en-
cryption key is stored in the same location as the en-
crypted data. If we want to verify if the code below
meets this guideline or not, then we have first to an-
notate the sources and the sinks, and run the analy-
sis. We need first to highlight several elements in the
codes below; the data key k and encrypted cc are stored
respectively in file keys.txt and encrypted cards.txt.
One may conclude that the guideline is met, as key
k and encrypted cc are stored in separate files. How-
ever, the two files are located in the same file sys-
tem, which constitutes a violation of the guideline.
Let us look at the details of the code. The devel-
oper encrypts the secret data credit card number,
and stores the cipher text into a file. At line 115,
the developer creates a byte array y used as param-
eter for the instantiation of a SecretKeySpec named k
(line 116). At line 119, the key k is stored in a file,
through the invocation of method save to file (Figure
1). Once created, key k is provided as parameter to
the method save to file(String data, String file) (Figure
1 ) The developer then encrypts the secret variable
creditCardNumber using method private static byte[]
encrypt(Key k, String text) which uses key k as param-
eter. The encrypted data is then stored using method
save to file(String data, String file) (Figure 1). One can
conclude that the guideline is met, as key k and en-
cypted cc are stored in separate files. But if we take a

closer look, we would notice that the two files are lo-
cated in the same file system. Hence, the code violated
the guideline.
In this paper, we go through the approach that we
propose in order to help solving the difficulty of cap-
turing implicit and subtle dependencies that can be
source of security guidelines violations.

Figure 1: Sample code for the encryption of credit
card number

Figure 2: Source code of save to file method

The flow of this paper is as follows: Section 2 in-
troduces the security guidelines and discusses the mo-
tivation behind this work. In Section 3, we explain in
detail the approach we carried out. We highlight sev-
eral issues related with the guidelines presentation to
developers in Section 4. In Section 5, we introduce
the notion of information flow analysis that we make
use of in our framework for the detection of implicit
dependencies. In Section 6, we present our model
construction methodology. We provide in Section 7 a
comprehensive application of our formalism to spec-
ify and to verify the selected guideline. In section 8,
we outline the related work, followed by a discussion
in Section 9. And finally, Section 10 concludes the pa-
per and discusses future work.

1https://www.owasp.org/index.php/Cryptographic Storage
Cheat Sheet#Rule Store unencrypted
keys away from the encrypted data
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2 Security Guidelines

Organizations and companies define non-functional
security requirements to be applied by software de-
velopers, and those requirements are generally ab-
stract and high-level. Security requirements such as
confidentiality and integrity are abstract, and their
application requires defining explicit guidelines to be
followed in order to meet the requirements. Secu-
rity guidelines describe bad as well as good program-
ming practices that can provide guidance and support
to the developer in ensuring the quality of his devel-
oped software with respect to the security aspect, and
hence, to reduce the program exposure to vulnera-
bilities when delivered and running on the customer
platform (on premise or in the cloud). Bad program-
ming practices define the negative code patterns to
be avoided, and that can lead to exploitable vulnera-
bilities, while good programming practices represent
the recommended code patterns to be applied on the
code.

Official sources, such as OWASP [5], Oracle [6],
CERT [7], NSA [8], NIST [9] propose rules and exam-
ples of good/bad programming practices. The pre-
sentation of the security guidelines differ from one
source to another. For instance, CERT Oracle Cod-
ing Standard for Java [7] provides for each guideline
a textual description, followed by a compliant sample
code, and another sample code violating the guide-
line. OWASP [5] provides for most guidelines a de-
tailed description, and examples of compliant and
non-compliant solutions.

Motivation The OWASP Foundation[5] for instance
introduces a set of guidelines and rules to be followed
in order to protect data at rest. However, the guide-
lines are presented in an informal style, and their in-
terpretation and implementation require security ex-
pertise, as stressed in [3]. In the OWASP Storage Cheat
Sheet [5], OWASP introduces the guideline ”Store un-
encrypted keys away from the encrypted data” [5] ex-
plaining the encountered risks when the encryption
key is stored in the same location as encrypted data.
This guideline recommends not to store encrypted to-
gether with the encryption key, as this operation can
result in a compromise for both the sensitive data and
the encryption keys. However, encryption keys can
be declared as byte arrays with insignificant names,
which makes their identification as secret and sensi-
tive data very difficult.

Correctly applying this guideline would provide a
strong protection mechanism against this attack sce-
nario: an attacker can get access to the encryption
server or client, and can retrieve the encrypted data
with the encryption key. Fetching those two elements
allows the deciphering of the encrypted sensitive in-
formation. This reminds the well known HeartBleed2

[10] attack that occurred couple of years ago (April
2014), and that allowed an attacker to read the mem-

ory, steal users credentials directly from the systems
protected by the vulnerable version of OpenSSL. This
example emphasizes the critical attacks that can be
performed if the guideline is not respected. OWASP
provides a set of security guidelines that should be
met by developers, but does not provide the means to
ensure their correct implementation. We aim at cov-
ering this gap through the formal specification of se-
curity guidelines and their formal verification using
formal proofs.
In the sample code that we provided in Section 1, we
showed how we could implicitly violate the guideline.
Detecting this violation is not trivial, as it includes
subtle dependencies that should be analyzed with due
consideration. This is the main objective of this paper,
and we could achieve this through the approach that
we depict in details in the next Section.

3 Approach

In this section, we go through the details of our ap-
proach that aims at filling the gap between the in-
formal description of security guidelines presented in
natural language, and their automatic verification on
the code level to provide precise and comprehensive
feedback to the developer.

We started first by doing attempts to extract se-
curity properties from the code level, but we found
out that we needed to have a reference against which
we can compare the extracted program parts. This
brought the idea of performing a deep survey on the
guidelines that we gathered from different sources, as
explained in Section 4.

The positive (resp. negative) security guidelines
serve to express the desired (resp. undesired) pro-
gram behavior. However, we operate on the code
level, meaning that we do not monitor the program
execution. We need then to approximate the program
behavior but still from a static point of view. This re-
quires that we transform the program into a formal
model that allows us to exploit its properties, and
approximate its behavior. In addition, the program
model that we construct should be able to represent
the whole flow of information in order to be able to
reason about how data propagates, and capture pos-
sible information leakage. This induces the need to
choose a formalism to represent the information flows
that can be checked over this program model. Having
covered the aforementioned aspects, we proceed to
verify whether the program meets the specified guide-
lines or not. As we aim to decrease considerably the
heavy load on the developer, we propose an automatic
formal verification of the guidelines. The purpose is
to verify that security guidelines are met, and not to
prove that the program is correct. To the best of our
knowledge, no prior work has filled in this gap be-
tween the informal description of security guidelines
and their automatic formal verification on the code
level.

2http://heartbleed.com/
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The big picture of the proposed approach is shown
in Figure 3, highlighting the relevant steps towards
fulfilling the transformation of security guidelines
written in natural language into exploitable formulas
that can be automatically verified over the program to
analyze.

The crucial part of the work is the explicit map-
ping between abstract security guidelines formal
specification, and concrete statements on the code.

In order to make the process more concrete, a sep-
aration of duties needs to be made. We make the dis-
tinction between the security expert and the developer.
The former carries out the formal specification of the
security guidelines and their translation from natu-
ral language to formulas and patterns. He establishes
also the mapping between the abstract labels and pos-
sible Java language instructions. The latter invokes
the framework that makes use of this specification to
make the mapping between abstract labels and the
program logic, and then to verify the compliance of
his developed software with the security requirement.

The idea we propose, as depicted in Figure 3, is the
following:

3.1 Formal Specification of Security
Guidelines

Starting from the guidelines presented in an informal
manner, we make the strong assumption that the se-
curity expert formally specifies the security guide-
lines by extracting the key elements, and builds the
formulas or patterns based on formalism. The estab-
lished formulas or patterns can be supported by stan-
dard model checking tools. We present in Section 7
how the guideline that we consider in this paper can
be modeled in a formalism, and can be formally veri-
fied using a model checking tool.

3.2 Program Model Construction

Choosing a program representation depends on the
intended application. In our case, the program should
be abstracted in a way that preserves its properties,
such as the explicit and the implicit dependencies,
hence allowing the performance of deep information
flow analysis. In our framework, we have chosen the
Program Dependence Graph (PDG) (see section 6) as
the representation model, for its ability to represent
both control and data dependencies. The generated
PDG is then augmented with details and information
extracted from the formulas and patterns of the se-
curity guidelines. We performed Information Flow
Analysis over the constructed PDG in order to aug-
ment it with further security-related details. This
analysis aims at capturing the different dependen-
cies that may occur between the different PDG nodes,
hence, augmenting the generated PDG with relevant
details, such as annotations mapping the PDG nodes
to abstract labels of the security guidelines. Then, we
generate form the augmented PDG, a Labelled Transi-
tion System tha is accepted by model checking tools.

3.3 Verification

As previously mentioned, security guidelines will be
modeled in the form of sequence of atomic proposi-
tions or statements representing the behavior of the
system. The security guidelines will then be verified
over the Labelled Transition System that we generate
from the PDG augmented with implicit and subtle de-
pendencies. The verification phase can have the fol-
lowing outcomes:

• The security guideline is valid over all the feasi-
ble paths

• The security guideline is violated

The first case can be advanced further, meaning
that the verification can provide more details to the
developer (or the tester) about circumstances under
which the security guideline is valid. In the second
case, recommendations to make the necessary correc-
tions on the program can then be proposed . The con-
crete mapping between the abstract propositions in
the formal security guidelines and the program model
is managed in the Security Knowledge Base (Section
9).

4 Security Guidelines Analysis

Security guidelines are usually presented in an infor-
mal and unstructured way. Their presentation differs
from one source to another, which can be mislead-
ing to developers. We did the effort of analyzing the
guidelines from different sources, and we raised dif-
ferent problems that we have discussed in [4]. Upon
this survey, we noticed a lack of precision and a to-
tal absence of automation. From developers perspec-
tive, the understanding and interpretation of guide-
lines is not a trivial task, as there is no formalization
that exposes the necessary program instructions for
each guideline, or that explains how to apply them
correctly in their software. In order to overcome this
weakness, we come up with a centralized database
that gathers the possible mappings between guide-
lines and Java instructions in the Security Knowledge
Base. In the OWASP Secure Coding Practices guide
[5], a set of security guidelines are presented in a
checklist format arranged into classes, like Database
Security, Communication Security, etc. The listed pro-
gramming practices are general, in a sense that they
are not tied to a specific programming language. An-
other programming practices guide we can consider
for instance is the CERT Oracle Coding Standard for
Java[7] ; for each guideline, the authors provide a de-
tailed textual explanation. For most, there are also
provided examples of compliant and non-compliant
sample codes in addition to the description. We want
to pinpoint another key element that gathered our
attention; there is a huge effort invested in order to
build and maintain the catalogs, but no attempt was
undertaken to instrument their automatic verification
on the code level.
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Figure 3: Framework for the formal specification and verification of Security Guidelines

5 Information Flow Analysis

In our framework, we make use of the Information
Flow Analysis for many purposes, mainly the detec-
tion of implicit and subtle dependencies that can be
source of covert channels and sensitive information
leakage. From a security perspective, this might have
serious damages on the security of the infrastructure
as well as on users sensitive data. One might argue
about using known security mechanisms such as ac-
cess control to control the information propagation in
a program. This aspect is of a paramount importance
when dealing with information security. However,
from a historic point of view, access control mecha-
nisms, are used to verify the access rights at the point
of access, and then, to allow or deny the access to the
asset over which the mechanism is set. Access con-
trol mechanisms, just like encryption, can’t provide
assurance about where and how the data will propa-
gate, where it will be stored, or where it will be sent
or processed. This entails the need for controlling in-
formation flow using static code analysis. This same
idea is emphasized by Andrei Sabelfeld and Andrew
C. Myers [11], who deem necessary to analyze how the
information flows through the program. According to
the authors, a system is deemed to be secure regarding
the property confidentiality, if the system as a whole
ensures this property.

The main objectives of the information flow con-
trol [12] are to preserve the confidentiality and in-
tegrity of data; the former objective consists in guar-
anteeing that confidential data don’t leak to public
variables. As for the second objective, it consists in
verifying that critical data is independent from public
variables/output. Information flow control analyzes
the software with the objective of verifying its compli-
ance and conformance to some security policies. Dif-
ferent approaches have been proposed for Informa-
tion Flow Control, where we can distinguish between
language-based and type-based information flow con-
trol. The former has the advantage of exploiting the
program source code and the programming language
specificity, but falls short in covering different aspects
such as physical side channels that is covered by other

approaches[13] and execution environment proper-
ties. Language-based security mechanisms have been
treated in the literature, including the bytecode ver-
ifiers and sandbox model. Those mechanisms en-
force security through the Java language, but only the
bytecode verifiers make use of the static code anal-
ysis. Type-based information flow control, on the
other hand, basically makes use of the typing rules
that capture illegal flows of information throughout a
program, however, they are neither flow-insensitive,
context-sensitive nor object-sensitive, which leads to
imprecision, which in turn leads to false alarms.

6 Program Model Construction

The starting key element for this step is the standard
PDG that we generate from the Java program byte-
code using the JOANA tool [14]. In this PDG, con-
trol and (explicit/implicit) data dependencies are cap-
tured, which constitutes a strong basis to perform a
precise analysis. Since our main objective is to auto-
matically verify the adherence of programs to formal-
ized security guidelines, we need to model check the
guidelines MCL formulas over the program model.
However, the PDG is not formal, and doesn’t consist a
basis for the formal verification through model check-
ing. Thus, we need to construct from the augmented
PDG a model that is accepted by a model checking
tool, and that can be verified automatically through
model checking techniques. We depict in Figure 4
the program model construction flow that we have
adopted to generate the Labelled Transition System
(LTS) from the PDG, that we generate from the pro-
gram sources.

• Augmented Program Dependence Graph: this
component first builds the program dependence
graph (PDG) from the Java bytecode (.class) us-
ing the JOANA IFC tool [14]. We have cho-
sen the Program Dependence Graph (PDG) as
the abstraction model for its ability to represent
both control and (explicit/implicit) data depen-
dencies. The generated PDG is then annotated
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Figure 4: Methodology for the model construction: From program sources to the Augmented Program Depen-
dence Graph, to the Labelled Transition System

by the PDG Annotator with specific annotations
(labels in the MCL formulas). The PDG Anno-
tator retrieves the nodes details (method signa-
ture) from the PDG, and fetches from the Secu-
rity Knowledge Base the matching label if it ex-
ists. We run the information flow analysis using
the JOANA IFC, that is formally proven [14] in
order to capture the explicit and the implicit de-
pendencies that may occur between the program
variables. The operation results in a new PDG
that we name the Augmented PDG. We show
in Figure 5 the Augmented PDG of the sample
code (Figure 1) that we consider in this paper.

• LTS Construction: this component translates au-
tomatically the Augmented PDG into a param-
eterized Labelled Transition System (pLTS) that
is accepted by model checking tools. The anno-
tations on the PDG nodes are transformed into
labels on the transitions in the pLTS.

• Java Classes Parser: This component that we
have developed 3 takes as input the URL of the
Java class official documentation, and parses
the HTML code (Javadoc) in order to extract
all the relevant details: the class name, the in-
heritance, the description, the attributes, the
constructor(s), the methods signatures, their re-
turn type and their parameters. This component
populates the Security Knowledge Base with the
extracted information.

6.1 Program Dependence Graphs

PDG (Program Dependence Graph) is a language-
independent representation of program. This model
was first proposed by Ferrante et al. [15] as a program
representation taking into consideration both control

and data relationships in a program. Formally, the
PDG is a directed graph whose nodes correspond to
program statements and whose edges model depen-
dencies in the program. Those dependencies can be
classified as either control or data dependencies. The
nodes are predicates (variable declarations, assign-
ments, control predicates) and edges are data and con-
trol dependencie representation; both types are com-
puted using respectively control-flow and data-flow
analysis.

PDGs have the ability to represent the informa-
tion flow in a program, and have different proper-
ties, such as being flow-sensitive, context-sensitive and
object-sensitive [13]. Being flow-sensitive is the ability
of considering the order of statements in the program.
The context-sensitivity is perceived from the fact that
if the same method is invoked multiple times, then
each call site will be represented a separate node in
the graph, and will be analyzed separately. In other
words, the methods calling context is considered, and
this increases precision. The object sensitivity, on the
other hand, is the ability to extend the analysis to the
attributes level for Object Oriented Programs; object,
which is an instance of a class, is not considered as an
atomic entity, hence the analysis will be extended to
the attributes level.
PDG abstracts away irrelevant details, such as in-
dependent and non-interacting program statements,
that represent the unfeasible paths.

In our framework, we make use of the JOANA tool,
that stands for Java Object sensitive Analysis [16] for
the construction of the PDG. JOANA [14] is a frame-
work that statically analyzes the byte code of Java pro-
grams; the tool first generates from the program byte
code a PDG, which constitutes an over-approximation
of the information flow in the program to analyze.
The PDG contains apart from the nodes represent-
ing the statements and the variable declarations in the

3https://github.com/zeineb/Java-classes-parser
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program, contains also edges referring to control and
data dependencies between nodes. The dependencies
represent explicit dependencies as well as transitive
and implicit dependencies.

JOANA’s strength relies on the ability to track how
information propagates through a program, and cap-
tures both the explicit and implicit information flows.

6.2 Augmented Program Dependence
Graph

We extend the definition of program dependence
graphs to accommodate propositions over the set of
program variables. Once the PDG is built, we com-
pute all the propositions that are defined over the pro-
gram. These propositions are parametrized by the
variables defined within the program. Each node is
annotated with a set of propositions.

There are two categories of information which can
all be used as annotations. The first category is ob-
tained by identifying the set of standard instructions:
variables assignments, method calls, etc. at a given
node. Example of methods are encypt, hash, log,
normalize, sanitize. Second category is dedicated to
relationship between variables, the dependencies in
terms of explicit and implicit data dependencies be-
tween variables in a program.

Figure 5: Augmented Program Dependence Graph for
the sample code. Strong edges represent the control
flows, the dashed edges refer to explicit and implicit
data flows. Nodes are labeled with their correspond-
ing instructions line numbers

Note that referring to our security knowledge base,
different annotations on the PDG were pre-computed,
like for instance the save, userInput and the encyp-
tion key.

Automatic annotations. First, we have created our
own annotations based on the atomic propositions of
the security guidelines formulas. We made modifi-
cations on the source code of JOANA, and added the
annotations hash, userInput, Password, encrypt, etc. in
addition to the predefined annotations SOURCE and
SINK. As shown in Figure 5, different program nodes
are annotated with abstract labels, such as node 65
annotated as Password, node 73 annotated as hash and
node 80 annotated as log or store. The log annota-
tion was pre-computed after the PDG is built, mean-
ing that the security knowledge base was accessed to
fetch the concrete possible mappings between known
APIs, methods, methods parameters mapped to the
abstract labels the formulas are built upon. The map-
ping between the method invocation logger.log and the
label log is already established. Same for the hash la-
bel. However, for the Password, the automatic anno-
tation requires a semantic analysis to be performed
over the code in order to determine the variable names
matching password. The semantic analysis is not in
the scope of this paper.

Annotations validation by the developer. Once the
automatic detection of the atomic propositions on the
PDG is performed, the intervention of developer is re-
quired to validate the added annotations. There might
also be the case where the developer creates a method
implementing the hash functionality, then the detec-
tion of the label hash on the program model will fail.
In the sample code, the logging, which is one simple
possible storing operation, was invoked. The devel-
oper, in our example, annotated the node 65 as Pass-
word, and the node 80 as store (in addition to the log
automatic annotation).

6.3 Labelled Transition System

A parameterized Labelled Transition System (pLTS)
is a labelled transition system with variables; a pLTS
can have guards and assignment of variables on
transitions. Variables can be manipulated, defined,
or accessed in states, actions, guards, and assign-
ments. JML [17], Z [18], B [19] allow to describe the
states of the system through mathematics-based ob-
jects (machines, sets, etc.), and they describe pre- and
post-conditions on the transitions between the states.
Those languages deal with sequential programs and
do not handle value passing for most.

Definition 1 (pLTS) A parametrized LTS is a tuple
pLT S , (S,s0,L,→) where:

• S is a set of states.

• s0 ∈ S is the initial state.
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• L is the set of labels of the form 〈α, eb, (xj := ej )j∈J〉,
where α is a parametrized action, eb is a guard,
and the variables xj are assigned the expressions ej .
Variables in are assigned by the action, other vari-
ables can be assigned by the additional assignments.

• →⊆ S ×L× S is the transition relation.

Informally, we interpret the behavior of a program
as a set of reachable states and actions (instructions)
that trigger a change of state. The states express the
possible values of the program counter, they indicate
whether a state is an entry point of a method (ini-
tial state), a sequence state (representing standard se-
quential instruction, including branching), a call to
another method, a reply point to a method call, or a
state which is of the method terminates. Each transi-
tion describes the execution of a given instruction, so
the labels represent the instruction names.

The LTS labels can mainly be of three types: ac-
tions, data and dependencies.

• Actions: they refer mainly to all program in-
structions, representing standard sequential in-
structions, including branching and method in-
vocations.

• Value passing: as performed analysis involves
data, generated LTSs are parametrized, i.e, tran-
sitions are labelled by actions containing data
values.

• Dependencies: in addition to program instruc-
tions, we added transitions that bring (implicit
and explicit) data dependencies between two
statements with the objective of tracking data
flows. Indeed, transitions on LTS show the de-
pendencies between the variables in the code.
We label this kind of transition by depend var1
var2 where var1 and var2 are two dependent
variables.

7 Verification

With the objective of achieving our main goal con-
sisting in helping a programmer verify that his pro-
gram satisfies given security guidelines, we translate
the augmented PDG into a formal description, which
is precise in meaning and amenable to formal analy-
sis. As usual, in the setting of distributed and concur-
rent applications, we provide behavioral semantics of
analyzed programs in terms of a set of interacting fi-
nite state machines, called LTS [20]. An LTS is a struc-
ture consisting of states with transitions, labeled with
actions between them. The states model the system
states; the labeled transitions model the actions that
a system can perform. Considered LTS are specific;
their actions have a rich structure, for they take care of
value passing actions and of assignment of state vari-
ables. They encode in a natural way the standard in-
structions of PDGs (as shown in Figure 5). Besides the
classical behavior of a PDG, we encode in our LTS the

result of tracking of explicit and implicit dependen-
cies between program instructions. These dependen-
cies are encoded by transitions labeled with the action
depend input data output data (see Figure 6), allowing
one to prove information flow properties.

Figure 6: Labelled Transition System for the sample
code given in Figure 1

Once the behavioral models are generated, we use
model checking technique to automatically verify cor-
rectness of guidelines against the model.

For expressing the properties, we adopt MCL logic
[21]. MCL (Model Checking Language) is an exten-
sion of of the alternation-free regular µ-calculus with
facilities for manipulating data in a manner consis-
tent with their usage in the system definition. The
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MCL formula are logical formula built over regular
expressions using boolean operators, modalities oper-
ators (necessity operator denoted by [ ] and the pos-
sibility operator denoted by 〈 〉) and maximal fixed
point operator (denoted by µ). For instance, the guide-
line ”Store unencrypted keys away from the encrypted
data” will be encoded directly by the following for-
mula MCL:

[true*.{create_key ?key:String}.true*.

({save !key ?loc1:String}.true*.

{encrypt ?data:String !key}.true*.

{save !data ?loc2:String}.true*.

{depend !loc1 !loc2}

|

{encrypt ?data:String !key}.true*.

{save !key ?loc1:String}.true*.

{save !data ?loc2:String}.true*

.{depend !loc1 !loc2})] false

This formula presents five actions: the ac-
tion {create key ?key:String} denoting encryption key
key (of type String) is created, the actions {save
!key ?loc1:String}, {save !data ?loc2:String}, {encrypt
?data:String !key} denoting respectively the storage of
the corresponding key in location loc1, the storage of
the corresponding data in location loc2, the encryption
of data using key, and the particular action true denot-
ing any arbitrary action. Note that actions involving
data variables are enclosed in braces ({ }). Another par-
ticular action that we make use of in this formula is
{depend !loc1 !loc2}, denoting the implicit dependency
between the file locations loc1 and loc2; we captured
this implicit dependency through advanced informa-
tion flow analysis on the code.

This formula means that for all execution traces,
undesirable behavior never occurs (false). The unex-
pected behavior is expressed by this sequence of ac-
tions: if encryption key k is saved in loc1, and k is used
to encrypt data that is afterwords stored in loc2, then
if loc1 and loc2 are dependent, the guideline is vio-
lated. The second undesirable behavior, expressed in
the second sequence of the formula, means that if en-
cryption of data using k occurs before the storage of
k in loc1, and if loc1 and loc2 are dependent, then the
guideline is violated.

We made use of the checker EVALUATOR of the
CADP toolbox [22] to verify the property. From a
behavioral point of view, the verification result is
true, indicating that the guideline is verified. How-
ever, from a security point of view the answer should
be false, as the variable xx containing the password
in plain text, was leaked to the logging operation
through and the implicit flow between this variable
and the logging operation. To guarantee the reliabil-
ity of the analysis, one needs to check secret/sensitive
variables and depending variables as in the presented
formula.

No surprise the answer is false. In addition to a
false, the model checker produces a trace illustrating
the violation from the initial state, as in Figure 7.

8 Related Work

Prior work in the area of information-flow security
[23] has been developed during the last decades. A
line of work [24] [25] adopts the Extended Static
Checking, a specific technique for finding source code
errors at compile-time. Eau Claire [21] framework op-
erates as follows; it translates C program into Guard
Commands (Guarded Command Language), that are
afterwards translated into verification conditions for
each function of the program. The generated verifi-
cation conditions serve as input to automatic theorem
prover. Adopting the prototype Eau Claire is very
much-time consuming, requiring annotations entered
by the developer, hence it is hard to integrate in the
development phase.

De Francesco et al. [26] combine abstract interpre-
tation and model checking to check secure informa-
tion flow in concurrent systems. The authors make
use of the abstract interpretation to build a finite
representation of the program behavior: a labelled
transition system . The security properties are spec-
ified in temporal logics, and are model checked over
the built LTS. Their approach consists in verifying the
non-interference property, meaning that the initial
values of high level (secret) variables do not influence
the final values of low level (public) variables. This
approach checks for the non-interference only on two
program states, which might miss possible informa-
tion leakage within the process itself. In addition, the
adopted formalism does not support value passing,
and does not reason about data propagation.

The Verification Support Environment [27] is a
tool for the formal specification and verification of
complex systems. The approach adopted by the au-
thors is similar to model-driven engineering, in the
sense that the formal specification results in code gen-
eration from the model.

SecureDIS [28] makes use of model checking to-
gether with theorem-proving to verify and generate
the proofs. The authors adopt the Event-B method,
an extension of the B-Method, to specify the system
and the security policies. The authors do not make it
clear how the policies parameters are mapped to the
system assets, and they do not extend the policy ver-
ification and enforcement on the program level. The
work targets one specific system type (Data Integra-
tion System), and is more focused on access control
enforcement policies, specifying the subject, the per-
missions and the object of the policy. However, access
control mechanisms are not sufficient for the confi-
dentiality property, as they can’t provide assurance
about where and how the data will propagate, where
it will be stored, or where it will be sent or processed.
The authors target system designers rather than de-
velopers or testers, and consider a specific category of
policies focused on data leakage only.
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Figure 7: Path violating the guideline

GraphMatch [29] is a code analysis tool/prototype
for security policy violation detection. GraphMatch
considers examples of security properties covering
both positive and negative ones, that meet good and
bad programming practices. GraphMatch is more fo-
cused on control-flow security properties and mainly
on the order and sequence of instructions, based on
the mapping with security patterns. However, it
doesn’t seem to consider implicit information flows
that can be the source of back-doors and secret vari-
ables leakage.

PIDGIN [30] introduces an approach similar to
our work. The authors propose the use of PDGs to
help developers verify security guidelines throughout
the exploration of information flows in their devel-
oped software and also the specification and verifica-
tion of adherence to those policies. Privacy policies
are encoded in LEGALEASE language that allows to
specify constraints on how user data can be handled,
through the clauses ACCEPT and DENY [?]. The spec-
ification and verification of security properties rely on
a custom PDG query language that serves to express
the policies and to explore the PDG and verify satisfi-
ability of the policies. The parameters of the queries
are labels of PDG, which supposes that the developer
is fully aware of the complex structure of PDGs, iden-
tify the sensitive information and the possible sinks
they might leak to. For example, the authors propose
a policy specifying that the guessing game program
should not choose a random value that is deliberately
different from the user’s guess provided as input.

9 Discussion

We tackled in this paper the problem of verifying
the adherence of the developed software to security
guidelines that are presented in formal language. We
raised the main issue regarding the interpretation, im-
plementation and verification of the guidelines that
are written in natural language, which might be sub-
ject to misinterpretation by developers. We worked
towards stripping away ambiguities in [19] capturing
implicit information flows that can be source of in-
formation leakage. We provided a centralized repos-
itory (Security Knowledge Base) gathering the secu-
rity guidelines and patterns that we have discussed
in detail in [19]. Apart from the patterns, we have
centralized the labels that are used to build the for-
mulas, mapped to the traditional information anno-
tations (SOURCE, SINK and DECLASS) together with
their security level (HIGH / LOW).

Security Knowledge Base Security Knowledge Base
is a centralized repository gathering the labels of the
formulas mapped to APIs, instructions, libraries or
programs. This helps the automatic detection of la-
bels on the system model. We built Security Knowl-
edge Base using a Java classes parser 4 that operates as
follows: for the different Java classes used in the pro-
gram to analyze, we launch the parsing of this given
class (html code, javadoc), and we extract all the rel-
evant details, such as the description, the attributes,
the constructors, the methods signatures and their pa-
rameters. Then, we made the effort of performing a
semi-automatic semantic analysis to detect key ele-
ments, such as the keyword secure, key, print, input,
etc. This operation is of a paramount importance, as
it allows us to map the key words used to build the
formulas, to the possible Java language instructions
(methods invocations, constructors invocations, spe-
cific data types declarations, etc). For example, the
Java API KeyGenerator.generateKey() is mapped to the
label isKey. This label is also mapped to the tradi-
tional information flow annotation high level source.

As part of the Security Knowledge Base, we have
also considered the vulnerabilities the program could
eventually be exposed to if the guideline is violated.
The Security Knowledge Base is rich yet extensible
repository, that can be extended if new security con-
cepts are introduced. For instance, the same guideline
might be expressed through different MCL formulas
and using different terms that are semantically equiv-
alent. Let us take the example of the guideline ”Store
unencrypted keys away from the encrypted data” that
we have previously formulated using those keywords:
create key, save and encrypt. Among the keywords con-
tained in the dictionary that we provide to the secu-
rity expert, the create key is semantically equivalent to
isKey, the word save is equivalent to store, and so on
and so forth. Hence, the used keywords can be re-
placed with their equivalent as long as they do not
alter the semantics of the guideline.

10 Conclusion

In this paper, we presented on a high level the ap-
proach that we propose with the objective of fill-
ing the gap for the verification of the security guide-
lines. We pinpoint different issues with the secu-
rity guidelines that are present in different sources,
but no verification means is provided to the develop-
ers to make sure that their being developed software
adheres to those guidelines. Security guidelines are
meant mainly for developers, but the way they are

4https://github.com/zeineb/Java-classes-parser
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presented presents ambiguities, and this might lead to
misinterpretation. Formalizing the guidelines would
help strip away ambiguities, and prepare the ground
for the formal verification. We stressed on the need for
performing model checking as verification approach.
This allows to have an automatic verification, hence to
reduce the intervention of a human operator, whether
the developer or the security expert leads this verifi-
cation.
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Quality assurance of modern-day safety-critical systems is continually
facing new challenges with the increase in both the level of functionality
they provide and their degree of interaction with their environment. We
propose a novel selection method for black-box regression testing on the
basis of machine learning techniques for increasing testing efficiency.
Risk-aware selection decisions are performed on the basis of reliabil-
ity estimations calculated during an online training session. In this
way, significant reductions in testing time can be achieved in industrial
projects without uncontrolled reduction in the quality of the regression
test for assessing the actual system reliability.

1 Introduction

Reliability assessment of safety-critical systems is be-
coming an almost insurmountable challenge. In the
near future, the engineering of new applications for
vehicles such as driving assistance functions or even
autonomous driving systems will inevitably incur sig-
nificantly increased engineering sophistication and
longer test cycles. Thus, in the automotive domain,
functional safety continues to be ensured on the ba-
sis of the international ISO 26262 standard. As both
the levels of functionality such systems provide and
their degree of interaction with their environment in-
creases, an adequate increase in system safety assess-
ment capabilities is required.

This paper is an extension of work originally pre-
sented at the 10th IEEE International Conference on
Software Testing, Verification and Validation (ICST
2017) [1] and describes a methodology for efficiently
assessing system safety. The focus of the paper is on
regression testing of safety-critical systems consisting
of black-box components. This scenario is common
for automotive electronic systems, where testing time
is expensive and should be reduced without an uncon-
trolled reduction in reliability.

The work reported here correspondingly seeks to
increase testing efficiency by reducing the number of
selected test cases in a regression test cycle. When a

selection decision is made, the following two types of
errors are possible:

• a test case is selected but would pass (type-I-
error, false-positive case) and

• a test case is not selected but would fail (type-II-
error, false-negative case).

Accordingly, we model a classifier Ĥ for solving the
following optimization problem.

min pFP = P (Ĥ =H1|H0)

subject to pFN = P (Ĥ =H0|H1) ≤ pFN,MAX
(1)

A good standard of test efficiency calls for the
avoidance of false-positives. This requires minimiza-
tion of the probability of mistakenly assuming the ri-
val hypothesis (H1 : test case fails) even though the
null hypothesis (H0 : test case passes) is correct. Con-
versely, false-negatives mean that system failures re-
main undetected; the occurrence of this type of error
must therefore be avoided with very stringent require-
ments. Thus, a predefined limit pFN,MAX for the prob-
ability of a false-negative is defined.

[1] proposed a concept for the selection of test
cases based on a stochastic model. However, this pa-
per proposes a holistic optimization framework for
the safety assessment of safety-critical systems based
on machine learning optimization techniques. We
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suggest an incrementally and actively learning linear
classifier whose parameters are estimated on the ba-
sis of Bayesian inference rules. As a result, our novel
approach for modeling a linear classifier outperforms
other machine learning approaches in terms of sensi-
tivity.

Furthermore, this paper deals with the following
fundamentally important research question: The ma-
chine learning approach is trained with data (test
evaluations) obtained during a concurrently running
regression test. How much training data is enough?
When does regression test selection actually start?

We extend the proposed selection method [1] by
introducing suitable test case features that are used in
the machine learning approach for increasing perfor-
mance (see [2]). Therefore, each feature introduced
increases the complexity of the optimization problem
(cf. Eq. 1) as a new dimension for optimization is
introduced. Thus [3] and [4] suggest that high dimen-
sional optimization problems can be solved in reason-
able timeframes by using evolutionary algorithms in-
stead of a (grid)search-based approach as given in [1].
Accordingly, we propose an evolutionary optimiza-
tion approach for increasing testing efficiency.

Further extensions, such as the introduction of a
prioritization strategy for test cases in order to se-
lect higher-priority test cases, will also be presented
within this paper. In our novel approach, a linear clas-
sifier is trained in an online session; the ordering of
the training data on the basis of a prioritization strat-
egy therefore has the potential to improve our classi-
fiers’ performance.

We also provide an industrial case study to show
the advantages of the suggested selection method.
The study uses data from several regression test cycles
of an ECU of a German car manufacturer, showing
how test effort can be reduced significantly whereas
the rates of both false-negatives and false-positives
can be kept at very low values. In this example, we
can quadruple test efficiency by keeping the false-
negative probability at 1%.

We first discuss related work in Sec. 2 and explain
basic definitions in Sec. 3. Accordingly, we motivate
our research topic in Sec. 4 by giving some back-
ground information on regression tests and referring
to the challenges. In Sec. 5, we give a brief overview
of known machine learning methods’ performance in
solving safety-critical binary classification tasks. The
concept of our novel machine learning approach is
presented in Sec. 6. Sec. 7 discusses optimization
strategies, and Sec. 8 focuses on the importance of the
learning phase for the success of our approach. An in-
dustrial case study with real data is then given in Sec.
9. Finally, Sec. 10 presents the paper’s conclusions.

2 Related Work

The automotive industry is currently engaged in a la-
borious quality assessment process around new engi-
neered driver assistance and active and passive safety

functions, while functional safety is ensured accord-
ing to the international ISO 26262 standard [5]. Re-
liability assessment of systems is therefore, possible
through both model-checking and testing.

Model-checking is used for verifying conditions on
system properties. Thus [6] states that system require-
ments can also be validated by model-checking tech-
niques. The idea is to check the degree to which sys-
tem properties are met and to deduce logical conclu-
sions on the basis of the satisfaction of system require-
ments. Model-checking has therefore gained wide ac-
ceptance in the field of hardware and protocol veri-
fication communities [7]. Motivated by the fact that
numerical model-checking approaches cannot be di-
rectly applied to black-box components as a usable
formal model is not available, we focus on model-
checking driven black-box testing [6] and statistical
model-checking techniques [8]. However, there ex-
ist some approaches for interactively learning finite
state systems of black-box components (see [9] and
[10]), which are proposed as black box checking in [11].
Learning a model is an expensive task, as the interac-
tively learned model has to be adapted due to inaccu-
racy reasons. Nevertheless, some assumptions about
the system to be checked, such as the number of inter-
nal states, are necessary; furthermore, conformance
testing for ensuring the accuracy of the learned model
has to be iteratively performed [9].

Therefore, [8] outlines the advantages of statisti-
cal model-checking as being simple, efficient and uni-
formly applicable to white- and even to black-box sys-
tems. [6] motivates on-the-fly generation of test cases
for checking system properties; here, a test case is gen-
erated for simulating a system for a finite number of
executions. All these executions are used as individ-
ual attempts to discharge a statistical hypothesis test
and finally for checking the satisfaction of a dedicated
system property.

Model-checking driven testing, or even simply
testing a system in order to validate its requirements,
is an expensive task, especially where safety-critical
systems are concerned. However, the focus is on re-
gression testing, which means that the entire system
under test has already been tested once but has to
be tested again due to system modifications that have
been carried out. The purpose of regression testing
is to provide confidence that unchanged parts within
the system are not affected by these modifications
[12]. White-box selection techniques have been com-
prehensively researched [13, 14]. However, we are
here considering black-box components, and hence
selecting test cases that only check modified system
blocks gets difficult.

Since the implementation of black-box systems
and moreover, the information on performed system
modifications is not available [12], reasonably con-
ducting a regression test becomes impossible.

Accordingly, regression testing of safety-critical
black-box systems ends up in simply executing all ex-
isting test cases; this is a retest-all approach [12].

This is also motivated by the fact that in the au-
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tomotive industry, up to 80% of system failures [1]
that are detected during a regression test have not oc-
curred previously. The reason behind this fact is that
often many unintended bugs are introduced during a
bug-fixing process. So between two system releases
many new unknown errors are often introduced.

For reducing the overall test effort, we apply a test
case selection method [1] based on hypothesis tests.
Those test cases that are assumed to fail on their exe-
cutions are accordingly selected. However, type errors
while performing hypothesis tests are possible, as, for
instance, in statistical model-checking.

We extend the proposed selection method into a
holistic machine learning-driven optimization frame-
work that utilizes suitable test case features for in-
creasing testing efficiency (see [2]). Machine learning
methods are often trained in so-called batch modes.
Nevertheless, many applications in the field of au-
tonomous robotics or driving are trained on the ba-
sis of continuously arriving training data [15]. Thus,
incremental learning facilitates learning from stream-
ing data and hence is exposed to continuous model
adaptation [15]. Especially handling non-stationary
data assumes key importance in applications like
voice and face recognition due to dynamically evolv-
ing patterns. Accordingly, many adaptive clustering
models have been proposed, including incremental
K-means and evolutionary spectral clustering tech-
niques [16].

Furthermore, labeling input data is often awkward
and expensive [17] and hence accurately training
models can be difficult. Therefore, semi-supervised
learning techniques are developed for learning from
both labeled and unlabeled data [17]. Motivated by
these techniques, we propose a similar approach for
effectively learning from labeled data. Hence, we clus-
ter binary labeled data in more than two clusters for
improving a classifier’s learning capability due to the
optimization of an objective function. Our optimiza-
tion framework thus utilizes evolutionary optimiza-
tion algorithms for handling the optimization com-
plexity. Minimization of labeling cost on the basis
of active learning strategies [18, 19] will also be dealt
with in this paper.

3 Basic Definitions

We define the test suite T = {ti | 1 ≤ i ≤M} consisting
of a total of M test cases. TExec ∈ T and TExec ∈ T are
subsets of T that contain test cases that are executed
and deselected in a current regression test respec-
tively. Based on the test case executions (∀ti ∈ TExec),
a system’s reliability is actually learned, and thus the
machine learning algorithm is trained.

The focus in supervised learning is on understand-
ing the relationship between feature and data (here
test case evaluation) [4]. Therefore, a test case needs
to code a feature vector so that the indication of the
coded features for a system failure can be learned in
a supervised fashion. Such an indication is not just

a highly probable forecast of an expected system fail-
ure, it is rather a particular risk-associated recogni-
tion.

First of all, a feature can be any individual measur-
able property of a test case. The data type of a feature
is mostly numeric, but strings are also possible. How-
ever, such features need to be informative, discrimi-
native and independent of one another if they are to
be relevant and non-redundant The definition of suit-
able features increases the classifier performance [20].
In our application, a feature can be varied, such as a

• subjective ranking of a test case based on expert
knowledge. Such rankings can hint at the error
susceptibility of verified parts of the system;

• verified function’s safety integrity level, known
as the ASIL in automotive applications [5];

• name of a function whose reliability is assured;

• reference to any hardware component of a cir-
cuit board that is being tested in a hardware-in-
the-loop (HiL) test environment;

• number of totally involved electronic control
units during the testing of a networked func-
tionality; Such a number can hint at the com-
plexity of the networked functionality and
hence at its error susceptibility.

We define the entire set of features Φ = {φf | 1 ≤
f ≤ F} of test cases that might be relevant for un-
derstanding the behavior of test cases. Thus, features
may be e.g. φ1 = {′QM ′ ,′A′ ,′ B′ ,′C′ ,′D ′} (ASIL) or φ2
= {f1, f2, f3} (function name). Hence, a test case can
verify a function f3 that has an ASIL A.

The following passages discuss the selection of
suitable features, which is an important strategy for
improving a classifier’s performance.

• Sometimes less is more - If the defined set Φ is
too large it can cause huge training effort, high
dimensionality of the optimization problem and
overfitting. Thus we define a selection mask
bs =

[
1 0 0 · · ·1

]
of length F for selecting rel-

evant features Φs. If the f − th matrix entry of
bs is greater than or equal to 1, then the corre-
sponding feature φf ∈ Φ is selected and added
to Φs, otherwise not.

• The set of main features Φm ⊆ Φs is coded as fol-
lows: If the f − th matrix entry of bs is equal to
2, then the corresponding feature φf ∈ Φs is at
the same time a main feature φf ∈ Φm, other-
wise not. The main features are used to estab-
lish the overall training data set: The training
data is adapted to each test case, and thus it is

Tti = {tj | tj ∈ TExec ∧ ti
Φm≡ tj }. Hence, we define

that two test cases ti and tj are equivalent ti
Φ≡ tj

if their features ∀φf ∈ Φ have identical values.

Additionally, a cross-product transformation of
features ∀φf ∈ Φs \ Φm is performed. Thus we de-
fine Ψ = φf1 × φf2 × ... × φfh × ... × φfH with φfh ∈
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Φs \ Φm,1 ≤ h ≤ H = |Φs \ Φm| consisting of fea-
tures ψl that represent individual combinational set-
tings for features φf ∈ Φs \ Φm. In simple terms,
the cross-product of our sample features is φ1 ×φ2 =
{(′QM ′ , f1), (′QM ′ , f2), (′QM ′ , f3), (′A′ , f1), ...} Finally, a
Boolean function check : T ×Ψ →B with check(ti ,ψl) ={

0, if ti ’s features are given by ψl
1, otherwise

}
is defined.

In addition, the function state : T × R → S is de-
fined; it returns the state of a dedicated test case in
a concrete regression test. The state has to be either
’Pass’ or ’Fail’, except for cases where the test case has
not been executed so that its state is undefined. There-
fore, S = {’Pass’, ’Fail’, ’Undefined’} defines the set of
possible states. Furthermore, the set R = {rk | 0 ≤ k ≤
K} includes r0 which is the current regression test and
older regression tests starting from the last regression
r1 to the first considered regression rK . Lastly, we de-
fine the tuple history(ti) = {state(ti , r1), ..., state(ti , rK )}
containing ti ’s previous test results.

4 Motivation

In practice, finding suitable features is a difficult task.
Since we focus here on black-box systems, system-
internal information is not available that might be
useful for understanding the system behavior. As a
reason, we can only define the above listed features,
which might be too high-level for classifying system
failures. To illustrate this fact, Fig. 1 a) shows a typical
situation: The behavior of test cases in relation to arbi-
trarily defined features φ1 and φ2 is given. Passed and
failed test cases are presented by green squares and
red diamonds respectively, and white circles stand for
test cases yet to be executed.

I II III

IV V VI

t1t2
t3 t4

φ1

φ2

φ1

φ2 φ2

φ1 φ1

I II III

IV V VI

I II III

IV V VI

(a)

(b) (c)

Figure 1: An artificial regression test with test cases.

We can see that the green squares and the red di-
amonds are widely scattered. Thus, defining a hyper-
plane in order to set two acceptance regions for pass-
ing and failing test cases is no easy matter. In order to
solve this complex task, we develop a novel approach

that is basically motivated by the following thought
experiment: All test cases that are represented in Fig.
1 a) are now either assigned to 1 b) or 1 c) accord-
ing to a certain mapping. The individual mappings of
test cases will be discussed later, in Sec. 6. In the next
step, a cross-product transformation is performed in
order to group test cases into sub-regions (we refer
these later as sub-clusters). In our example, we cre-
ate six sub-regions. Table 1 lists the empirical failure
probabilities of each sub-region.

In order to keep our thought experiment very sim-
ple, we will neglect statistical computations for now
and focus only on the main idea of our novel ap-
proach. The introduction of Bayesian networks and
hence the derivation of weights for linear classifiers
will be discussed later, in Sec. 6. We assume for now
that the calculated failure probabilities of test cases
in Fig. 1 b) and Fig. 1 c) are correlated. So our ex-
ample remains very simple, we also require that the
failure probabilities of the corresponding sub-regions
are equal. This assumption reduces the complexity of
the following classification task enormously. We will
classify the following test cases t1, t2, t3 and t4 in ac-
cordance with whether a selection is necessary or not.

Table 1: Failure probability of each sub-region.

P (H1) I II III IV V VI
Fig. 1 a) 0 0.5 1 1 1/3 3/5
Fig. 1 b) 0 0.5 1 1 0 2/3
Fig. 1 c) 0 0.5 1 1 0.5 0.5

Only if t1 passes will the failure probability of sub-
region VI in Fig. 1 b) be equal to the failure probabil-
ity of sub-region VI in Fig. 1 c). According to this
fact, t1 is assumed to pass, and hence it is deselected.
Furthermore, t2 will be selected as a fail of a test case
inside sub-region V is expected. However, t2 passes,
and, based on the same consideration, t3 is also se-
lected and finally fails. Since now a failure probabil-
ity of 1/3 is expected in sub-region V, t4 is assumed
to pass, and therefore it does not need to be selected.
Table 2 summarizes all decisions executed.

Table 2: Test case states and algorithm decisions.

Test Case State Decision Type of Decision

t1 Pass Deselected True-Negative
t2 Pass Selected False-Positive
t3 Fail Selected True-Positive
t4 Pass Deselected True-Negative

So our novel approach for solving binary classifi-
cation tasks is based on calculated empirical proba-
bilities and empirically evaluated correlations among
those probabilities. The behavior of test cases can be
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I. Alagöz et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 49-65 (2018)

precisely estimated on the basis of the calculated cor-
relations. In practice, the failure probabilities of same
sub-regions in Fig. 1 b) and Fig. 1 c) is often not
exactly equal, but these failure probabilities are cor-
related. So the main task is to find good sub-regions
for maximizing the empirically evaluated correlations
and thus for precisely estimating the behavior of test
cases. A more detailed explanation of our novel ap-
proach will follow in Sec. 6.

5 Performance of Known Machine
Learning Methods

We have already indicated, by showing the example
regression test in Sec. 4 (see Fig. 1), that accord-
ing to the distribution of the input data, many ma-
chine learning methods cannot be reasonably applied
for solving the constrained optimization problem (cf.
Eq. 1). We will now demonstrate briefly that train-
ing linear classifiers in the classical sense by minimiz-
ing a loss function cannot perform well for solving
safety-critical binary classification tasks. The situa-
tion is that only a small percentage of the data is ac-
tually labeled with one (’Fail’). Furthermore, failed
and passed test cases are widely scattered in the fea-
ture space, which means detecting failing test cases
becomes impossible. Additionally, the performance of
deep neuronal networks is validated in the following.

The evaluation results (precision/recall) of these
machine learning methods are given in Table 3. Each
machine learning method is trained in the batch mode.
The training data consists of all obtained test eval-
uations of a special regression test that will also be
analyzed in our industrial case study in Sec. 9. For
evaluating the machine learning methods, we used
the training data first for training and later for test-
ing (training data = test data). Even so, the sensitivity
of both machine learning methods is zero, and thus
we propose a novel approach for determining a linear
classifier’s parameters in Sec. 6.

Table 3: Performance of known machine learning
methods in solving safety-critical binary classification
tasks.

Machine Learning Precision
Recall /

Sensitivity
Linear Classifier

(Trained by
Minimizing a

Loss-Function)

0 0

Deep Neuronal
Network

0 0

6 Concept

The concept of our novel approach is shown in Fig. 2.
We start with specifying a feature set Φ , and taking its
subset Φs and finally constitute a cross-product fea-
ture transformation to obtain the set Ψ . Based on Ψ

and by applying the check-function on TExec, test cases
can be grouped. If we look back to the example where
we grouped test cases in Fig. 1 a), then we will see that
there is a relationship between test cases’ features and
their assignments to sub-regions.

Correspondingly, we introduce the definitions of
clusters and sub-clusters of test cases. In the first step,
test cases ∀tk ∈ Tti are assigned to clusters based on
their history-tuples. A cluster is basically a partition
of Tti and consists of test cases that have the same
history-tuples. Accordingly, the number of distinct
history-tuples N determines the total number of clus-
ters. This is the step that has already been shown in
Sec. 4, where test cases inside Fig. 1 a) were individ-
ually mapped into Figs. 1 b) and 1 c). In this way,
already executed test cases depicted in Fig. 1 b) be-
long to one cluster and, analogously, those executed
test cases that are depicted in Fig. 1 c) belong to an-
other cluster.

In the next step, each cluster Cn is subdivided into
L sub-clusters. A test case tk ∈ Cn is an element of the
l-th sub-cluster Cn,l if check(tk ,ψl) is true. We orig-
inally introduced the terminology of sub-regions in
Sec. 4. However, we focus in what follows on dis-
crete valued features, which means that grouping test
cases into sub-clusters is more appropriate. By intro-
ducing the function eval : TExec→ {0,1} that is defined
as follows

eval(ti) =
{

0, for state{ti ,r0} = ’Pass’ (2)

1, for state{ti ,r0} = ’Fail’ (3)

the calculation of failure probabilities can be given in
Eq. 4.

pn,l =
1
|Cn,l |

∑
∀ti∈Cn,l

eval(ti) (4)

The given selection decisions in our example in
Sec. 4 (cf. Fig. 1) were taken based on calculated fail-
ure probabilities. Additionally, the correlations be-
tween the failure probabilities were considered. Ac-
cordingly, we need a stochastic model for estimating
the classifier’s sensitivity and specificity. We propose
a univariate and also a multivariate stochastic model.
The short-comings of the univariate stochastic model
for solving the optimization problem (cf. Eq. 1) will
be discussed later to motivate the introduction of a
multivariate stochastic model. First of all, the next
step introduces a multidimensional Gaussian distri-
bution that constitutes a distribution for the failure
probabilities of test cases. Based on this distribu-
tion, two distinct Bayesian Belief networks for both
stochastic models will be introduced.

In the following, we interpret pn,l ,1 ≤ l ≤ L as
realizations of a random variable Xn. Xn is Gaus-
sian distributed based on the following assumption:
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Figure 2: Determining the weights of a linear classifier for maximizing its specificity under the constraint of a
specific sensitivity.

Since each test case evaluation is a binary experi-
ment with two possible outcomes (’0’ or ’1’), it can
be regarded as a realization of a binary random vari-
able. As the sum of independent random variables
results into a Gaussian random variable according to
the central-limit theorem [21], considering test case
evaluations as independent random experiments jus-
tifies Xn’s assumed distribution. However, test cases
are executed on the same system and there may be
some dependencies between test case evaluations that
cannot be directly validated by such means as per-
forming code inspections. As a result, we assume
a mix of dependent and independent test case eval-
uations, and hence the Gaussian assumption is still
valid. The moments of Xn are E[Xn] = µn = 1

L

∑L
l=1pn,l

and E[(Xn−E[Xn])2] = σ2
n = 1

L−1
∑L
l=1(pn,l −E[Xn])2. As

we introduced in total N Gaussian random variables,
the moments of the multidimensional Gaussian dis-
tribution are µ = E[X] = [E[X1],E[X2], ...,E[XN ]]T and
Σ = E[(X −µ)(X −µ)T ].

Since the constraint of the optimization problem
(cf. Eq. 1) has to be fulfilled, an accurate sensitivity
estimation has to be iteratively performed.

6.1 Sensitivity Estimation

The formula for calculating the classifier’s false-
negative selection probability is given in Eq. 5.

pFN =
NFN

NFN +NT P
≤ pFN,MAX (5)

However, p̂FN = N̂FN
N̂FN+NT P

has to be estimated, since

the number of mistakenly deselected failing test cases
NFN is unknown, and thus it is estimated by N̂FN . The
number of already detected failing test cases is given
by NT P . Before a decision can be taken on whether

a test case ti can be deselected, the currently allowed
risk of taking a wrong decision has to be estimated in
advance. The estimation of N̂FN has to be adjusted by
the term xP (Ĥ = H0|H1), where x is the failure prob-
ability of ti and P (Ĥ = H0|H1) is the estimated false-
negative probability if ti is deselected. Accordingly,
the recursive formulation N̂FN,new = N̂FN,old + xP (Ĥ =
H0|H1) is continuously updated whenever an arbi-
trary test case is deselected. As p̂FN ≤ pFN,MAX ⇔

N̂FN,new
N̂FN,new+NT P

≤ pFN,MAX is required, the maximum al-

lowed false-negative probability for deselecting the
next test case ti is given in Eq. 6.

P (Ĥ =H0|H1) ≤
NT P ·pFN,MAX
1−pFN,MAX − N̂FN,old

x

=: pFN,Limit =:
pFN,Bound

x

(6)

6.2 Univariate Stochastic Model

We model the Bayesian Network that consists of the
random variables X, H and Ĥ , in Fig. 3. In the uni-
variate stochastic model, the focus is on modeling of
only one failure probability distribution. Thus the
random variable X stands for the previously defined
X1 and its realization x is given by p1,l where l is the
index of that sub-cluster C1,l that fulfills ti ∈ C1,l .

X H Ĥ

Figure 3: Bayesian Network consisting of the random
variables X, H and Ĥ .

H and Ĥ are binary random variables for modeling
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test case states and classifier decisions. As the state of
a test case ti is a-priori unknown, it needs to be mod-
eled by a corresponding random variable. According
to the realization of X, a pass or a fail of the corre-
sponding test case ti , whose failure probability distri-
bution is modeled by X, is expected. Finally, Ĥ takes
a decision for ti based on its failure probability x:

Ĥ(x) =
{
H0, if x ∈ X0 = [0;pTH [ (7)

H1, if x ∈ X1 = [pTH ;1] (8)

According to Ĥ ’s selection rule a very simple hyper-
plane y(x) = x − pTH is derived where in the case of
y(x) ≥ 0 a selection decision is taken. A particu-
larly important factor is the definition of the threshold
probability pTH , as its setting determines the classi-
fier’s sensitivity and specificity. The common ways of
estimating false-negative and false-positive probabil-
ities are given in equations 9 and 10, respectively.

p̂FN =
∫
X0

p(X |H1)dx (9)

However, we could only estimate the probability den-
sity function (pdf) p(X) in contrast to the conditional
probability density functions p(X |H0) and p(X |H1).
The reason for this is that pdf estimations are based
on mean calculations of test case evaluations. Hence
passing and failing test cases are both considered in
calculating average failure probabilities. Thus, p(X)
is a distribution over failure probabilities of passing
as well as failing test cases. Accordingly, p(X |H0) and
p(X |H1) cannot be estimated and in conclusion, p̂FN
and p̂FP cannot be estimated as in Eq. 9 and 10.

p̂FP =
∫
X1

p(X |H0)dx (10)

Fig. 4 shows the important probability distribution
functions that are used for estimating p̂FN and p̂FP .

p(X)

p(X|H
1
)p(X|H

0
)

p
TH

p*
TH

Figure 4: Considered probability distribution func-
tions in the univariate stochastic model.

The threshold probability pTH is calculated based
on the estimation of p̂FN as the following relation in
Eq. 11 holds.

p̂FN = P (X < p∗TH |H1) (11)

As Eq. 11 cannot be directly estimated, the follow-
ing relation in Eq. 12 is used for estimating p̂FN and
finally for pTH .

p̂FN = P (X < pTH |H1) ≤ P (X < pTH ) ≤ pFN,Limit (12)

p̂FN is estimated in Eq. 12 according to the assump-
tion that the quantiles of p(X |H1) are larger than the
quantiles of p(X). By solving Eq. 12 the threshold
probability is computed as given in Eq. 13

pTH = erfinv(2pFN,Limit − 1)σ
√

2 +µ (13)

with µ = E[X] and σ =
√
VAR(X). As a result, the

classifier’s sensitivity is larger than 1−pFN,Limit , since
its false-negative selection probability is smaller than
pFN,Limit . Finally, the decision regions of the linear
classifier are defined (cf. Eq. 7 and 8) by determining
pTH .

Furthermore, the minimization of the classifier’s
specificity is required by the definition of the con-
straint optimization problem (cf. Eq. 1). Accord-
ingly, the classifier’s false-positive selection probabil-
ity is estimated as given in Eq. 14 and shown in Fig.
4.

p̂FP = P (X ≥ pTH |H0) (14)

However, p(X |H0) is not given and thus p̂FP cannot
reasonably be estimated. Furthermore, p̂FP cannot be
reasonably minimized as an optimization parameter
is not defined; consequently, we need a so-called mul-
tivariate stochastic model for performing this. In the
first instance, the idea of minimizing p̂FP and hence
gaining testing efficiency by regarding several distri-
bution functions is explained.

6.3 Preliminaries

Let us assume that two dependent Gaussian random
variables X and X ′ are given. The focus is again on
estimating p̂FN and p̂FP . Fig. 5 shows the probability
distribution functions p(X), p(X |H0) and p(X |H1) as in
Fig. 4. Additionally, the a-posteriori failure probabil-
ity distribution function p(X |X ′) is shown.

p(x)

p(X|H
1
)p(X|H

0
)

p(X|X')

p
TH

p*
TH

Figure 5: Qualitatively minimizing p̂FP by introduc-
ing p(X |X ′) and hence by using conditional informa-
tions.

The main idea is to use several observations of dis-
tinct dependent random variables to achieve a consid-
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erably more representative a-posteriori failure proba-
bility distribution function that is relatively narrow
within a certain range. So p(X |X ′) is considered as the
more representative distribution for the failure proba-
bilities and hence p̂FN and pTH are estimated by using
this distribution function. Comparing Figs. 4 and 5,
it can easily be seen that p̂FP is basically minimized,
since the risk of a false-negative selection probability
is computed based on p(X |X ′), which allows a more
representative risk estimation.

All in all, by regarding a set of dependent Gaus-
sian random variables and by using the information
about their observations, a more representative a-
posteriori failure probability distribution function is
achieved, which allows a more precise risk estimation.
Accordingly, the probability of false-positive selection
can be minimized. As a result, a multivariate stochas-
tic model is created to exploit the dependency infor-
mation between random variables for finally achiev-
ing testing efficiency.

6.4 Multivariate Stochastic Model

By using the dependency between the random vari-
ables Xn,1 ≤ n ≤ N , a considerably more accurate es-
timation of p̂FN is achieved and hence p̂FP is mini-
mized. Fig. 6 shows the modeled Bayesian network
consisting of the random variables Xn,1 ≤ n ≤ N , H
and Ĥ .

X
N

H

Ĥ

X
1

X
N-1

X
2

(a)

X
2

H

Ĥ

X
1

(b)

Figure 6: Bayesian Network consisting of an (a) in-
definite and (b) definite number of random variables
Xn,1 ≤ n ≤N .

The focus is on taking a selection decision for an
arbitrary test case ti . XN now models the failure prob-
ability distribution of ti . In our previous example, as
shown in Fig. 1 c), the failure probability distribution
of test case t4 was calculated based on the empirically
evaluated failure probabilities of test cases inside Fig.
1 c). Thus t4 was an element of C2 (N = 2), and its fail-
ure probability was modeled by X2. Analogously, X1

was defined by the empirically evaluated failure prob-
abilities of test cases inside Fig. 1 b). In the interest
of simplification, we always assume that the currently
focused test case ti is an element of cluster CN and
thus XN models its failure probability distribution.

Furthermore, we can calculate the dependency
among Xn,1 ≤ n ≤ N . However, the Bayesian network
in Fig. 6 models the statistical dependency between
H and further random variables Xn,1 ≤ n ≤ N − 1.
These dependencies cannot be calculated, but have to
be modeled for estimating p̂FN and p̂FP .

First of all, we model the classifier Ĥ(·) as follows

Ĥ(xML) =
{
H0, if xML ∈ X0 = [0;pTH [ (15)

H1, if xML ∈ X1 = [pTH ;1] (16)

where xML = argmax
xN

[
ln[L(xN |x1, ...,xN−1)]

]
(consult

[1]) is the maximum likelihood estimation. Accord-
ingly, the likelihood estimation is a weighted sum as
given in Eq. 17

xML =:
N−1∑
n=1

wn(xn −µn) +µN (17)

with weights wn,1 ≤ n ≤N − 1 as given in Eq. 18.

wn = −
(Σ−1)n,N
(Σ−1)N,N

(18)

Further, pTH has to be calculated based on a pre-
cise estimation of p̂FN . Thus we derive a calculation
formula for p̂FN for the case N = 2, but we will also
provide a general calculation formula of p̂FN for an
arbitrary number N of random variables.

6.4.1 Derivation of probability distribution func-
tions

In the following, some probability distributions are
driven that are used for estimating p̂FN . First of all,
the joint pdf p(ĤX1HX2)

p(ĤX1HX2) = p(Ĥ |X1)p(X1|H)p(H |X2)p(X2) (19)

and the conditional pdf p(ĤX1H |X2) are given in Eq.
19 and 20, respectively.

p(ĤX1H |X2) =
p(ĤX1HX2)

p(X2)

= p(Ĥ |X1)p(X1|H)︸              ︷︷              ︸
p(ĤX1 |H)

p(H |X2) (20)

In the next step Eq. 21 is obtained by setting the equa-
tion p(Ĥ |X1)p(X1|H) = p(ĤX1|H) into Eq. 20.

p(ĤX1|H) =
p(ĤX1H |X2)
p(H |X2)

(21)

Furthermore, the most important relation p(Ĥ |H) ≤
p(Ĥ |X2)
p(H |X2) is driven in Eq. 22.

p(ĤX1|H) ≤ p(Ĥ |H) ≤
p(ĤH |X2)
p(H |X2)

≤
p(Ĥ |X2)
p(H |X2)

(22)
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Thus, the probability calculation P (Ĥ =H0|H1) can be
estimated by using the relation in Eq. 22 as given in
Eq. 23.

p̂FN = P (Ĥ =H0|H1) ≤ P (Ĥ =H0|X2 = x2)
P (H1|X2 = x2)

(23)

Since p̂FN cannot be directly estimated, as the con-
ditional pdf p(Ĥ |H) is not given for performing the
probability calculation P (Ĥ = H0|H1), the relation in
Eq. 23 is used for estimating an upper bound for p̂FN .
However, the linear classifier’s actual false-negative
deselection probability would be smaller than the cal-
culated upper bound.

Since the constraint in Eq. 24 has to be fulfilled,

P (Ĥ =H0|H1) ≤ pFN,Limit (24)

we solve the inequality in Eq. 25.

P (Ĥ =H0|X2 = x2)
P (H1|X2 = x2)

≤ pFN,Limit (25)

As x2 = P (H1|X2 = x2) holds, the following inequality
is finally solved.

P (Ĥ =H0|X2 = x2) ≤ pFN,Bound (26)

Eq. 26 is driven for the case N = 2 but in the general
case, where the number of random variables Xn,1 ≤
n ≤ N is given by an arbitrary N , the following in-
equality has to be solved.

P (Ĥ =H0|XN = xN ) ≤ pFN,Bound (27)

By solving Eq. 27, the threshold probability

pTH = −wN (xN −µN )−w0 +µN (28)

is obtained with weights

wN = −e
2I − 1
e2I

(29)

and

w0 = −
√

2σN
√
e2I − 1erfinv(2pFN,Bound − 1)

e2I
(30)

Thus, the differential mutual information is de-
fined in Eq. 31.

I := I (X1, ...,XN−1;XN ) (31)

6.4.2 Conditional Independence

We have already motivated and introduced the follow-
ing dependent random variables Xn,1 ≤ n ≤ N . We
have explained the fact that test case failure proba-
bilities are correlated, since test cases are executed on
the same system, and thus they show a dependent be-
havior.

However, the random variables Xn,1 ≤ n ≤ N are
conditionally independent. This means that the infor-
mation about a test case evaluation dominates such

that a test case’s originally calculated failure proba-
bility becomes irrelevant after observation of its state.
Accordingly, the dependency among failure probabil-
ities vanishes after observation of test case evalua-
tions. This means that a fail of a test case tm is ac-
tually expected based on the information about the
evaluation of another test case tn and no longer on tn’s
originally calculated failure probability. Thus the re-
maining random variables Xn,1 ≤ n ≤ N − 1 become
independent of the random variable XN after obser-
vation of H ’s realization (cf. Fig. 6).

6.4.3 Specificity Estimation

The specificity is given by the term 1 − p̂FP . As ex-
tensive mathematical derivations are needed for ob-
taining a calculation formula of p̂FP , these derivation
steps are given in the appendix and in what follows
here only the result is given.

Theorem 1 (False-Positive Probability Estimation).
p̂FP is estimated as given in Eq. 32

p̂FP = P (Z ≥ −w0 +wT∆µ) =
1
2

1− erf

−w0 +wT∆µ
√

2σZ


(32)

with σZ = [w1 · · ·wN−1]Σ1,1[w1 · · ·wN−1]T + w2
Nσ

2
N and

∆µ = µ−µH0
. The conditional moment has the following

definition E[X |H0] = µH0
For the case N = 2, Eq. 32 can be simplified; after

several calculation steps the following Eq. 54 results

p̂FP =
1
2

1− erf

ψ (33)

with

ψ =
√
e2I − 1erfinv(2pFN,Bound − 1) +

√
e4I−e2I

σ1
√

2
∆µ1 −

√
e2I−1
σ2
√

2
∆µ2

√
2e4I − 3e2I + 1

(34)

6.4.4 Small Dimension Validation

Fig. 7 shows five plots of p̂FP for different values of
displacements ∆ = µn −µn,H0

. Indeed, the actual value
of ∆ is unknown. However, the focus is on the min-
imization of p̂FP . Accordingly, p̂FP decreases in each
sub-figure of Fig. 7. The actual value of ∆ only de-
termines how fast p̂FP decreases. So we can solve the
optimization problem (cf. Eq. 1) by minimizing p̂FP .
We considered two random variables X1 and X2, as
in our example in Sec. 4 where we created two clus-
ters. A very important factor here is the underlying
strategy for clustering test cases. As the distribution
of the random variables X1 and X2 is directly related
to the clustering strategy the main focus is on the
maximization of the differential mutual information
I (X1;X2). Accordingly, I is an optimization parame-
ter for effectively reducing p̂FP . Lastly, we chose the
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(a) (b)

(c) (d) (e)

Figure 7: Estimation of p̂FP for different values of ∆ and σ with ∆ = α ·v ·10−3. The value of α is 0, 1, 5, 10 and
15 in Fig. 7 a), Fig. 7 b), Fig. 7 c), Fig. 7 d) and Fig. 7 e) respectively.

following values {0.01,0.05} for σ = σ1 = σ2 and se-
lected the following displacements ∆ = α ·v ·10−3 with
α ∈ {0;1;5;10;15} and v = [1,−1]T .

7 Optimization

The first strategy is to optimize the feature selec-
tion. Optimal features are learned in an unsupervised
learning session where an evolutionary optimization
framework is applied to search for optimal features.
The next strategy is to improve the labeling of test
cases through an active learning strategy.

7.1 Evolutionary Optimization

Clustering (and sub-clustering) of test cases is per-
formed based on features. Therefore, different cluster-
ings for different selections of feature subsets (Φm,Φs)
are possible. Accordingly, a different statistical model
is obtained, as it reflects the failure frequencies in
clusters. Furthermore, the differential mutual infor-
mation (cf. Eq. 31) depends on the statistical depen-
dencies and thus changes for different clusterings.

Sec. 6 proposed a calculation formula for the
weights wn,0 ≤ n ≤ N, of a linear classifier. However,
those formulas still depend on the differential mutual
information I . A desired sensitivity has to be guaran-
teed, and thus the hyperplane is adjusted according to
the value of I . It can be shown that for small values of
I , the position of the hyperplane still guarantees a de-
sired sensitivity but the false-positive selection prob-
ability increases. To minimize the false-positive selec-

tion probability, the differential mutual information
has to be maximized, which is the final strategy for
solving the constrained optimization problem (cf. Eq.
1).

First, clustering depends on the history-tuples of
test cases as, for example, the length of the history-
tuples determines the maximum number |S |K of clus-
ters. Second, feature selection is optimized. All in
all, we have summarized that K (number of consid-
ered previous regressions) is an optimization param-
eter and bs (for coding selected and main features) is
an optimization matrix. However, this is a large-scale
high dimensional optimization problem, as there exist
many possible settings for K and bs. Thus, [3] and [4]
suggest that the high dimensional optimization prob-
lem can be solved in a reasonable time by using evolu-
tionary algorithms. Accordingly, an evolutionary op-
timization framework is applied for solving the men-
tioned high dimensional optimization problem. As
each setting for K and bs is one possible solution for
clustering test cases, which is the basis for derivation
of a stochastic model, the fitness of this solution can
be evaluated by calculating the extracted information
I in Eq. 31. Thus, the optimal parameter and matrix
setting with the best fitness will survive and will be
returned by the evolutionary optimization algorithm.

Fig. 8 shows the overall flow chart of the evolu-
tionary optimization framework. First of all, a new
population consisting of several genotypes is initial-
ized. Each genotype stands for a possible setting of K
and bs . In the next step, the corresponding pheno-
types of the genotypes are derived. Hence each phe-
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notype encodes a stochastic model. Accordingly, the
population is evaluated, wherein the fitness of each
phenotype is calculated. However, a bad fitness is also
possible due to bad statistical properties of the under-
lying stochastic model. This means that statistical cal-
culations based on the stochastic model that a pheno-
type encodes cannot guarantee desired statistical con-
fidence bounds. This will be explained in more detail
in Sec. 8. Those phenotypes with bad fitness cannot
survive and hence are eliminated.

Accordingly, remaining genotypes (phenotypes)
are stochastically selected, and successively new
genotypes are generated due to crossover and mutation
operations. After a certain number of iterations, the
phenotype with the best fitness will be selected, and
this will be used in the selection algorithm. However,
if the population is empty since all phenotypes were
of bad fitness, then the training mode is activated, in
which test cases are still executed without running the
selection algorithm.

Start

Population Evaluation

Initialization

Crossover & Mutation

Population Evaluation

k < K
MAX

Stochastic Selection

End

k := 0; 

true

false

k = k+1;

Figure 8: Evolutionary Optimization Framework.

7.2 Active Learning

Our classifier’s conducted decisions can be regarded
as hard or even as soft decisions. Once taken, hard
decisions are never changed later on, in contrast to
soft decisions. The test efficiency can be significantly
increased by conducting soft decisions as opposed to
hard decisions.

7.2.1 Hard Decision

[1] performs hard decisions since a selected test case
is automatically executed and a once deselected test
case is never selected again in the current regression
test. In the following passages, the disadvantage of
conducting hard decisions will be explained in detail
in relation to classifier decisions.

The linear classifier’s decision depends on the cur-
rent estimation of N̂FN as it calculates the allowed
residual risk pFN,Limit (cf. Eq 6) of potentially taking
a wrong decision. N̂FN returns the number of sup-
posedly unrevealed system failures that would be de-
tected by those already deselected test cases that are
elements of TExec. Accordingly, the linear classifier’s
decision depends on the decisions it has already taken
(TExec) and hence it is memory driven.

Each deselected test case tj has an individual ad-
ditional contribution N̂FN,j (cf. Eq. 36) to the overall
estimation N̂FN such that the relation in Eq. 35 holds.

N̂FN =
∑

∀tj∈TExec

N̂FN,j (35)

N̂FN,j is the product of tj ’s failure probability x and
the false-negative probability P (Ĥ = H0|H1) by dese-
lecting tj as given in Eq. 36.

N̂FN,j = P (H1)P (Ĥ =H0|H1) (36)

Because of this fact, a deselection of an arbitrary
test case can cause that the residual risk pFN,Limit
reaches zero as N̂FN increases (cf. Eq. 6). This means
that no more risk (pFN,Limit = 0) is allowed, and all
remaining test cases have to be consequently selected.

Indeed, selecting test cases even if their deselec-
tion is allowed according to risk calculations is some-
times the better choice. In fact, this is the case if
pFN,Limit is zero and thus it can be significantly in-
creased by selecting and executing an already dese-
lected test case in order to eliminate its risk. When
this is done, N̂FN decreases and hence pFN,Limit in-
creases and thus a residual risk for further deselec-
tions is obtained.

However, the amount ∆N̂FN of how much N̂FN can
be decreased by selecting an arbitrary test case is sig-
nificant. If later more than one test case can be des-
elected, and these deselected test cases add the same
amount of expected unrevealed system failures ∆N̂FN
to N̂FN is in fact a gain in terms of reducing the regres-
sion test effort. So the strategy is to deselect primarily
those test cases with fewer failure probabilities in or-
der to increase testing efficiency.
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As a result, the regression test efficiency can be in-
creased. Therefore, the proposed selection method [1]
is extended by a soft decision methodology. So each
decision for deselecting a test case is now regarded as
a soft decision that might be changed later. (We note
here that the other way round is impossible since an
already selected test case is automatically executed on
the system under test and hence deselecting it later
does not make sense).

7.2.2 Soft Decision

Fig. 9 shows the logic for managing soft selection de-
cisions: Let us assume that ti is the next test case that
is analyzed by the linear classifier. If ti is deselected,
then it is queued into a priority queue whereby its pri-
ority is calculated as given in Eq. 37.

prio(ti) = N̂FN,i = P (H1)P (Ĥ =H0|H1) (37)

In the other case, if ti is selected then test cases dese-
lected up to this point are analyzed to the end of im-
proving the trade-off between the assumed risk and
the total number of deselected test cases. As a conse-
quence, the most probable failing test case tj is ob-
tained by taking the peek-operation on the priority
queue. The priority of ti and tj is compared, and the
test case with the higher priority is selected and exe-
cuted on the system under test.

If tj is executed, then it is removed from the set
TExec← TExec\tj and added into the set TExec← TExec∪
tj . Furthermore, tj ’s state is evaluated eval(tj ) and
accordingly the empirical failure probabilities of test
cases are updated in algorithm 1. Since the calculated
failure probabilities are averages of test case evalu-
ations, the failure probabilities of those sub-clusters
(see Eq. 4) have to be updated where tj is an ele-
ment of them. Accordingly, the failure probabilities
of ∀tk ∈ TExec are updated in algorithm 1.

Algorithm 1 Test case selection algorithm
procedure update statistics(TExec, tj ) . TExec
contains already deselected test cases; tj is executed

for each test case tk ∈ TExec do
∃!Cn,l =⇒ tk ∈ Cn,l . Find sub-cluster of tk

and thus determine n and l
if tj ∈ Cn,l then

pn,l ← 1
|Cn,l |

∑
∀ti∈Cn,l eval(ti) . see Eq. 4

P (H1)← pn,l
update tk ’s priority: prio(tk) . see Eq. 37

end if
end for
if eval(tj ) == 1 then

NT P ← NT P + 1
end if

end procedure

The important point is that even the failure proba-
bility of ti is computed again. In most cases, ti would
be deselected. Nevertheless, it could be possible that

the execution of tj has failed, such that a further sys-
tem failure has been found. In such a case, even ti ’s
failure probability may have increased such that its
deselection has to be checked again by the linear clas-
sifier.

All in all, testing efficiency can be significantly in-
creased by performing soft selection decisions. The
performance of both selection strategies (hard decision
and soft decision) will be compared in Sec. 9.

8 Learning Phase

The learning phase is of essential importance due to
the fact that during this phase, the system reliability is
actually learned. Test case selection is a safety-critical
binary classification task as probably system failures
would remain undetected and hence, a correspond-
ing quality measure of wrong decisions is required.
Accordingly, risk estimations on probably undetected
system failures due to deselection of test cases have
to be as accurate as possible. The more the system is
learned during a regression test, the more precise the
risk estimations are. However, learning a system in
terms of understanding its reliability is a costly pro-
cess, as it requires test cases to be executed. The fun-
damentally important research question is how much
training data is enough for safely selecting test cases
with a desired sensitivity.

8.1 Statistical Sensitivity Estimation

We have already required a specific sensitivity in the
constraint optimization problem (cf. Eq. 1). Accord-
ingly, we define the following confidence level in Eq.
38, which is basically driven from the constraint of Eq.
1.

P
(
Ψ ≤ γ

)
≥ 1−α (38)

Ψ is an estimator for the number of false-negatives
N̂FN =

∑
ti∈TEXEC

N̂FN,i and the bound is given as γ =
NT P ·pFN,MAX
1−pFN,MAX . Ψ =

∑
i ψi is composed of several ran-

dom variables ψi standing for the distribution of each
N̂FN,i . ψi ’s distribution is complex, since the individ-
ual contribution of a deselected test case ti is given
by N̂FN,i = xN p̂FN where xN is ti ’s failure probability
and p̂FN is the corresponding estimated false-negative
probability: The following theorem is already proved
in [1] and gives the formula for the false-negative
probability estimation.

Theorem 2 (False-Negative Probability). For a given
pth the calculation formula of the false-negative probabil-
ity P (Ĥ =H0|H1) has the form

p̂FN =
1
2

1 + erf

 1
√

2

xN − (xN − pth)e2I −µN
σN
√
e2I − 1

 (39)

where xN is the failure probability of a test case, whereas
µN ,σN are parameters of the probability distribution
functionN (µN ,σN ).
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Figure 9: The extended concept for conducting soft decisions

These statistics are created on the basis of sam-
ple averages, such that the consideration of sample
variances becomes inevitable during the estimation of
confidence intervals. For instance, the false-negative
probability estimation p̂FN (see Eq. 39) is composed of
the statistics xN , µN , σN and I . Therefore, its variance
depends on the individual variances of each statistic,
including the sample variance of xN . Especially the
probability distribution of I is complex as it is non-
linearly composed of a set of multivariate distributed
Gaussian random variables.

Therefore, we choose the following approach to
solving Eq. 38. We simplify the definition of ψi as
follows ψi = p̂FN · XN where p̂FN is assumed to be
a constant value without any distribution. This step
simplifies the calculation complexity of Eq. 38 sig-
nificantly, as Ψ becomes simply a weighted sum of
Gaussian random variables. However, the variance of
p̂FN is of course relevant and should not be easily ne-
glected. Accordingly, we require a maximum confi-
dence interval width for p̂FN such that the estimated
false-negative probability is quite accurate and hence
can be assumed to be just like a constant value with-
out any statistical deviation. We calculate the confi-

dence interval [p̂(l)
FN ; p̂(u)

FN ] and its width δ = p̂(u)
FN − p̂

(l)
FN

and require a maximal confidence interval width of
δmax.

The Wilson score interval [22] delivers confidence
bounds for binomial proportions. Therefore, we cal-

culate the following confidence intervals [x(l)
n ;x(u)

n ]
(confidence level: 1 −α = 99%) for each failure prob-
ability estimation xn,1 ≤ n ≤ N . Each bound is conse-
quently used for building the bounds of the composed
statistics σ , Σ and I . By doing this, we obtain the fol-
lowing bounds: σ (b), Σ(b) and I (b) with b = {u, l}. Ac-

cordingly, we calculate p̂(b)
FN by consequently inserting

the bounds σ (b), Σ(b) and I (b) for the statistics σ , Σ and
I respectively.

8.2 Criteria for Training

In order to guarantee a statistical bound on the sensi-
tivity with a 99% confidence level, the following con-
ditions have to be checked.

1. δ ≤ δmax

2. P
(
Ψ ≤ γ

)
≥ 1−α = 99%

If both conditions are fulfilled, then these risk cal-
culations in the selection algorithm are reasonably
accurate and hence selection decisions can be per-
formed. However, if one condition is not fulfilled then
the training mode is just active, such that test cases
still have to be executed.

9 Industrial Case Study

A German premium car manufacturer constitutes
each regression test as being a system release test, and
thus the system test takes up to several weeks accord-
ing to [5]. However, a first detected system failure
makes a system release impossible so optimizing the
current regression for achieving high efficiency in re-
ducing the regression effort becomes justified.

It is often the case that close to the so-called start
of production (SOP) of a vehicle, many electronic con-
trol units (ECU) have only some critical spots and
thus each regression test is expected to be a system-
release test. Since many test cases pass, a lot of time
is spent in observing passing test cases. Therefore,
reducing the number of executed passed test cases
(since a system failure is detected and a system release
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is no longer possible) and keeping the limited testing
time back for fault-revealing test cases decreases the
regression test effort significantly. In any case, a final
regression test will succeed after further system up-
dates have been conducted; this will be constituted as
a final release-test that meets the high-quality stan-
dards of [5].

In our industrial case study, we applied our selec-
tion method to a production-ready controller that im-
plements complex networked functionalities for the
protection of passengers and other road users. There-
fore its test effort is immense, and hence we apply
our regression test selection method for accelerating
its testing phase. In Fig. 10 the right-hand side of the
well-known V-Model (see [23]) is shown, whereas the
focus is on system testing in our case study.

A hardware-in-the-loop simulator (HiL) [24] is
used for validating an ECU’s networked complex
functionalities as well as its I/O-interaction and its ro-
bustness during voltage drops, as it provides an effec-
tive platform for testing complex real-time embedded
systems.

HiL Simulator

ECU

Voltage

Bus Comm.

Diagnosis

I/OModule Test

Integration Test

Function Test

System Test

Application

Figure 10: A HiL simulator is used for performing the
system test.

Further, we selected for the following test case fea-
tures for training the machine learning algorithm:

• Name of verified system parts

• Name of a function for which reliability is as-
sured

• Number of totally involved electronic control
units during the testing of a networked func-
tionality

• Error type (broken wire etc.) in hardware ro-
bustness tests

• Set of checked diagnostic trouble codes, DTCs

• Number of checked diagnostic trouble codes,
DTCs

Since the quality of our selection decisions is
hedged on a stochastic level, it can appear that dur-
ing different runs of our selection method, a statisti-
cal deviation of the false-positive probabilities could
occur. Therefore, we constitute several independent
runs of a regression test, where we set pFN,MAX = 1%.
The boxplots and the quantiles of the false-positive
probabilities are given in Fig. 11 and in Table 4, re-
spectively.

Fig. 11 shows the overall boxplots of the false-
positive probabilities achieved during the regression
test replications. To compare the hard with the soft
decision strategy we performed distinct regression test
replications where we disabled and enabled the pa-
rameter for ’soft decision’, respectively.

It can be seen from Fig. 11a) and Fig. 11b) that the
average false-positive probability is about 74% and
23% for hard and enabled soft decisions respectively.
As already mentioned, conducting hard decisions does
not allow for global optimization of the trade-off be-
tween an already assumed risk and the corresponding
number of totally deselected test cases. Global opti-
mization hence requires the analysis of all test cases
deselected thus far over and over again, and, if neces-
sary, the selection of an already deselected test case.
Therefore, test cases with a higher failure probabil-
ity should be considered again for eventual selection
in an ongoing regression test in order to potentially
deselect further less risky test cases. As a result, the
regression test effort can be reduced much more by
applying soft decisions.

Furthermore, the condition in Eq. 40 on the false-
negative probability pFN or on the number of actually
occurring false-negatives NFN was fulfilled in all con-
ducted regression test replications.

pFN ≤ pFN,MAX = 1% or

NFN ≤ 1
(40)

Our implemented algorithm for selecting test
cases runs on a desktop CPU that is specified in Ta-
ble 5. We decided to conduct a multithreaded execu-
tion of the evolutionary algorithm such that the fit-
ness of all phenotypes in a population is computed in
a multithreaded manner (in total 32 threads). Thus
the average CPU load is approximately 95% and the
maximum memory allocation is about 4GB. We need
a mean analysis time of 0.9s for deciding whether a
test case should be selected or not.

10 Conclusion and Future Work

We proposed a holistic optimization framework for
the safety assessment of systems during regression
testing. To this end, we designed a linear classifier
for (de-) selecting test cases according to a classifica-
tion due to a risk-associated recognition. Therefore we
defined an optimization problem, since the classifier’s
specificity has to be maximized whereas its sensitiv-
ity still has to exceed a certain threshold 1− pFN,MAX .
Accordingly, we developed a novel method for deter-
mining the weights of a linear classifier that solves
the above optimization problem. We have theoreti-
cally shown that the classifier performance is directly
interrelated with the success of selected relevant fea-
tures of test cases. Lastly, we applied our method to
a production-ready controller and analyzed the over-
all regression test effort subject to an active learning
strategy. We have demonstrated that, in the regres-
sion testing of safety-critical systems, significant sav-
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Figure 11: Boxplots of false-positive probabilities in case of a) hard and b) soft decisions

Table 4: Quantiles of the false-positive probabilities in each replicated regression test

Quantiles of False-Positive Probability
0.025 0.25 0.5 0.75 0.975

Hard Decision 50.8% 63.8% 73.9% 76.2% 78.2%
Soft Decision 22.6% 22.7% 23% 25.6% 28.1%

ings can be achieved. As feature selection is a com-
plex task, and thus an evolutionary optimization sup-
posedly finds local optima, more thorough research in
this field may indeed allow higher-order reductions of
the classifier’s false-positive selection probability.

11 Appendix

In the following, a detailed proof of Theorem 1 is
given, relating to the proofs given in [1].

Proof of Theorem 1

Proof. According to [1], the maximum likelihood es-
timation xN,ML (abbreviated xML in the following) is
given in Eq. 41.

xML = µN −
(xD −µD )TΦΛ−1φT

φΛ−1φT
(41)

As ΦΛ−1φT = P1Σ
−1P T2 and φΛ−1φT = P2Σ

−1P T2 =(
Σ−1

)
N,N

holds (consult Proof of Theorem 3 in [1])
xML can be written as given in Eq. 42.

xML =:
N−1∑
n=1

wn(xn −µn) +µN (42)

with wn = −

(
Σ−1

)
n,N(

Σ−1
)
N,N

. Furthermore, the threshold

probability pth was calculated in [1] as given in Eq.
43.

pth = xN

+

√
2σN
√
e2I − 1erfinv(2pFN,Bound − 1) +µN − xN

e2I
(43)

By introducing the definitions of the weights w0 :=

−
√

2σN
√
e2I−1erfinv(2pFN,Limit−1)

e2I and wN := − e2I−1
e2I the

threshold probability can be written as pTH = −w0 +
µN −wN (xN −µN ).

Eq. 44 derives the final definition of the hyper-
plane y(x) and the acceptance region of the rival hy-
pothesisH1 by putting the definitions of xML and pTH
together.

xML ≥ pTH

µN +
N−1∑
n=1

wn(xn −µn) ≥ −w0 +µN −wN (xN −µN )

w0 +
N∑
n=1

wn(xn −µn) ≥ 0

w0 +wT (x −µ)︸            ︷︷            ︸
y(x)

≥ 0

(44)

The estimation of the false-positive probability is
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Table 5: Computational/memory requirements and algorithm performance

CPU Intel Core i7-4800MQ @ 2.7 GHz, 8 Threads
CPU Load 95%

RAM 4 GB

# Allocated Threads 32 Threads
Response Time 0.9 seconds

performed by calculating p̂FP = P (Ĥ = H1|H0). How-
ever, as already explained in Sec. 6, the conditional
pdf p(Ĥ |H) is not given and therefore p̂FP cannot be
directly estimated. Thus, we assume that the condi-
tional pdf p(Ĥ |H) is of a Gaussian distribution with
mean E[X |H0] = µH0

and covariance matrix E[(X −
µH0

)(X −µH0
)T |H0] = Σ. However, µH0

is an unknown
parameter vector; additionally, the second-order mo-
ments are assumed to be invariant of an event H0. We
will calculate p̂FP in dependency on the unknown vec-
tor µH0

and will qualitatively show that p̂FP can be
minimized independently of µH0

due to an optimiza-
tion strategy. In showing this, we demonstrate that the
concept of our work is validated and mathematically
proved.

First of all, Eq. 44 is given in Eq. 45 with an addi-
tional term.

w0 +wT (x −µ) ≥ 0

w0 +wT (x −µ+µH0
−µH0

) ≥ 0
(45)

Furthermore, by introducing the definition ∆µ = µ −
µH0

Eq. 45 can be written as given in Eq. 46.

wT (x −µH0
) ≥ −w0 +wT∆µ (46)

Accordingly, p̂FP is estimated as given in Eq. 47.

p̂FP = P
(
wT (X −µH0

) ≥ −w0 +wT∆µ
∣∣∣∣H0

)
(47)

By substituting U :=
∑N−1
n=1 wn(Xn −µn,H0

) and V :=

wN (XN − µN,H0
) with µn,H0

=
(
µH0

)
n

the false-positive
estimation is given as follows.

p̂FP = P
(
U +V ≥ −w0 +wT∆µ

∣∣∣∣H0

)
(48)

Based on that fact, that H0 is given U and V are con-
ditionally independent (see explanation in subsection
6.4.2) of each other and hence the random variable
Z := U + V has the mean E[Z] = E[U ] + E[V ] and the
variance σ2

Z = σ2
U + σ2

V . Since E[Xn|H0] = µn,H0
holds

the mean of U and V is zero (E[U ] = 0; E[V ] = 0).
The variances of U and V are given in Eq. 49

σ2
U = [w1 · · ·wN−1]Σ1,1[w1 · · ·wN−1]T (49)

and Eq. 50 respectively.

σ2
V = w2

Nσ
2
N (50)

As [w1 · · ·wN−1]T = −ΦΛ−1φT

φΛ−1φT
holds and by substi-

tuting β := ΦΛ−1φT the term βTΣ1,1β can be simpli-
fied in Eq. 51 as already explained in the proof of
Theorem 3 in [1].

βTΣ1,1β = −
det(Σ1,1)

det(Σ)
+ σ2

N

det(Σ1,1)
det(Σ)

2

(51)

It can easily be seen that the variance of U is equal

to σ2
U = βT Σ1,1β[(

Σ−1
)
N,N

]2 . Furthermore,
(
Σ−1

)
N,N

= det(Σ1,1)
det(Σ)

holds and thus the variance is further simplified and
is given in Eq. 52.

σ2
U = − det(Σ)

det(Σ1,1)
+ σ2

N (52)

Finally, the false-positive probability is estimated as
follows:

p̂FP = P (Z ≥ −w0 +wT∆µ) =
1
2

1− erf

−w0 +wT∆µ
√

2σZ


(53)

For the case N = 2, Eq. 53 can be simplified and after
several calculation steps the following Eq. 54 results

p̂FP =
1
2

1− erf

ψ (54)

with

ψ =
√
e2I − 1erfinv(2pFN,Bound − 1) +

√
e4I−e2I√

2σ1
∆µ1 −

√
e2I−1√

2σ2
∆µ2

√
2e4I − 3e2I + 1

(55)
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 The uncertain nonlinear systems can be modeled with fuzzy differential equations (FDEs) 
and the solutions of these equations are applied to analyze many engineering problems. 
However, it is very difficult to obtain solutions of FDEs. 
In this paper, the solutions of FDEs are approximated by utilizing the fuzzy Sumudu 
transform (FST) method. Here, the uncertainties are in the sense of Z-numbers. Important 
theorems are laid down to illustrate the properties of FST. The theoretical analysis and 
simulation results show that this new technique is effective to estimate the solutions of 
FDEs. 
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1. Introduction  

This paper is an extension of work originally presented in [1]. 
In many physical and dynamical processes, mathematical 
modeling leads to the deterministic initial and boundary value 
problems. In practical the boundary values may be different from 
crisp and displays in the form of unknown parameters [2]. When 
the parameters or the states of the differential equations are 
uncertain, they can be modeled with FDE. In recent days, many 
methods have used FDE for modeling and control of uncertain 
nonlinear systems [3-5]. The basic idea of the fuzzy derivative was 
first introduced in [Chang]. Then it is extended in [6]. The first-
order fuzzy initial value problem, as well as fuzzy partial 
differential equation, have been studied in [7]. By generalizing the 
differentiability, [6] gave an analytical solution. The Lipschitz 
condition, as well as the theorem for existence and uniqueness of 
the solution related to FDEs, are discussed in [10-12]. In [13], the 
analytical solutions of second order FDE are obtained. The 
analytical solutions of third order linear FDE are found in [14]. By 
the interval-valued method, [15] examined the basic solutions of 
nonlinear FDEs with generalized differentiability. 

A novel technique in order to solve FDEs is laid down based 
on the Sumudu transform. Sumudu transform along with broad 
applications has been utilized in the area of system engineering and 
applied physics [16-18]. In [19], some simple and deeper 

fundamental theorems, as well as properties of the Sumudu 
Transform, were generalized. In [20], Sumudu transform is applied 
to the system of differential equations. In [21], Sumudu transform 
is used in order to find the solution of the fuzzy partial differential 
equation. In [22], Sumudu transform has been used to solve 
fractional differential equations. 

In this paper, we use FST to approximate the Z-number 
solutions of the FDEs. The FST reduces the FDE to an algebraic 
equation. A very important property of the FST is that it can solve 
the equation without resorting to a new frequency domain. The 
procedure of switching FDEs to an algebraic equation is cited in 
[10] and is stated as an operational calculus. We extend our 
previous work [1] by generating more theorems for describing the 
properties of FST and displaying the uncertainties with Z-numbers. 
The Z-number is a new concept that is subjected to a higher 
potential to demonstrate the information of the human being as 
well as to utilize in information processing [23]. Z-numbers can be 
regarded as to answer questions and carry out the decisions [24]. 
There exist few structure based on the theoretical concept of Z-
numbers [25]. [26] gave an inception, which results in the 
extension of the Z-numbers. [27] generated a theorem to convert 
the Z-numbers to the usual fuzzy sets. 

In this paper, initially, some preliminary definitions along with 
properties related to FST are demonstrated. After that, solving 
FDEs by using the methodology of FST has been discussed. At the 
end, two examples along with comparisons are utilized in order to 
demonstrate the effectiveness of our proposed method. 
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2. Preliminaries 

Prior to the introduction of the FST, some concepts related to 
the fuzzy variables and Z-numbers are laid down in this section 
[28, 29]. 

Definition 1: A fuzzy number 𝐵𝐵  is a function of 
]1,0[: →∈ REB  , in such a manner, 1) 𝐵𝐵 is normal, (there 

exists 𝑎𝑎0 ∈ 𝑅𝑅  in such a manner 𝐵𝐵(𝑎𝑎0) = 1 ; 2) 𝐵𝐵  is convex, 
𝐵𝐵(𝛾𝛾𝑎𝑎 + (1 − 𝛾𝛾)𝑐𝑐) ≥ min {𝐵𝐵(𝑎𝑎),𝐵𝐵(𝑐𝑐)}, ]1,0[,, ∈∀∈∀ γRca
; 3) 𝐵𝐵 is upper semi-continuous on 𝑅𝑅 , i.e., ε+≤ )()( 0aBaB  , 

),( 0aNa∈∀  Ra ∈∀ 0 , ,0>∀ε  )( 0aN  is a neighborhood; 4) 

The set }0)(,{ >∈=+ aBRaB  is compact.  

Definition 2: The r -level of the fuzzy number 𝐵𝐵 is defined as 
follows  

})(:{][ raBRaB r ≥∈=   (1) 

where 10 ≤< r , .EB∈   

Definition 3: Let EBB ∈21,  and R∈ξ  , the operations 
addition, subtraction, multiplication and scalar multiplication are 
defined as  

],[][][][ 21212121

rrrrrrr BBBBBBBB ++=+=⊕                (2) 

1 21 21 2 1 2[ ? ] [ ] [ ] [ , ]
r rr rr r rB B B B B B B B= − = − −          (3) 

2 1 1 21 2 1 2
1 2

2 1 1 21 2 1 2

min{ , , , }
[ ? ]

max{ , , , }

r r r rr r r r
r

r r r rr r r r

B B B B B B B B
B B

B B B B B B B B

 
 =
 
 

      (4) 







≤

≥==
0),,(
0),,(][][

11

11
11

ξξξ
ξξξξξ

rr

rr
rr

BB
BBBB         (5) 

 Definition 4: The Hausdorff distance between two fuzzy 
numbers 1B  and 2B  is defined as [30,31]  

|)}||,(|max{sup),( 2121
10

21
rrrr

r
BBBBBBD −−=

≤≤
               (6) 

 ),( 21 BBD  has the following properties 

(i) ),,(),( 2121 BBDuBuBD =⊕⊕  EuBB ∈∀ ,, 21   

(ii) ),,(||),( 2121 BBDBBD ξξξ =  EBBR ∈∈∀ 21,,ξ   

(iii) ),,(),(),( 2121 vBDuBDvuBBD +≤⊕⊕   

 EvuBB ∈∀ ,,, 21   

(iv) ),( ED  is stated as complete metric space. 

Definition 5: The function Eaa →],[: 21ψ  is integrable on 
],[ 21 aa  , if it satisfies in the below mentioned relation  

)),(,),(()(
111

dxrxdxrxdxx
aaa
ψψψ ∫∫∫

∞∞∞
=         (7) 

 If )(xψ  be a fuzzy value function, as well as )(xq  be a fuzzy 
Riemann integrable on ],[ 1 ∞a  so )()( xqx ⊕ψ  can be a fuzzy 

Riemann integrable on ],[ 1 ∞a  . Therefore,  

dxxqdxxdxxqx
aaa

)()())()((
1

∫∫∫
∞∞∞

⊕=⊕ ψψ      (8) 

 According to the fuzzy concept or in the case of interval 
arithmetic, equation sBB ⊕= 21  is not equivalent with 

1 2 1 2? ( 1)s B B B B= = ⊕ − or to 2 1 1? ( 1)B B s B s= = ⊕ −  and this is 
the main reason in introducing the following Hukuhara difference 
(H-difference). 

Definition 6: The definition of H-difference [32,9], is proposed 
by 1 2 1 2?HB B s B B s= ⇔ = ⊕  . If 1 2?HB B  prevails, its r -

level is 1 21 21 2[ ? ] [ , ]
r rr rr

HB B B B B B= − − . 

 Precisely, 1 1? 0HB B =  but 1 1? 0B B ≠ . 

Definition 7: Suppose Eaa →],[: 21ψ  and ],[ 210 aax =  . 

ψ  is strongly generalized differentiable at ,0x  if for all 0>k  

adequately minute, Ex ∈′ )( 0ψ  exists in such a manner that 

(i) ∃  0 0( )? ( )Hx k xψ ψ+  , 0 0( )? ( )Hx x kψ ψ −  and  

0 0 0 0( )? ( ) ( )? ( )
0 0

0

lim lim
( )

H Hx k x x x k
k kk k

x

ψ ψ ψ ψ

ψ
+ +

+ −

→ →
=

′=
 

or (ii) ∃ 0 0( )? ( )Hx x kψ ψ + , 0 0( )? ( )Hx k xψ ψ−  and  

0 0 0 0( )? ( ) ( )? ( )
( ) ( )0 0

0

lim lim

( ),

H Hx x k x k x
k kk k

x

ψ ψ ψ ψ

ψ
+ +

+ −
− −→ →

=

′=
 

or (iii) ∃ 0 0( )? ( )Hx k xψ ψ+ , 0 0( )? ( )Hx k xψ ψ−  and  

0 0 0 0( )? ( ) ( )? ( )
( )0 0

0

lim lim

( )

H Hx k x x k x
k kk k

x

ψ ψ ψ ψ

ψ
+ +

+ −
−→ →

=

′=
 

or (iv) ∃ 0 0( )? ( )Hx x kψ ψ +  , 0 0( )? ( )Hx x kψ ψ −  and  

0 0 0 0( )? ( ) ( )? ( )
( )0 0

0

lim lim

( )

H Hx x k x x k
k kk k

x

ψ ψ ψ ψ

ψ
+ +

+ −
−→ →

=

′=
 

Remark 1:It is clear that case )(i  is H-derivative. Furthermore, a 
function is (i)-differentiable only when it is H-derivative. 
Remark 2: It can be concluded from [32] that, the definition of 
differentiability is noncontradictory [33]. 
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Let us consider ER →:ψ  where )(tψ  has a parametric 

form as )],(),,([)],([ rtrtrt ψψψ =  , for all 10 ≤≤ r  , thus  

(i) If ψ  be (i)-differentiable, so ),( rtψ  and ),( rtψ  are 

differentiable functions, moreover )),(),,(()( rtrtt
′′=′ ψψψ . 

(ii) If ψ  be (ii)-differentiable, so ),( rtψ  and ),( rtψ  are 

differentiable functions, moreover )),(),,(()( rtrtt ′′
=′ ψψψ . 

Suppose Raaf →),(: 21  is differentiable on ),( 21 aa , 
furthermore ψ ′  has finite root in ),( 21 aa  , and Em∈ , therefore, 

)()( xmfx =ψ  is strongly generalized differentiable on ),( 21 aa  
along with )()( xfmx ′=′ψ  , ),( 21 aax∈∀ . 

Theorem 1: [9] Assume EER →×:ψ  is taken to be a 

continuous fuzzy function. If Rx ∈0  , the fuzzy initial value 
constraint  





=
=′

00 )(
),()(

φφ
φψφ

x
xt

   (9) 

 is incorporated with two solutions: (i)-differentiable, also (ii)-
differentiable. Hence the successive iterations  

],[,))(,()( 1001
0

xxxdtttx n

x

xn ∈∀+= ∫+ φψφφ      (10) 

 and  

0
1 0 0 1( ) ? ( 1) ( , ( )) , [ , ]

x

n H nx
x t t dt x x xϕ ϕ ψ ϕ+ = − ∀ ∈∫   (11) 

approaches towards the two solutions sequentially. 

Definition 8: A Z-number has two components [ ]paBZ ~),(= . 
The primary component )(aB  is restriction on a real-valued 
uncertain variable 𝑎𝑎. The secondary component p~  is a measure of 
the reliability of 𝐵𝐵 . p~  can be reliability, the strength of belief, 
probability or possibility. When )(aB  is a fuzzy number and p~  is 
the probability distribution of 𝑎𝑎, the Z-number is stated as 𝑍𝑍+-
number. When )(aB  as well as p~  are fuzzy numbers, the Z-
number is stated as 𝑍𝑍− -number. 

The 𝑍𝑍+  -number carries more information when compared 
with 𝑍𝑍− -number. In this paper, we utilize the definition of 𝑍𝑍+ -
number, i.e., [ ],~, pBZ =  𝐵𝐵  is a fuzzy number and p~  is a 
probability distribution. 

To express the fuzzy number the most common membership 
functions are utilized in this paper. The popular membership 
functions are the triangular function 

( ) 0,,
32

21
321

23

3

12

1

=






≤≤
≤≤

==
−
−
−
−

B

a

B otherwise
a
a

F µ
λλ
λλ

λλλµ
λλ
ζλ
λλ
λ

(12) 

 and trapezoidal function  

( ) 0
1

,,,

32

43

21

4321 34

4

12

1

=








≤≤
≤≤
≤≤

== −
−
−
−

B
a

a

B otherwise
a
a
a

F µ
λλ
λλ
λλ

λλλλµ λλ
λ

λλ
λ

(13) 

 The probability measure is defined as 

daapaP BR
)(~)(~ µ∫=   (14) 

where p~  is the probability density of a  , also 𝑅𝑅 is the restriction 
on .~p  For discrete Z-numbers  

)(~)()(~
1

iiB

n

i

apaBP µ∑
=

=   (15) 

 Definition 9: The r -level of the Z-number )~,( PBZ =  is 
illustrated as 

( )rrr pBZ ]~[,][][ =    (16) 

 where 10 ≤< r . rp]~[  is computed by the Nguyen's theorem  





===

rrrrrr PPBBpBpp ~,~]),([~)]([~]~[       (17) 

where { }rr BaapBp ][|)(~)]([~ ∈= . So rZ ][  can be demonstrated 
as the form r  -level of a fuzzy number  

( ) ( ) 













==

rrrrrrr PBPBZZZ ~,,~,,][  (18) 

where )(~~ r
i

rr
apBP = , )(~~ r

i
rr

apBP = , ).,(][
r

i
r

i
r

i aaa =   

Similar with the fuzzy numbers, the Z-numbers are also 
incorporated with three primary operations, addition, subtraction, 
and multiplication. The operations in this paper are different 
definitions with [34]. The r  -level of Z-numbers is applied to 
simplify the operations. 

Suppose )~,( 111 pBZ =  and )~,( 222 pBZ =  be two discrete Z-

numbers expressing the uncertain variables 1a and ,2a  

,1)(~
111 =∑ = ιι apn  1)(~

221 =∑ = ιι apn . The operations are displayed 
as  

)~~,( 21212112 ppBBZZZ ∗∗=∗=     (19) 

 where { ,?,?}∗∈ ⊕  . 

For all 21
~~ pp ∗  operations, we use convolutions for the 

discrete probability distributions 

( ) )(~)(~)(~~~
12,22,1121 apapappp ini

i

==∗ −∑  (20) 

The above definitions satisfy the Hukuhara difference [35], 

1 2 12

1 2 12

?HZ Z Z
Z Z Z

=
= ⊕

  (21) 
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 If 1 2?HZ Z  prevails, the r  -level is  

1 21 21 2[ ? ] [ , ]
r rr rr

HZ Z Z Z Z Z= − −  (22) 

 Obviously, 1 1? 0HZ Z =  , 1 1? 0Z Z ≠  . 

Also the above definitions satisfy the generalized Hukuhara 
difference [7]  

1 2 12
1 2 12

2 1 12

1)
?

2) ( 1)gH

Z Z Z
Z Z Z

Z Z Z
= ⊕

= ⇔  = ⊕ −
(23) 

 It is easy to display that 1) and 2) in combination are genuine if 
and only if 12Z  is a crisp number. With respect to r  -level we 
have 

1 2 1 21 2 1 21 2[ ? ] [min{ , },max{ , }]
r r r rr r r rr

gHZ Z Z Z Z Z Z Z Z Z= − − − −  

and If  and  subsist, 1 2 1 2? ?H gHZ Z Z Z= . The 
circumstances for the inerrancy of 12 1 2?gHZ Z Z E= ∈  are  

12 1 212 1 2

12 1212 12

1 2 1212 1 2

12 1212 12

1)
sin , sin ,

2)
sin , sin ,

r r rr r r

r rr r

r r rr r r

r rr r

Z Z Z and Z Z Z

with Z increa g Z decrea g Z Z

Z Z Z and Z Z Z

with Z increa g Z decrea g Z Z

 = − = −

 ≤
 = − = −

 ≤

       (24) 

 where ]1,0[∈∀r   

If B  is a triangular function, the absolute value of the Z-number 
)~,( pBZ =  is defined as 

|))||||(|~|,||||(|)( 232221131211 λλλλλλ ++++= paZ   (25) 

 If 𝐵𝐵1, as well as 𝐵𝐵2 are triangular functions, the supremum metric 
for 𝑍𝑍-numbers )~,( 111 pBZ =  and )~,( 222 pBZ =  is illustrated as  

)~,~(),(),( 212121 ppdBBdZZD +=   (26) 

in this case ),( ⋅⋅d  is defined as the supremum metrics with fuzzy 
sets [3]. ),( 21 ZZD  is incorporated with the following possessions  

),(),(),(
),(||),(

),(),(
),(),(

2121

2121

2112

2121

ZZDZZDZZD
ZZDZZD

ZZDZZD
ZZDZZZZD

+≤
=

=
=++

ζζζ
 

where R∈ζ  , )~,( pBZ =  is Z-number and 𝐵𝐵  is triangle 
function, for proof refer to [36]. 

Definition 10: Suppose Ẑ  demonstrates the space of Z -
numbers, then the −r  level of Z -number valued function 

Zaa ˆ],[: 21 →Ψ  is defined as  

)],(),,([),( rrr φφφ ΨΨ=Ψ  

where Ẑ∈φ  , and ]1,0[∈r  . 

Based on the definition of Generalized Hukuhara difference, 
the gH-derivative of Ψ  at 0φ  is defined as  

0 0 00

1( ) lim [ ( )? ( )]gHh
h

h
ϕ ϕ ϕ

→
′Ψ = Ψ + Ψ    (27) 

In (27), )( 0 h+Ψ φ  and )( 0φΨ  represents similar style with 𝑍𝑍1 
and  𝑍𝑍2respectively defined in (laiop). 

By implementing the 𝑟𝑟 − level (16) to initial value problem, 
))(,()( ttt φψφ =′ , we generate two Z-number valued functions: 

[ ]),(),,(, rarat φφψ  and [ ].),(),,(, rarat φφψ   

The initial value problem can be equivalent to the following 
relation  

[ ]
[ ]
[ ]
[ ]





=′
=′







=′
=′

),(),,(,
),(),,(,

)

),(),,(,
),(),,(,

)

rarat
rarat

ii

rarat
rarat

i

φφψφ
φφψφ

φφψφ
φφψφ

  (28) 

3. Fuzzy Sumudu transform 

Fuzzy initial and boundary value problems can be resolved by 
utilizing fuzzy Laplace transform [10]. In this paper, the FST 
methodology for Z-number is illustrated, furthermore the 
properties of this methodology is stated. By applying the FST 
methodology, the FDE based on Z-number is reduced to an 
algebraic equation. The main advantage of the FST is that it can 
resolve the equation without resorting to a new frequency domain. 
The methodology of converting FDEs to an algebraic equation is 
expressed in [10]. 

Definition 11: Suppose )(tψ  be a continuous Z-number 
valued function, also, ( )? tBt eψ − be an improper Z-number 
Riemann integrable on ),0[ ∞ . Accordingly, 

0 ( )? tBt e dtψ∞ −∫  is 
expressed as FST and it is defined by 

0( ) [ ( )] ( )? tB t Bt e dtψ ψ∞ −Ω = = ∫S  , where KB <≤0 , 0≥K  

, also te−  is a real-valued function. Based on the Theorem 3 we 
have the following relation  

0 0 0
( )? ( ( , ) , ( , ) )t t tBt e dt Bt r e dt Bt r e dtψ ψ ψ

∞ ∞ ∞− − −=∫ ∫ ∫    (29) 

 Let  

0

0

[ ( , )] ( , )

[ ( , )] ( , )

t

t

t r Bt r e dt

t r Bt r e dt

ψ ψ

ψ ψ

∞ −

∞ −

= ∫
= ∫

S

S
 (30) 

 hence we obtain the following relation  

)]),(),,([()]([ rtrtt ψψψ SSS =  (31) 
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 Theorem 2: Suppose )(tψ ′  be a Z-number valued integrable 
function, as well as )(tψ  be the primitive of )(tψ ′  on ),0[ ∞  . 
Therefore,  

1 1[ ( )] ? [ ( )]?( ?[ (0)])t t
B B

ψ ψ ψ′ =S S       (32) 

where  is considered to be (i)-differentiable, or  

1 1[ ( )] ?[ (0)]?( ? [ ( )])t t
B B

ψ ψ ψ− −′ =S S     (33) 

 where ψ  is considered to be (ii)-differentiable. 

Proof. For arbitrary fixed ]1,0[∈r  we have  

1 1

1 1 1 1

? [ ( )]?( ? (0))

( [ ( , )] [ (0, )], [ ( , )] [ (0, )])
B B

B B B B

t

t r r t r r

ψ ψ

ψ ψ ψ ψ= − −

S

S S S S
     (34) 

 We have the following relations  

)],0([)],([)],([
)],0([)],([)],([

11

11

rrtrt
rrtrt

BB

BB

ψψψ
ψψψ

−=
−=

′

′

SS
SS

 (35) 

 Hence, we obtain  

1 1? [ ( )]?( ? (0)) ( [ ( , )], [ ( , )])t t r t r
B B

ψ ψ ψ ψ
′′=S S S    (36) 

If  is considered to be (i)-differentiable, so  

1 1? [ ( )]?( ? (0)) [ ( )]t t
B B

ψ ψ ψ ′=S S         (37)  

Let  is (ii)-differentiable. For arbitrary fixed ]1,0[∈α  we 

obtain 
1 1

1 1 1 1

?[ (0)]?( ? [ ( )])

( (0, ) [ ( , )], (0, ) [ ( , )])
B B

B B B B

t

r t r r t r

ψ ψ

ψ ψ ψ ψ

− −

− −= + +

S

S S
(38) 

The above equation can be written as the following relation 
1 1

1 1 1 1

?[ (0)]?( ? [ ( )])

( [ ( , )] (0, ), [ ( , )] (0, ))
B B

B B B B

t

t r r t r r

ψ ψ

ψ ψ ψ ψ

− −

= − −

S

S S
(39) 

We obtain  

),0()],([)],([
),0()],([)],([

11

11

rrtrt
rrtrt

BB

BB

ψψψ
ψψψ

−=
−=

′

′

SS
SS

 (40) 

 So, we have  

1 1( (0))?( ? [ ( )]) ( [ ( , )], [ ( , )])t t r t r
B B
ψ ψ ψ ψ

′ ′− −
=S S S    (41) 

 Hence  

1 1( (0))?( ? [ ( )]) ([ ( , )],[ ( , )])t t r t r
B B
ψ ψ ψ ψ

′ ′− −
=S S  (42) 

 Since ψ  is (ii)-differentiable, therefore,  

1 1( (0))?( ? [ ( )]) [ ( )]t t
B B
ψ ψ ψ− − ′=S S      (43) 

 Theorem 3: Taking into consideration that Sumudu transform 
is a linear transformation, so if )(tψ  and )(tϑ  be continuous Z-

number valued functions, moreover 1k  as well as 2k  be constant, 
therefore the following relation can be obtained  

1 2 1 2[( ? ( )) ( ? ( ))] ( ? [ ( )]) ( ? [ ( )])k t k t k t k tψ ϑ ψ ϑ⊕ = ⊕S S S  (44) 

Proof. We have  

1 2

1 20

1 20 0

1 20 0

1 2

[( ? ( )) ( ? ( ))]

( ? ( ) ? ( ))?

? ( )? ? ( )?

?( ( )? ) ?( ( )? )
? [ ( )] ? [ ( )]

t

t t

t t

k t k t

k Bt k Bt e dt

k Bt e dt k Bt e dt

k Bt e dt k Bt e dt
k t k t

ψ ϑ

φ ϑ

ψ ϑ

ψ ϑ
ψ ϑ

∞ −

∞ ∞− −

∞ ∞− −

⊕

= ⊕∫
= ⊕∫ ∫
= ⊕∫ ∫
= ⊕

S

S S

  (45) 

 Therefore, we conclude  

1 2 1 2[( ? ( )) ( ? ( ))] ( ? [ ( )]) ( ? [ ( )])k t k t k t k tψ ϑ ψ ϑ⊕ = ⊕S S S  (46) 

 Lemma 1: Assume that )(tψ  is a continuous Z-number value 
function on ),0[ ∞  , also 0≥γ  , thus  

[ ? ( )] ? [ ( )]t tγ ψ γ ψ=S S   (47) 

 Proof. Fuzzy Sumudu transform ? ( )tγ ψ  is defined as  

0
[ ? ( )] ? ( )? tt Bt e dtγ ψ γ ψ

∞ −= ∫S       (48) 

 furthermore, we have  

0 0
? ( )? ? ( )?t tBt e dt Bt e dtγ ψ γ ψ

∞ ∞− −=∫ ∫     (49) 

 therefore,  

[ ? ( )] ? [ ( )]t tγ ψ γ ψ=S S     (50) 

 Lemma 2: Assume that )(tψ  is a continuous Z-number valued 
function, and 0)( ≥tϑ  . Furthermore, if we suppose that 

( ( )? ( ))? tt t eψ ϑ −  is improper Z-number Reiman integrable on 
),0[ ∞  , then  

0

0 0

( ( )? ( ))?

( ( ) ( , ) , ( ) ( , ) )

t

t t

Bt Bt e dt

Bt Bt r e dt Bt Bt r e dt

ψ ϑ

ϑ ψ ϑ ψ

∞ −

∞ ∞− −

∫
= ∫ ∫

 (51) 

 Theorem 4: Suppose )(tψ  is a continuous Z-number valued 
function, also )()]([ BDt =ψS  , therefore,  

1

1 1

1[ ? ( )] ( )
1 1

a t Be t D
a B a B

ψ =
− −

S    (52) 

where tae 1  is considered to be a real value function, also 
01 1 >− Ba  . 
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Proof. We have the following relation  

1 1

1 1

0
(1 ) (1 )

0 0

[ ? ( )] ( )

( ( , ) , ( , ) )

a t a Bt t

a B t a B t

e t e e Bt dt

e Bt r dt e Bt r dt

ψ ψ

ψ ψ

∞ −

∞ ∞− − − −

= ∫
= ∫ ∫

S
 (53) 

 Let us consider Btaz 11−=  , then  

1

1 1 1

1 1 1 1 1 1

1
1 1 10 0

1 1 1
1 1 1 1 1 1

[ ? ( )]

( ( , ) , ( , ) )

{ ( ), ( )} ( )

a t

z zBz Bz
a B a B a B

B B B
a B a B a B a B a B a B

e t

r e dz r e dz

D D D

ψ

ψ ψ∞ ∞− −
− − −

− − − − − −

= ∫ ∫

= =

S
  (54) 

4. Solving fuzzy initial value problem with fuzzy Sumudu 
transform method 

Consider the following fuzzy initial value problem based on Z-
numbers  





≤<=
=′

10)),,0(),,0(()0(
)),(,()(

rrr
ttt
φφφ

φψφ
 (55) 

where ))(,( tt φψ  is a Z-number function. By utilizing FST 
method for Z-numbers, we obtain  

))](,([)]([ ttt φψφ SS =′   (56) 

 The solving process of Eq. (56) is based on the following cases. 

Case 1: Assume that )(tφ′  is (i)-differentiable. Base on the 
Theorem 3 we extract  

)),(),,(()( rtrtt
′′=′ φφφ   (57) 

1 1[ ( )] ( ? [ ( )])? (0)t t
B B

ϕ ϕ ϕ′ =S S  (58) 

Eq. (58) can be displayed as the following relation  





−=
−=

),0()],([)]),(,([
),0()],([)]),(,([

11

11

rrtrtt
rtrtt

BB

BB

φφφψ
αφφφψ

SS
SS

 (59) 

 where  







∈=
∈=

))},(),,((|),(max{)),(,(
))},(),,((|),(min{)),(,(

rtrtBBtrtt
rtrtBBtrtt

φφψφψ
φφψφψ

   (60) 

 Accordingly, Eq. (60) can be resolved on the basis of the 
following assumptions  

),()],([ 1 rBUrt =φS   (61) 

 ),()],([ 2 rBUrt =φS   (62) 

where ),(1 rBU  , as well as ),(2 rBU  are the Z-number solutions 
of the Eq. (60). By applying inverse Sumudu transform, ),( rtφ  as 

well as ),( rtφ  are computed as  

)],([),( 1
1 rBUrt −= Sφ    (63) 

 )],([),( 2
1 rBUrt −= Sφ   (64) 

 Case 2: Assume that )(tφ′  is (ii)-differentiable. Based on the 
Theorem 3 we extract  

)),(),,(()( rtrtt ′′
=′ φφφ   65) 

 
1 1[ ( )] ( ? (0))?( ? [ ( )])t t

B B
ϕ ϕ ϕ− −′ =S S    (66) 

 Eq. (66) can be displayed as the following relation  





−=
−=

),0()],([)]),(,([
),0()],([)]),(,([

11

11

rrtrtt
rrtrtt

BB

BB

φφφψ
φφφψ

SS
SS

 (67) 

where  







∈=
∈=

))},(),,((|),(max{)),(,(
))},(),,((|),(min{)),(,(

rtrtBBtrtt
rtrtBBtrtt

φφψφψ
φφψφψ

   (68) 

Accordingly, Eq. (68) can be resolved on the basis of the following 
assumptions  

),(),((
),(),((

2

1

rBVrt
rBVrt

=
=

φ
φ

S
S

   (69) 

where ),(1 rBV  , and ),(2 rBV  are the Z-number solutions of the 
Eq. (68). By applying inverse Sumudu transform, ),( rtφ  as well 

as ),( rtφ  are computed as  

)],([),(
)],([),(

2
1

1
1

rBVrt
rBVrt

−

−

=
=

S
S

φ
φ

  (70) 

5. Examples 

The following examples have been used to narrate the 
methodology proposed in this paper. 

5.1. Example 1 

A tank with a heating system is displayed in Figure 1, where 
5.0~ =R  , the thermal capacitance is 2~

=C  also the temperature is 
ψ  . The model is formulated as follows[10, 37],  





=
≤≤−=′

)]1,9.0,8.0()),,0(),,0([()0(
0),()( ~~1

prr
Tttt

CR

φφφ
φφ

 (71) 

By utilizing the FST method based on Z-number we obtain  

)]([)]([ tt φφ −=′ SS    (72) 

𝑆𝑆[𝜙𝜙′(𝐵𝐵𝐵𝐵)]⨀𝑒𝑒−𝑡𝑡𝑑𝑑𝐵𝐵   (73) 

 where KB <≤0  . By considering case 1 for Z-numbers the 
following relation is obtained  
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1 1 1[ ( )] ?( [ ( )]? (0)) [ ( )]? (0)t t t
B B B

ϕ ϕ ϕ ϕ ϕ′ = =S S S (74) 

Therefore  

1 1[ ( )] [ ( )]? (0)t t
B B

ϕ ϕ ϕ− =S S               (75) 

Based on the Eq. (59), we have  







−=−
−=−

),0()],([)],([
),0()],([)],([

11

11

rrtrt
rrtrt

BB

BB

φφφ
φφφ

SS
SS   (76) 

Therefore, the Z-number solution of Eq. (76) is extracted as 
)]1,94.0,8.0()]),,([)],,([[( prtrt φφ SS  where  

 
Fig. 1. A tank with a heating system  
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rrtrt
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B
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B

B
B

B

φφφ
φφφ

S
S

 (77) 

 By utilizing the inverse Sumudu transform for Z-numbers, we 
have  
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+=

−
−

−
−−

−
−

−
−−

)(),0()(),0()],([
)(),0()(),0()],([

1
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1
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22

B
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B

B
B

B

rrrt
rrrt

SSS
SSS

φφφ
φφφ

       (78) 

where  







+=

+=
+−−

+−−

)()(),(
)()(),(

2
),0(),0(

2
),0(),0(

2
),0(),0(

2
),0(),0(

rrtrrt

rrtrrt

eert
eert

φφφφ

φφφφ

φ
φ

   (79) 

By considering case 2 for Z-numbers the following relation is 
obtained  

1 1[ ( )] ( [ ( )])?( (0))t t
B B

ϕ ϕ ϕ− −′ =S S      (80) 

Hence  

1 1[ ( )] ( [ ( )])?( (0))t t
B B

ϕ ϕ ϕ− −
− =S S    (81) 

 Based on the above relations, Eq. (71) is illustrated as  





−=−
−=−

),0()],([)],([
),0()],([)],([

11

11

rrtrt
rrtrt

BB

BB

φφφ
φφφ

SS
SS

 (82) 

 So, the Z-number solution of Eq. (82) is displayed as 
)]1,9.0,8.0()]),,([)],,([[( prtrt φφ SS  where  





=
=

+

+

))(,()],([
))(,0()],([

1
1

1
1

B

B

rtrt
rrt

φφ
φφ

S
S

  (83) 

By utilizing the inverse Sumudu transform for Z-numbers, we have  





=
=

+
−

+
−

)(),0(),(
)(),0(),(

1
11

1
11

B

B

rrt
rrt

S
S

φφ
φφ

  (84) 

where  





=
=

−

−

),0(),(
),0(),(

rert
rert

t

t

φφ
φφ

  (85) 

 If the initial condition is taken to be a symmetric triangular Z-
number as )],1,9.0,8.0()),1(),1([()0( prara −−−=φ  so 

Case 1 :  





−=
−−=

))1((),(
))1((),(

raert
raert

t

t

φ
φ

  (86) 

 Case 2:  
Table 1. Approximation errors based on Z-numbers 

 





−=
−−=

−

−

))1((),(
))1((),(

raert
raert

t

t

φ
φ   (87) 

 Approximation errors based on Z-numbers are shown in Table 1. 
These errors are the differences between the exact and the 
approximation solutions, for two different methods: FST and 
Average Euler method [38]. 

The following formula is utilized to transfer the Z-numbers to 
fuzzy numbers,  

φφπ
φφφπσ

d
d

P

P

)(
)(

∫
∫=  

 By taking in to consideration ),0195.0,0078.0[()~,( == pBZ  

)]94.0,86.0,8.0(p , we obtain ]86.0;0195.0,0078.0[=σZ
accordingly ].0195.086.0,0078.086.0[=′Z  Approximation errors 
based on fuzzy numbers are shown in Table 2. 

Figure 2 shows the corresponding error plots based on fuzzy 
numbers. FST is more accurate than the Average Euler method. 
Figure 3 and Figure 4 demonstrate the corresponding solution plots 
based on fuzzy numbers. 
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By implementing Z-numbers the degree of reliability of the 
information can be increased [39, 40]. The comparison between 
the Z-number )]94.0,86.0,8.0(),0195.0,0078.0[( pZ =  and fuzzy 
number ]0180.0,0072.0[  is displayed in Figure 5. It can be seen 
that the Z-number incorporates with several information, also the 
solution related to the Z-number is more precise. The membership 
function regarding the restriction in the Z-number is considered to 
be ].0195.0,0078.0[=

ZBµ  It can be in probability form. 

Table 2. Approximation errors based on fuzzy numbers 

 

 
Fig. 2. The lower and upper bounds of absolute errors based on fuzzy numbers 

 

 
Fig. 3. The solution of FDE under case 1 consideration based on fuzzy 

numbers 
  

 
Fig. 4. The solution of FDE under case 2 consideration based on fuzzy 

numbers 
 

 
Fig. 5. The comparison between the Z-number and fuzzy number 

 
5.2. Example 2  

A tank system is displayed in Figure 6. Suppose 1+= tI  is 
inflow disturbances of the tank that generates vibration in liquid 
level φ  , also 1=H  is the flow obstruction, which can be curbed 
utilizing the valve. 1=Q  is the cross-section of the tank. The 
liquid level is illustrated as following relation [41, 42],  





=
≤≤+−=′

)]1,91.0,85.0()),,0(),,0([()0(
0,)()( 1

prr
Tttt Q

I
QH

φφφ
φφ

(88) 

 By utilizing the FST method based on Z-number we obtain  

 
Fig. 6. Liquid tank system 

 

1 1[ ( )] ( ? [ ( )])?( [ (0)])t t
B B

ϕ ϕ ϕ− =S S S     (89) 

 dteBtt t

a

−′∞

∫′ )()](([
1

φφS   (90) 

By considering case 2 for Z-numbers the following relation is 
obtained  

1 1[ ( )] ( ? [ ( )])?( [ (0)])t t
B B

ϕ ϕ ϕ− −′ =S S S    (91) 

 So  

1 1[ ( )] [ ] [1] ( ? [ ( )])?( [ (0)])t t t
B B

ϕ ϕ ϕ− −
− + + =S S S S S (92) 

Based on the Eq. (59), we have  
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 Therefore, the Z-number solution of Eq. (93) is extracted as  
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 hence,  
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 By utilizing the inverse Sumudu transform for Z-numbers, we 
obtain  
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Where    
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 If the initial condition is taken to be a symmetric triangular Z-
number as )],1,9.0,85.0()),1(),1([()0( prara −−−=φ  , so  
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Approximation errors based on Z-numbers are shown in Table 
3. These errors are the differences between the exact and the 
approximation solutions, for two different methods: FST and 
Max-Min Euler method [38]. Figure 7 shows the Corresponding 
solution plot based on fuzzy numbers. 

Table 3. Approximation errors based on Z-numbers 

 

 
Fig. 7. The solution of FDE under case 2 consideration based on fuzzy 

numbers 

6. Conclusion 

In this paper, a novel method based on the FST is proposed in 
order to find the solution of the first order FDEs on the basis of the 
Z-numbers. The new method is clarified by utilizing the concept 
of strongly generalized differentiability. By using the FST method, 
the FDE converts to an algebraic problem. Some essential 
theorems are laid down in order to demonstrate the properties of 
the FST. Two real examples are applied to demonstrate the 
effectiveness of the proposed technique. This work has a 
significant contribution in initializing a superior starting point for 
such extensions. 
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 Microelectromechanical Systems (MEMS) are devices made up of several electrical and 

mechanical components. They consist of mechanical functions (sensing, thermal, inertial) 

and electrical functions (switching, decision making) on a single chip made by 

microfabrication methods. These chips exhibit combined properties of the two functions. 

The size of system has characteristic dimensions less than 1mm but more than 1μm. The 

configuration of these components determine the final deliverables of the switch. MEMS 

can be designed to meet user requirements on any level from microbiological application 

such as biomedical transducers or tissue engineering, to mechanical systems such as 

microfluidic diagnoses or chemical fuel cells. The low cost, small mass and minimal power 

consumption of the MEMS makes it possible to readily integrate to any kind of system in 

any environment. MEMS are faster, better and cheaper. They offer excellent electrical 

performances. MEMS working at Radio frequencies are RF MEMS. RF-MEMS switches 

find huge market in the modern telecommunication networks, biological, automobiles, 

satellites and defense systems because of their lower power consumptions at relatively 

higher frequencies and better electrical performances. But the reliability is the major 

hurdle in the fate of RF MEMS switches. Reliability mainly arises due to the presence of 

residual stresses, charging current, fatigue and creep and contact degradation. The 

presence of residual stresses in switches the S-Parameters of the switches are affected badly 

and the residual stress affects the final planarity of the fabricated structure. Design and 

simulation of an RF-MEMS switch is proposed considering the residual stresses in both on 

and off state. The operating frequency band is being optimized and the best possible feasible 

fabrication technique for the proposed switch design is being analyzed. S-Parameters are 

calculated and a comparison for the switches with stress and without stress is performed in 

FEM based HFSS software. 
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1. Introduction 

MEMS technologies are faster, better, and cheaper. They have 
reduced size and weight, means fewer power consumption and 
there are lower component counts. MEMS promises superior 
electrical performances and are built with low cost [1]. They can 
be produced at massive level. They have advanced functionality 
and superior reliability. They have new functionality and better 
system capability.  

The ultimate goals of MEMS are to reduce size, cost, weight, 

power consumptions by increasing the performance of existing 

macroscopic devices [2]. To make devices never before possible at 

macroscopic scale. Easy to integrate into systems or modify. They 

have Small thermal constant and they can be highly resistant to 

vibration, shock and radiation. MEMS are Microelectro- 

mechanical system in which the device and structures are 

fabricated at micro levels using the micro level fabrication process 

[3]. It is basically an integrated micro devices or systems 
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combining electrical and mechanical components fabricated using 

Integrated Circuit (IC) compatible processing technique and it 

range from micron to millimeter [4].  

MEMS structures can be a simple system with all static 

elements or large complicated system with some parts moving and 

some static elements. Chief concept of MEMS is that there is at 

least one moving element [5]. MEMS most important elements are 

micro sensors and micro actuators. Basically these are the 

transducers that convert electrical to mechanical and vice versa. 

Micro actuators and micro sensors are widely used in the integrated 

circuits industry due to low per device cost and other benefits. 

 

2. Radio Frequency MEMS 

2.1. Maintaining the Integrity of the Specifications 

MEMS can be classified into different types depending upon 

their mean of actuation. These include acoustic MEMS, optical 

MEMS and Radio Frequency MEMS (RF-MEMS) [6]. RF MEMS 

operate in the electromagnetic wave frequencies in the 3 kHz - 300 

GHz range [7-8]. This frequency provides maximized efficiency 

in the circuitry and ability to flow through paths containing 

insulating material, such as the dielectric insulators of capacitors. 

3. Microfabrication of RF-MEMS Switch and Thermal 

Induction of Residual Stress 

In Trento Italy; at ITC-IRST research center; using gold 
electroplating a process  was carried out on micro bridge and RF 
MEMS; which resulted in obtaining suspended microstructure by 
photoresist of 3micrometer thickness [2]. 

3.1. RF Switch Surface (RFS) Micromachining 

The RF-MEMS STS whose design is considered in this study 

is realized through the gold electrodeposition microfabrication  

1. At 975C in a wet atmosphere silicon wafer came in contact 

with thermal oxide of 1000nm thickness and then with 

nitrogen. Resistors and lines are formed by polysilicon while 

pattern is formed by dry ditching 

2. At 718C silicon oxide is placed with wafer and after that 

applied to photolithography.  

3. A metal is spitted for signal line generation. The general 

temperature is 400C but when LPCVD oxide is deposited 

temperature rises by 30C. The area which was free from 

photoresist; for electrical contact oxide is removed by dry 

etching then wafer is washed. 

4. Wafer is now wet etched and floating metal (Cr/Au) layer is 

evaporated. 3micrometer thickness of Cr is placed between 

oxide layer and Au. 

5. At 52C electroplating of gold on seed layer is done. 

6. At 52C; gold layer is used for strengthen the structure. It’s 

left for 30 minutes a 190C. Finally at 200C structure comes  

in contact with plasma oxygen for removing extra layers. 

3.2. Mechanisms contributing to Residual Stress Induction 

For residual stress following steps are made: - 

1. Stress In this process; Cr-Au PVD is deposited on 

photoresist. Seed layer is used for ensuring adhesive 

property of Au. Although due to thermal instability 

chromium oxide is formed along with residual stress. 

2. Gradient happens due to difference in thermal coefficient of 

gold and seed layer. Seed layer expands more rapidly and 

results in tensile residual stress. However micro beams get 

deformed due to release of Au. 

3. Oxygen Plasma ashing helps in avoiding sticking but 

temperature changes too rapidly forming residual stress. 

Temperature is maintained at 200C so that Au reached even 

the narrow paths. 

4. Design of RF-MEMS Symmetric Toggle Switches 

 

4.1. On State without stress 

     The simply designed switch in HFSS is the extension of work 

presented in “Simulating the Electromagnetic Effects of 

Thermally Induced Residual Stresses in RF-MEMS Switches”. 

This RF-MEMS switch is designed in FEM based HFSS software. 

In this switch, (Figure 1) simply a suspended type bridge was 

designed over the coplanar waveguide transmission line, the 

design of the switch is as follow. The gold material was assigned 

to the bridge, this switch was designed just to ensure the results 

validity with the already present standards in the literature. 

Similarly, when the stress was induced in the switch, (Figure 2) 

the central bridge of the switch deflected upward, which 

ultimately affected the overall electromagnetic performance of the 

switch. 

4.2. Identify the Headings Design of a simple RF-MEMS Switch 

in off-state without stress 

When the switch is in the off state, the bridge deflects 
downwards at the center just over the dielectric layer of signal 
CPW (Figure 3). The side conductors of the CPW are grounded 
while the signal pass through the central conductor of CPW 

Figure 1: Design of a simple RF-MEMS Switch without stress and excitation 
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Figure 2: Design of a simple RF-MEMS Switch without stress and excitation and 

air box 

 

Figure 3: Design of a simple RF-MEMS Switch in off-state without stress 

The excitation of the switch is applied through waveport 

excitations and it is shown in the figure as red shaded side 

conducting sheet. The waveport connects the central conductor of 

the CPW with the side conductors, and are used to supply the 

signal through the switch (Figure 4).  

 

Figure 4: Design of a simple RF-MEMS Switch in off-state without stress with 
the excitation shown 

 

5. Comparison of simply designed switch with the results 

already present in literature 

5.1. Return Loss of On State 

  Per the Rangra at Kamal and Jacobi [9], the reflection 

coefficient of the switch during the on state must be always less 

than -10 dB, which ensures better switch performances. When 

we designed a simple switch RF-MEMS switch in HFSS 

software, the result of reflection coefficient was ascending curve 

along the X-axis. The result of this switch (Figure 5) is exactly 

in accordance with existing standards of literature [10, 11] which 

ensures that our approach was accurate. 

 

Figure 5: Simulated results of on state return loss 

As shown in the graph above, at lower frequencies like between 

1.5 GHz to 4 GHz, the reflection was good. Later as the operating 

frequency range increased, the switch moved to lesser matching 

or the reflection of the power from the switch increased. From the 

frequency range of 8GHz to 16 GHz, the switch was not in ideal 

conditions i.e. the refection increased at higher frequencies. The 

result already stated in literature (Figure 6) also showed the same 

trend as shown below [10, 12]. The reflection increased as we 

move on to higher frequencies. 

 

Figure 6: Literature results of on state return loss [2, 10] 
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5.2. Insertion loss of on state 

Ideally, the switch during the on state should have minimum 

insertion loss, i.e. the value of transmission coefficient should be 

zero or close to zero. The results which we obtained for a simple 

RF-MEMS switch in the on state are shown in the graph below, 

here as the frequency increases, the value of transmission 

coefficient increases, which predicts lower or poor insertion loss 

(Figure 7). Ideally the transmission coefficient should be zero as 

state hypothetically in the literature (Figure 8), but in actual it is 

not possible to have perfectly zero transmission coefficient [2, 10]. 

But as the frequency increases, overall there is a decline in the 

value of transmission coefficient. Which means that at higher 

frequencies the transmission reduces [13]. 

  

Figure 7: Simulated results of on state Insertion loss 

 

Figure 8: Literature results of on state Insertion loss [2, 10] 

 

5.3. Return Loss of Off-State 

 Now when the switch is in off-state, the value of 

reflection coefficient should be greater than -10 dB because at the 

off-state, switch is not in the working conditions. Maximum 

power which is incident to the switch gets reflected back [14]. So 

as the literature predicts, if the operating frequency is taken on X-

axis and the transmission coefficients along Y-axis, then the graph 

should be an ascending curve. So our results of a simple RF-

MEMS switch (Figure 9) were found to be exactly similar to those, 

which were mentioned in the literature (Figure 10). The slight 

difference in the curve can be explained in terms of the operating 

frequency ranges i.e. in our graph the limit was between 0 GHz to 

16 GHz, whereas in the standard the limit was between 0 GHz to 

40 GHz. 

 

Figure 9: Simulated results of off state return Lost 

 

Figure 10: Literature results of off state return Loss. [2, 10] 

 

5.4. Result of Isolation in Off State 

 According to the set standards, the isolation should be 

maximum in the off-state. Due to higher isolation, the leakage of 

power during off-state is minimum [15]. The S21 represents the 

isolation in the off-state. So, here the curve according to the set 

standard is descending curve, followed by a dip at nearly 15 GHz, 

and then a gradually ascending curve, after 15 GHz. So, our 

results of the simple RF-MEMS switch (Figure 11) are in 

accordance with the pre-defined standards (Figure 12). So, 

maximum isolation was observed at off-state nearly at 15 GHz. 

 

   Figure 11: Simulated results of off state Isolation 
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           Figure 12: Literature results of off state Isolation. [2, 10] 

 

6. ANALYSIS OF RESULTS 

6.1. Without stress 

 The value of return loss S11 in the RF-MEMS switch 

without stress, shows excellent results. The value of reflection 

coefficients is much less than -10 dB, which indicates the best 

matching in the sense of transmitting power. The value of S11 lies 

between -58 dB to -42 dB, which indicates the very less power is 

reflected. As the value is much lesser than -10 dB, so we can say 

that switch is having excellent matching or very good reflection 

loss [16, 17]. Ideally any operating switch must have, reflection 

loss less than -10 dB, then it is assumed that the electrical 

performance of the switch is better. If any switch does not have 

this predefined reflection coefficient, then it means that maximum 

of the power is wasted or reflected back rather than transmitting 

through the switch [18]. So, the designed switch in HFSS software, 

which was already fabricated showed excellent electrical 

performance in the on state. Their electromagnetic performances 

are good for the frequency ranges between 2GHz to 16 GHz but, 

are best between the frequencies of 1.5 GHz to 8GHz.  Similarly, 

the value of transmission coefficient is near 0dB, which means 

that overall transmission through the switch is excellent. The logic 

behind stating this is that as we know 0dB is actually equal to 1. 

It means when the value of transmission is or close to 0dB then 

the transmission through the switch will be excellent. Again, the 

operating frequency ranges between 1GHz to 8GHz. Because as 

the frequency increases, the transmission decreases.  

6.2. With Stress 

 Due to the generation of residual stresses in the RF-

MEMS switch, the reflection of the switch is badly affected. The 

reason is that due to generation of stresses, the bridge deflects 

upward at the center. Now the air gap between the top central 

bridge and the ground dielectric increases [19, 20, 21]. Due to rise 

in air gap the up-state capacitance of the switch is decreased now. 

As we already explained in the design aspect of RF-MEMS switch 

that S-parameters are dependent upon the up and down state 

capacitances. Reflection is dependent upon the up-state 

capacitances while the isolation is affected by down state 

capacitances [22, 23, 24]. The results of return loss with stress are 

shown in Figure 13. 

 

Figure 13:  Simulated results of return loss with stress 

Similarly, the results for insertion loss are shown in Figure 14. 

 

Figure 14: Simulated results of insertion loss with stress 

7. Conclusion 

So we can conclude that switch was operating efficiently 

when there were no residual stresses but due to the generation of 

residual stresses, not only the final planetary of the switch was 

affected but also the electrical performance of the switch was 

affected badly. Future work can be done on how to reduce the 

residual stresses in RF-MEMS switch during microfabrication 

when the temperature is changed abruptly. Some research can also 

be produced in the domain of improving reliability of RF-MEMS 

switches by reducing the effects of charging of dielectric, the 

effects of creep and fatigue along with the contact degradation. So 

that it may help to improve the overall efficiency of the RF-

MEMS switch. 
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 The background of the article lies in South Eastern Finland, in Lappeenranta, where an 
active University campus has attracted a group of ICT startups as well as SME’s in the field 
to collaboration. The novel education approach also has another remarkable role as a 
developer and source of innovation. An experimental development ecosystem (EDE), where 
learning of knowledge, skills and character are combined, is presented in the article. Also 
future paths of the EDE are discussed. Companies in the ICT field worldwide are in 
constant need of competent experts who are ready to adopt the new tools and, at the same 
time, have an entrepreneurial mindset. We argue that inspiring students to learn through 
appropriate learning methods and providing them with a modern learning environment 
comes first. ICT tools, applications and systems to support learning objectives come second. 
The model presented in the article has been studied for some years as action research. The 
learning methods that have been found beneficial in IT and marketing bachelor education 
have been spread to other bachelor and master study programs as well. Results from the 
data show that students who study as team entrepreneurs have learned content knowledge, 
meta-skills and reflection skills via the learner-centric methods used in EDE. They have 
also been inspired to employ new ICT tools and applications to support their learning and 
project work. 
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1. Introduction  

This article is an extension of the work originally presented in 
Educon 2017 in Athens in April 2017 [1].   

The change in digitalization has been rapid and the change 
speed has been increasing during the recent decade. Since 
Facebook, we have seen plenty of new platform business models. 
Only some of them have succeeded and have been able to capture 
value for themselves.  However, those who have succeeded have 
been able to capture themselves almost the whole market.  

At the same time, many conventional businesses have run into 
severe challenges caused by rapid digitalization. To give an 
example, The Finnish Posti – a post delivery company owned by 
the government – has in recent years laid off employees due the 
diminishing amount of traditional mail deliveries. At the same 
time, agile delivery companies have challenged the Finnish Posti 
by offering customers faster delivery and several add-on services. 
The Finnish Posti has tried to find new business elsewhere, e.g. 
from lawn moving services to offering basic health care services. 

Another example is the Finnish national railway company VR 
Group, which has held a monopoly for a long time (over 150 
years). During the recent years, discussion about free competition 
in railway traffic has increased, and current plans may be deployed 
in the 2020s. Already, these plans have caused major 
reorganizations and layoffs within the VR Group. 

There are more such examples found elsewhere in the world, 
e.g. Eastman/Kodak. When we consider what will happen in 
higher education, we can foresee what is going to happen in the 
future. How will platforms such as Khan Academy, Coursera and 
Udemy, and other more sophisticated platforms developed after 
them, change the current education systems? How many teachers 
will be needed in future to teach basic principles of programming, 
for example, when high-quality content can be freely loaded via 
learning platforms? 

For us as educators and researchers an important question is: 
Are we going to build a shelter and try to resist the change, or 
would it be wiser to build a windmill and try to utilize the winds 
of change as well as possible?  
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In the world of today, there is plenty of information available. 
Thus, one has to be able to think critically, have skills to synthesize 
and put the information into action in a wise way. According to 
Fadel et al. [2], in order to deepen the learning process in the three 
essential dimensions – knowledge, skills and character qualities –
an important dimension is needed – meta-learning. This means that 
there are some internal processes required for our learning, namely 
reflection and adaptation of our learning. Figure 1 presents the 
framework for the 21st century learner and for the curriculum 
redesign that tries to answer to these needs.  

Our practical experiences with the same philosophy started 
several years ago. We – a group of lecturers - decided to start 
building a learning environment which would enable utilizing 
knowledge gained from different sources, combine theory, 
learning by doing and reflection, and make rapid changes possible 
when learning needs a change, without rethinking and redesigning 
the whole curriculum. This learning environment also provides 
practical measures to show students’ progress. 

     The current curriculum (presented in section 2.1) is a result 
from coaching altogether 11 student teams comprising altogether 
more than 150 students from two areas of specialization - 
information technology and marketing. The development of the 
curriculum took place in 2009 - 2016. Since its early steps in 
2009, this learning environment has expanded into a learning 
ecosystem that we call Experimental Development Ecosystem 
(EDE). This article describes the ecosystem and its pedagogical 
background, how the learning is organized within it, and the 
operational level practices that enable it. In this article, we 
present and discuss our current state of the art with the EDE, 
ongoing development activities as well as future development 
paths.  

The article is organized as follows. Chapter 2 presents the 
results from a literature study about the requirements in bachelor 
education in Finland and in the OECD context. It also presents the 
current state of the art with the Experimental Development 
Ecosystem. Chapter 3 discusses data collection and data analysis. 
Chapter 4 lists some observations based on the data, and finally, 
Chapter 5 summarizes the findings and discusses our probable 
future paths on the subject.  

2. Rapid changes will require rearrangements in 
organizing learning environments 

Discussion on a right balance between studying explicit 
content that will, depending on the subject, easily become out-of-
date, and meta-skills that are useful but, at the same time, may 
leave learners with an experience of not learning anything specific 
has been going on for a long time. Skills that are easy to teach and 
learning that is easily measured involve skills that are easily 
automated [3]. We are, to a certain extent, educating young people 
for future professions that do not exist when decisions about 
students’ curricula are made. These new professions emerge (and 
some others disappear) while students are studying for their 
diploma.  

Learning is less about reproducing content knowledge. It is 
more about extrapolating what we know in novel situations [3]. In 
future, more employees with versatile skills are needed and, at the 

same time, fewer specialists with deep expertise in one subject are 
needed. Communal learning skills and team working in 
multidisciplinary working groups or teams are important [3]. 

The demands presented for undergraduate education are 
versatile. Based on a study of literature [3-10], an undergraduate 
student needs at least the following skills:  

• team working 
• communal learning 
• problem solving 
• creativity and innovativeness 
• critical thinking 
• decision making 
• leadership and self-leadership 
• shared expertise 
• reflection on one’s values, and social and emotional skills. 

 
At the same time, learning environments built for supporting 

learning should 
• offer versatile methods for learning 
• diminish teacher-led methods 
• provide coaching for the constantly changing world 
• foster entrepreneurship 
• enable running pilots (e.g. establishing cooperatives). 
[3-10].  
 
To get an overall picture of what should be considered when 

organizing higher education in 2017, we looked for a framework 
for identifying knowledge, skills, meta-level skills and methods. 
We also wanted to make a cross-section of the EDE compared to 
other frameworks. The framework we chose is presented in Figure 
1. 

 
Figure 1. The framework for 21st century education by Centre for Curriculum 

Redesign [2]. 

According to [8], there are four forces that lead the learners 
towards new ways of learning for life in the 21st century. These 
forces are:  

1. Knowledge work – employees who use brain power as well as 
digital tools for creating new solutions collaboratively in 
teams 
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2. Thinking tools – knowledge workers use a set of digital tools, 
devices and services 

3. Digital lifestyles – today’s student generations are born into the 
digital society, and grow up with the digital devices 

4. Learning research – the latest research on learning during the 
last three decades has deepened the understanding of learning 
processes (See [34 – 37], [39-40], and [51-60] for more) 

2.1. State of the art at our UAS – Experimental Development 
Ecosystem (EDE) 

Since 2009 we have been developing a new learning 
environment, combining studying content knowledge (theory), 
learning by doing (practice), and employing dialogue [11, 12] in 
knowledge sharing, knowledge creation and reflection. Together 
with several local companies and municipalities, we have been 
able to build the Experimental Development Ecosystem. The 
current ecosystem offers our undergraduate students an excellent 
platform for both studying content knowledge, applying this 
knowledge in real customer projects, and reflecting what has been 
learned by doing with other team members and the team coach.  

Since 2013 we have been developing the EDE in parallel with 
several RDI projects supported by the Finnish Funding Agency for 
Innovation (TEKES), Saimaa UAS and LUT University. An 
“easy-to-start” cooperation between stakeholder groups with little 
or no thresholds has been a cornerstone for the further development 
of the EDE. 

The EDE was originally created and developed as a social 
innovation; it is a novel way to organize bachelor education for IT 
and Business Administration students specializing in marketing at 
Saimaa UAS. Tiimiakatemia [13] in Jyväskylä and Proakatemia 
[14] in Tampere were studied as models of how the core structures 
of team learning can be established. Both of the above academies 
are specialized in entrepreneurship.  An extensive study of how 
team learning and team entrepreneurship has been organized at 
Saimaa UAS with IT students to support entrepreneurship 
education was carried out by Juvonen in 2014 [15]. 

In 2014 there was no other learning environment designed to 
support entrepreneurship education in IT Bachelor education [15]. 
The current employment of the EDE seems to be the only 
implementation of team entrepreneurship where a student can 
specialize in marketing (other deployments focus on 
entrepreneurship overall) and study as a team entrepreneur 
combining theory, practice and reflections within the EDE.  

Studies on learning environments designed for supporting 
entrepreneurship education in higher education [16- 31], focus on 
promoting entrepreneurship by fostering either the mindset or 
skills needed in entrepreneurship, or focus on increasing the status 
of entrepreneurship as a career choice. Most of the studies we 
found from Scopus and Science Direct databases (from year 2010 
until now) had a narrow focus either on a single course or group of 
students or a certain technique to foster entrepreneurial skills or 
thinking. We summarized these studies as follows: 

- Applications, tools and methods for fostering 
entrepreneurial mindset, skills or intentions [19 – 25] 

- Evaluation of entrepreneurship education programs 
overall [26, 27], perceived of value of entrepreneurship 
education program [27], evaluation of methods used in 
entrepreneurship education [28] 

- How demand and supply meet on entrepreneurship 
education [30 - 32] 

- Student entrepreneurship [33] 

Applications with quite a similar approach than the EDE 
described in this study were found only at Lund University in 
Sweden and at University of Southern Denmark [18]. At Lund 
University, practice-based courses and projects are offered, and 
best practices are spread within an entrepreneurial ecosystem. At 
the University of Southern Denmark, there are many 
entrepreneurship education related courses, where different 
learning methods are used. Most of them are extra-curricular 
courses, which complicates student participation. Furthermore, 
basic concepts are taught in a conservative way and practical issues 
are learned via intensive courses, or via “real entrepreneurs” as 
visiting lecturers. An active reflection process has been found 
effective to unleash creative and innovative thinking potential [18]. 

Students in these two applications are not studying as team 
entrepreneurs, so they are not running and developing their own 
enterprise while they are studying. Rather they are participating in 
a series of teacher-led courses. Based on these differences, the 
current deployment of the EDE described in this study is 
considered as a novel approach to entrepreneurship education.  

Also concepts of transformational learning [34] have been 
applied to service-learning while performing service work in [35]. 
The EDE is more than a team learning environment (Figure 2). 

 
Figure 2. The Experimental Development Ecosystem.  Adapted from [36]. 

The novelty of our approach (the EDE) is in combination of 
several factors. At the same time this combinations derives the 
EDE from the approaches found in literature. These factors are as 
follows: 

- Students learn as team entrepreneurs by running a 
company (a cooperative) they own by themselves 

- Focus for students is on specializing in learning marketing 
in versatile ways 

- Experimental learning is emphasized - theory, practice and 
reflection is involved all the time 
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- A team coaching process where team development, team 
performance, and team leadership body of knowledge is 
applied to support learning  

- Several stakeholder groups are involved in the 
implementation of the EDE 

- Continuous cooperation between team entrepreneurs, 
team coaches, and researchers 

- The curriculum has been rebuild to support the team 
learning and team entrepreneurship and it is further 
developed based on the experiences gained 

Currently, Business Administration students who choose to 
specialize in marketing study their first year in a conventional way, 
enrolling on conventional study courses. After choosing the 
specialization in marketing, they continue their studies for two and 
half years as team entrepreneurs (Figure 3).  

 
Figure 3. Overview of the curriculum for marketing students studying as team 

entrepreneurs. 

The students who choose to specialize in marketing establish a 
team enterprise (in the form of a cooperative) and run its operations 
together during their studies. Their studies consist of studying 
theory (reading books and articles), carrying out customer projects 
for real customers for real money, and trainings, where a team 
coach (personnel of Saimaa UAS) coaches the team members and 
the team enterprise for team development and performance.  

Progress of the team entrepreneurs’ studies is measured by five 
practical measures. Four of these measures show the balance 
between theory, learning by doing, and sharing knowledge, and 
reflection. These measures are: 

- amount of book points (3 book points equal to 1 ECTS 
point) 

- amount of trainings (in hours, 133 hours equal to  5 ECTS 
points) 

- amount of projects (in hours, 80 hours equal to 3 ECTS 
points) 

- amount of innovation assignments (in hours, 80 hours 
equal to 3 ECTS points). 

To give an example, when a team entrepreneur participates in 
every training session, which take place twice a week, she will get 
5 ECTS points for trainings in a half year. Furthermore, when a 
team entrepreneur works for 16 hours per week in projects, she 
gets about 6 ECTS points for projects in a half year. Innovation 
sessions are held at least twice a year, and participating in them 
increased the ECTS points. The amount of book points is the only 
individual measure for the team entrepreneurs. Every team 
entrepreneur has to complete at least 102 book points, which 
equals 34 ECTS points. This means that every team entrepreneur 
has to read at least two business books per month. Book trainings 
are held twice a month, and those who have read a book and 
returned a book essay before a book training session are allowed 
to participate.  

The measures described above produce the overall results that 
are monitored at Saimaa UAS, i.e. the numbers of students who 
complete at least 55 ECTS points per academic year (1.8 – 31.7). 
This measure is used by the Finnish Ministry of Education and 
Culture to monitor study progress in every university of applied 
sciences in Finland.  

The team entrepreneurs are an important element of the 
ecosystem as collaboration partners and as a scalable source of 
creativity and innovativeness. Several team entrepreneurs have 
been recruited already during their studies by local companies. 
When a company and a team entrepreneur start cooperation on a 
customer project and continue cooperating on an internship 
scheme and/or Bachelor’s thesis project, it is common, based on 
our experiences, to continue cooperation after the student has 
graduated. 

The curriculum has been adjusted to make close cooperation 
with local companies and other organizations possible and fluent. 
When local companies and other organizations are not able to 
produce the knowledge they need on their own, they can ask team 
enterprises for help. A usual method of helping the local 
organizations is an innovation assignment (IA in Figure 2), where 
new knowledge is produced within a 12- or 24-hour time limit. 
Methods of experimental development are used in these 
assignments in order to create fast, concrete and applicable 
development ideas based on companies’ current needs.  

Innovation assignments serve several purposes. For local 
organizations, they function as a method of rapidly testing their 
assumptions on a certain topic. For team entrepreneurs, they 
provide an environment to develop problem-solving skills. 
Moreover, the assignments function as a measure of team 
development and substance skills. For all parties, the innovation 
assignments make it possible to find further cooperation 
opportunities. In most cases, the organizations participating in an 
IA will become cooperation partners in the EDE. Sometimes they 
also take part in RDI projects. Prototypes and/or concepts are usual 
outcomes of IA’s, and prototyping is an important step in an 
experimental development process. This is the phase that can make 
a difference in comparison to the traditional workshops where the 
ideas are easily forgotten after the workshop. It is also easier for 
the client company to understand the idea and its possibilities for 
the company after seeing the prototype. 

Also research, development, and innovation (RDI) projects 
support the current EDE model by offering team entrepreneurs 
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opportunities to work as research assistants. As research assistants, 
they learn about research methods, gain an understanding of 
organizing research processes and ways of producing value for 
local companies [15]. Acting as research assistants in an RDI 
project has led to employment via internships and/or Bachelors’ 
thesis projects. 

2.2. Pedagogics used in the Experimental Development 
Ecosystem (EDE) 

The pedagogics used in the EDE follow ideally the cycle of 
learning as described by Kolb [37], where learning is described as 
a process: Firstly, concrete experience is gained, and as the next 
step in the process, the experience is reflected on. After that comes 
learning from the experience through abstract conceptualization, 
and finally testing the newly adopted knowledge and skills 
through active experimentation.   

 
Figure 4. Cycle of learning, adapted from [35]. 

       In constructivism, the learning of a human being is 
understood as a constant process where individuals are learning 
or creating their own understanding based on interaction between 
what they already know and believe, and ideas and knowledge 
with which they come into contact [38]. Constructivist learning 
involves at least the following five areas: 1) the educator’s 
attention to the learners, the students and their backgrounds, 2) 
dialogue facilitation with the group with the purpose of creating a 
shared understanding of the topic, 3) planned or unplanned 
introduction of formal theory into the discussion, 4) creating 
opportunities for the students to challenge or change the existing 
beliefs and conceptions by using tasks that are structured in a way 
that makes this possible, and 5) developing students’ awareness 
of their level of understanding and the learning process [39]. In 
addition to constructivism, team learning, as well as open and 
honest dialogue, are proven to support the learning objectives.  

In the EDE pedagogics, the complexity of companies’ 
operating environments can be learned via concrete experience. 
At the same time, the theories learned are linked to the reality. 
Here the principles of building an innovative learning 
organization are utilized [40]. When considering the current needs 
of the ICT field, ICT students require more insight into business 
operations, and practicing business. One way of supporting this is 

working together in shared projects with team entrepreneur 
students. Working in multi-disciplinary and heterogeneous 
project groups is analogous to working life experience, as project 
teams consist of experts from different fields. Reflection is an 
elemental part of the learning process and reflective dialogue is 
used as a pedagogical tool for deepening the learning experience. 
The researchers working in the ecosystem support the learning 
process, as they help the students in abstract conceptualization of 
the phenomena learned. The persons working in the ecosystem 
need coaching skills that can be applied to the EDE’s needs as is 
required.  

These modern thoughts about higher education will also 
require new skills from those who are employing the system with 
students. Instead of transferring information to the team 
entrepreneurs, the emphasis in the team coach’s work is rather on 
helping the process of team development and facilitation of the 
learning of the information and skills that the team members need 
for their collaboration and learning (see [41] for more). These 
teamwork skills and competencies include adaptability, shared 
situational awareness, performance monitoring and feedback, 
leadership and team management, interpersonal relations, 
coordination, communication, and decision making. When these 
are managed with success, high commitment to learning can be 
achieved. High commitment usually leads to high performance 
[42].    
 

A team coach should also make oneself familiar with 
different styles of consultation. These styles include acceptant, 
catalytic, confrontational, and prescriptive styles [43]. In the 
acceptant style, feelings are involved, and this style can be 
described as emphatic listening. The catalytic style helps the 
coachee to make decisions. In the confrontational style, the team 
coach points out what will follow if the coachee continues with 
her current behavior. The prescriptive style is common in 
conventional pedagogics. It gives direct advice; however, it does 
not offer the coachee any opportunity for growth. All these styles 
are needed in team coaching. 

3. Data collection and analysis 

The research framework for investigating all the development 
activities concerning the Experimental Development Ecosystem 
has been action research [44, 45]. During September 2015 – 
September 2017 there were several mini-cycles where designed 
development activities were carried out in different parts of the 
EDE, and the team entrepreneurs were active participants in many 
of these development activities.  

The outcome of these development activities was monitored 
through participative observation. The team coaches are active 
agents for change when they act with student team entrepreneurs. 
By choosing to use qualitative methods of inquiry, the authors 
have, at the same time, committed themselves to continuous 
reflection of their own values and how they affect the research. 
 

The field notes have provided valuable qualitative data, which 
has been analyzed with other researchers. Two other team coaches 
have been involved in the sense-making process of how to utilize 
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the current EDE in ICT education and how to foster cooperation 
between team entrepreneurs specialized in marketing and ICT 
bachelor students. 

Survey and theme-based interviews during a one-year period 
between 10/2016 - 9/2017, followed by participative observation, 
have served as the main data collection methods for the study. An 
overview of the collected data for the study is presented in Table 
1. 

Table 1: Overview of the data. 

Data 
collection 
method 

Amount Timeline More information 

Theme-
based 
interviews 

12 10/2016 13 specialists in 12 
interviews, from 
different stakeholder 
groups involved with 
the EDE, were 
interviewed to find 
out development 
targets for the EDE. 

Participative 
observation 
sessions 

Over 50 Training 
sessions, four 
hours twice a 
week between 
9/2016 – 
9/2017 

Team coach acts as 
an active agent for 
development and 
provides examples of 
digital tools for team 
entrepreneurs. 

Theme-
based 
interviews 

34 3/2016 – 
9/2017, lasted 
15 – 40 minutes 

Evaluation of the role 
of the ICT / Digital 
tools and reflections 
on why and how 
team entrepreneurs 
have been deploying 
them. 

Survey 14 
replies 

8/2017 – 
9/2017 

E-mail survey 
followed by 
interviews as a part 
of development 
discussions. 

 

Methodologically, this article is a partly descriptive and partly 
explorative case study [46, 47]. It presents the current 
implementation of the EDE, explores its possible development 
paths, and finally describes how the ICT Bachelor curriculum 
could benefit from it.  

The basic assumption of the authors is that every research is 
value-laden and biased. By choosing to use qualitative methods for 
the inquiry, the authors have, at the same time, committed 
themselves to continuous reflection on their own values and how 
they affect the research. In this study, the objective has been the 
further development of the current EDE and integration of the ICT 
Bachelor education into it at some level. Therefore, there is an 
inbuilt bias in the observations and interventions made. However, 
the authors present the interpretation based on the analysis and the 
process of conducting research transparently and leave judgement 
of the validity of study to the reader.  

The results of the study have been discussed with three team 
coaches and two researchers. Luckily, the team coaches share an 
office at the campus. This has helped to test inner validation of the 

observations made based on the interviews. The data for the article 
consists of qualitative interview material (12 specialist interviews 
with open-ended questions, notes on direct and participative 
observations, 10+ steering group meetings, researcher workshops, 
other workshops and meetings), and several unofficial discussions 
with colleagues and administrative staff at the Saimaa UAS 
campus and elsewhere where the authors have been actively 
involved in development activities. 

Multiple sources of data and close cooperation between the two 
authors made it possible to utilize both investigator triangulation 
and data triangulation [48]. The triangulation of data and 
researchers has helped to test inner validation of the observations 
made based on the interviews and participative observation 
sessions. The data was analyzed applying the principles of 
grounded theory [49, 50]. The grounded theory analysis includes 
three main phases: open coding, axial coding, and selective coding 
[49], and the method requires the researcher theoretical sensitivity 
[51]. The researcher cannot force the data, but instead she has to 
let the data “speak”. Naturally, this phase is extremely hard in 
cases where interviewers have a lot of pre-existing knowledge 
about the subject studied. The process can be made easier by 
asking the same open-ended questions about the subject studied 
from all the interviewees and carefully listening to and reporting 
their expressions. 

In the open coding phase, interesting phenomena in the data 
were highlighted. In this study, the interview notes were first 
gathered into one text file and then analyzed by the two 
researchers. In the axial coding phase, the interesting phenomena 
marked in the open coding phase were grouped and their relations 
(causal and other) were analyzed. In the selective coding phase, a 
lot of data was abandoned, the core of the results - “What is going 
on here?” - was taken, and the research reports were written. An 
example of axial coding phase where i.e. associations and causal 
relations were searched by visualizing interesting phenomena with 
Atlas.ti software is presented in figure 5. 

 
Figure 5. Axial coding with Atlas.ti code network view. 

As mentioned above, the grounded theory analysis lets the data 
speak, and therefore no pre-existing theory is needed. In an ideal 
case, the grounded theory analysis is purely inductive. In practice, 
there always exists little or more pre-existing knowledge and bias 
related to the research subject. To be exact, a target to develop 
something is already a strong bias. Who defines development? 
Development for one stakeholder group may be stagnation for 
another group. When discussing values and biases, the best we can 
do as researchers is to be as open as possible about the motives we 
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recognize in ourselves. In this study, the researchers had a strong 
vision of how ICT Bachelor education should be organized in 
future. However, the interviewees were asked open-ended 
questions about the subject, and the results are presented as they 
are with no value-laden interpretations added. 

 Open coding and axial coding phases went on in parallel. 
During the open coding and axial coding phases, a constant 
comparative method and theoretical sampling [51, 52] were used. 
The use of the constant comparative method meant that when an 
interesting phenomenon was found later during data collection, all 
the earlier data was screened again to see if the phenomenon was 
found there, too. Theoretical sampling was used to collect more 
data on phenomena where more explanation was needed. The data 
was collected until a theoretical saturation was achieved. The use 
of the constant comparative method and theoretical sampling 
increased the researchers’ interaction with the data. The selective 
coding phase also started early and parallel with the axial coding 
phase. The saturation of the new data [51] took place early, which 
meant that there was no need for extra interviews on that subject. 
A new tool for making word clouds was used to visualize part of 
the data (see Figure 4 for more details). 

During the first round of interviews made with stakeholder 
groups, two seed categories [52] emerged during the open coding 
phase: 1) creating interdisciplinary interaction during ICT 
education, and 2) entrepreneurial mindset and its value. Based on 
an analysis of these seed categories and combined with the analysis 
of the new field notes (including memos, emails, book essays, and 
observation data) between January 2016 and mid November 2016, 
a pattern of “Where should we be heading?” was written. The 
results were published in a conference article in the Educon 2017 
conference in Athens, Greece on 27th April 2017. 

At the same time when employing designed actions to the 
Experimental Development Ecosystem learned from the previous 
study, two new research questions were chosen for this study: 

1. What are the learning experiences when dialogue is used 
as learning method?  

2. How new ICT tools and applications have been utilized by 
team entrepreneurs during the first year? 

Between mid of November 2016 and mid November 2017, 
plentiful new data was gathered and analyzed. This data collection 
comprised two interview rounds as part of the team entrepreneurs’ 
development discussions, over 50 training sessions (where team 
entrepreneurs and the team coach were present), and a survey. The 
survey was presented to the team entrepreneurs face to face and 
they were able to ask further questions about the purpose of 
reflecting on these issues. The team entrepreneurs were asked to 
evaluate their dialogue skills, make observations on dialogue in 
other groups they had visited, and describe how they had employed 
ICT tools in their project work. The expressions made by 14 
interviewees were later observed in training sessions, project 
reflection sessions, and finally by end products made with the ICT 
tools that had been utilized. 

4. Observations based on the data  

In general, the majority of the interviewees within our 
stakeholder groups shared the opinion that the ecosystem model 

(EDE) in modern education is a response to many challenges in the 
employment of the newly graduated, and at the same time it is a 
way to pave the way to embarking the working career smoothly 
after studies. The students’ early adoption of an open view of the 
real business life was generally seen as a positive and novel way 
of educating experts for the business world, where the described 
individual capabilities are appreciated by employees.  

Entrepreneurial mindset and thinking as a driving force for 
students was seen as a positive feature to be maintained in 
education. The necessity of establishing a cooperative and working 
as team entrepreneurs was seen differently among the 
interviewees. Some of the interviewees from Saimaa UAS did not 
see that learning to run an enterprise would bring much value to 
ICT students. The interviewees from industry, however, saw that 
learning to think and operate as entrepreneurs would be one of the 
most important topics to learn overall. 

As the most promising pathways, the interviewees saw the 
possibilities of interdisciplinary interaction between marketing and 
ICT students, who all are familiarized with the ICT business and 
the ICT customers’ businesses. During the studies, the two student 
groups could make use of each other’s specialty areas by 
participating in shared projects either in RDI or in business 
collaboration projects. As the study aims at understanding the 
future requirements for a competent ICT education, several ICT 
company representatives were interviewed. As a way to prepare 
competent future employees for the ICT field, the interviewed ICT 
companies mentioned a possibility to participate directly in the 
education of ICT students via both direct education activities and 
placement opportunities or shared customer projects in RDI, for 
example. This would create a firm an efficient recruitment process 
with less need for training the newly recruited personnel. 

The interviewees that have graduated from the team 
entrepreneurship ecosystem or are currently studying marketing in 
that environment had positive experiences of this type of an 
education system. The most important and positive feature 
mentioned was learning through real business cases. The most 
valuable part in the model was the early networking with 
businesses. After graduation, it has been easy to find a job relating 
to the field of studies. At least, this different form of studies in a 
cooperative has proven a positively differentiating factor in job 
applications. 

ICT business is mostly a project-based business where 
experience and an entrepreneurial mindset are a benefit as such. 
The current marketing team entrepreneurs have started to build 
also cooperation with students from different sectors of education 
within Saimaa UAS to be able to expand their domain knowledge. 
Making oneself familiar with different contexts where marketing 
activities (and ICT) are carried out is another example of a 
positively differentiating factor for the job applicant. 

The ICT education ecosystem and ICT education in general 
need to respond to the changing skill requirements in the industry. 
In the EDE this can be promoted by involving the ICT sector in the 
constant development of the study programme and in the education 
activities in special projects. This would ideally result in long-term 
interaction between the ICT industry and the Saimaa University of 
Applied Sciences (SUAS) and the students. In some cases, even 
weekly co-operation between the ICT companies and the coach 
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and students would form a mutually beneficial cooperation model 
supporting a high level of motivation among both the students and 
the ICT companies. When mutual benefits exist and the captured 
value will be fairly shared between the parties, the cooperation will 
sustain itself. 

There were some concerns towards the coached team learning 
and team entrepreneurship model raised in the interviews. In 
general, the team coaches have a key role and they are responsible 
for ensuring that the students are provided with the basic 
capabilities required in the education programme at a University 
of Applied Sciences. It was also stated that this type of a learning 
method is not ideal for students who still have to grow in order to 
mature for the responsibility and self-leadership skills that are 
required by the learning style. The entrance examination for the 
students was seen as one important step in this process. Also, the 
new ICT education should be marketed as a more interdisciplinary 
education program that is not too much technically oriented in 
order to lure the business oriented people with a high motivation 
for fast career building. 

As the student teams operate in groups or as working teams, it 
would be beneficial if the different team roles could be consciously 
tested by each student. This would help the young students safely 
test their own personal strengths, which would be a supporting 
factor in building the students’ professional self-esteem. As all 
companies, also the student teams have to set goals for their actions 
and all the steps during the studies should be taking the team 
towards the goals. It is not enough to act as active since that does 
not suffice to develop the situation. Supporting the building of 
students’ versatile knowledge base requires a broad scale of 
practical learning projects, which has to be ensured during the 
studies. Here, the role of the team coach is emphasized again. A 
frequent presentation discussion of the learning goals and how they 
have (or have not) been achieved is crucial. 

In the Business Administration degree program, the number of 
students who complete 55 ECTS points per year has been 
monitored since 2014 when criteria for funding University of 
Applied Sciences was changed. However, the measuring criteria 
were changed again in 2016, so we do not yet have enough new 
data to be able to make valid arguments about overall results. In 
the academic year 2015 – 2016, the overall result in achieving 55 
ECTS points in the Business Administration and International 
Business degree programs (measured together) was 57.1 % (68.1 
% with team entrepreneurs). In the academic year 2016-2017, the 
figures were 61.3 % (58.7%) respectively. The measuring system 
is now being updated to be able to provide more accurate data in 
future.  

Even though we do not have enough performance data yet from 
team entrepreneurs’ studying within the EDE, we are able to argue 
something. One of the biggest worries at the beginning of team 
learning and team entrepreneurship was how the increased 
freedom of students in choosing what they study and when will 
affect the performance measured in ECTS points. With this small 
amount of data we are able to argue that the pedagogics used with 
the EDE is working and no one has to worry about the performance 
metrics. 

Two of the interviewees strongly emphasized that in future the 
EDE should emphasize the role of internationalization of students 

and companies cooperating in the EDE. This kind of organization 
of learning, development, and research activities is not familiar 
elsewhere and therefore the EDE ideas should be exported to other 
countries as well. The main strengths that this kind of ICT 
education would offer include the digital thinking of “Digi-native” 
generations together with marketing capabilities. These make a 
combination that a successful and competitive international 
business requires. The students would also, right from the 
beginning, start to understand that their future work will be part of 
someone’s business – if not their own.  

4.1. Towards a perfect ecosystem of learning 

The key findings, as also described in pedagogic research 
literature that have proved to be successful in the researched EDE 
model are the following: authentic learning, mental model 
building, internal motivation, multiple intelligences as well as 
social learning. The curriculum applied in Saimaa UAS, as well as 
the piloted methodology applied on certain study courses, aims at 
developing skills needed when coping with the complexities of the 
21st century: team working skills, communal learning skills, 
problem solving skills, leadership and self-leadership skills as well 
as innovativeness, shared expertise, and ability to reflect on one’s 
own values and attitude. 

These suggestions follow the advice from studies on how to 
build great teams. They suggest that energy (how team members 
contribute to a team as a whole), engagement (how team members 
communicate with one another), and exploration (how teams 
communicate with one another) are crucial factors for teams’ 
success [53]. Furthermore, when quality of communication 
includes balance of advocacy and inquiry, a lot of positive 
feedback and true interest in others’ opinions [54], there are many 
of the required elements available to develop great teams. 
Applications selected should support the objectives listed here, and 
this means they cannot be selected from a teacher-centric 
viewpoint. 

 Students’ experiences from learning dialogue skills are proving 
that practicing dialogue in a safe environment gives them valuable 
communication exercise. It also supports the readiness for dialogue 
of the future company developers. Within one year’s time every 
respondent said that there is development gained in one’s own 
dialogue skills. Several respondents stated that they already are 
good at listening to other students. Several stated that they have 
learned to express their own opinions in the group. Based on 
external working life experiences, some students also had noticed 
that in many companies the leadership culture does not encourage 
dialogue at all. These future employees will be motivated as well 
as committed when they are part of a team where dialogue exists.      

4.2. Where there’s a will there’s a way – A practical view of 
communication technologies and platforms. 

A framework for making interpretations based on the 
qualitative data analysis for research question 2 had four phases: 

1. Notes from interview data (What tools were said to be 
employed?) 

2. Direct and participative observation in training sessions 
(What tools were actually employed in practice and by 
who?) 
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3. Reflection of what was learned (Who actually participated 
to implementation of new tools? How tools were selected? 
Why tools were abandoned?) 

4. What outputs were done for customers (Videos, web-sites, 
etc.) with the ICT tools employed? 

These phases helped to validate our findings. When a team 
entrepreneur expressed in an interview (1) that she was interested 
to learn a new tool for making videos, later discussed in training 
session (2) about utilizing the tool in a customer project, reflected 
the use of same tool when a project was completed (3), and finally 
the a video was publicly available (4) in social media platform – 
we were able to validate integrity of our chain of making 
interpretations. An example of how these 14 cases were analyzed 
is presented in figure 6. 

 
Figure 6. An example of qualitative data analysis, case #9 

Based on our current experience, better utilization of tools and 
applications is not limited by availability of ICT tools and 
applications. Rather, it is limited by individual differences in the 
will to share information about one’s working. Sharing work-
related information is a much more sensitive issue than it is usually 
expected to be. This very same phenomenon limits the use of many 
other ICT systems as well.  Every time when there is competition 
of projects within teams or departments of the same organization, 
openness in sharing information is limited. Only part of the 
employees are willing to share their business contacts via the 
company-wide CRM system, for example. A better understanding 
of the benefits of balance between individual work and team work 
(see [55] for more details) is needed to better utilize ICT systems. 
Cui bono (Who benefits?) question has to be answered clearly 
when new systems are employed. 

Adopting the use of some practical IT tools while learning in 
projects is important. To facilitate communications between 
learners and to support project management, a broad selection of 
“free to use” tools have been applied within the EDE. The student 
respondents in the study in August 2017 stated that they had 
learned to use 4 - 5 new IT tools, applications or platforms on 
average during one year’s time. Some of these tools had been 
presented by the team coach or a visiting company representative. 
Currently, also learners find and introduce new tools to the 
community on a regular basis. The list of the tools, applications 
and platforms used is long, including the following ones that were 
mentioned the most frequently: Trello, Slack, Skype, Doodle, 
WhatsApp, Moodle, Dropbox, Google Drive, Canva, Mention, 

Facebook, Twitter, and Instagram. Naturally, email, SMS 
messages and other conventional communications tools are used 
as well. 

 The most frequently used tools in project management were 
Google Drive, Google Sheets and Trello. In a brief unofficial 
discussion with the team entrepreneurs from other teams, the same 
tools were mentioned as the most popular ones in other teams as 
well.   

    According to our experiences, it is rather simple for the students 
to start using new digital tools when working on projects. This also 
helps students to quickly gain valuable experiences with different 
tools and platforms and their usability in different tasks. 
Sometimes students want to challenge themselves by learning to 
use a new tool, and harness it into the use of their cooperative. 
There is no need to teach the system itself, but rather act as an 
example and invite students to use the system. That way they will 
learn how the real work processes can make use of different 
technologies.    

Though learners are using several tools and applications to 
support their learning in projects and to facilitate their 
communication, we are still in the early stages of truly benefitting 
from digitalization. Technology is not a limitation anymore. The 
real limitations are found in normal human behavior. To pick an 
example, a project manager and team members would benefit from 
knowing what tasks other team members currently have, who 
might need more tasks do to or who would need help. This data 
could easily be entered in a Trello table and shared to every team 
member.  

4.3. Objectives first, systems to support productivity second 

Making experiments and building prototypes [56, 57], 
associating different types of knowledge [58 - 60], and sharing 
knowledge of learning experiences [60 - 62] are part of the 
innovation management concept of the EDE. The team 
entrepreneurs experiment with different types of tools, 
applications, systems and platforms to find the ones that are 
appropriate and useful for their purposes. 

Our target with the EDE is to help a new culture of agile 
methods, applications, and practices to emerge. The easiest way so 
far has been to start with the team entrepreneurs by introducing 
new applications to them and just starting using them in project 
management and communications, when students can directly see 
the benefit of the systems. So far, the results have been promising.  

Experimental development is inbuilt in the EDE, in the form of 
innovation assignments mentioned before. Also the learning by 
doing approach, supported by reflection on what was learned, 
creates confidence in the cooperatives and students’ own skills. 
Dedicating time for reflections is an important learning outcome 
on the way of becoming a professional in one’s own area [63]. 

5. Discussion and summary 

Combining and analyzing all data from the stakeholder groups 
of the EDE and from the team entrepreneurs studying within the 
ecosystem, we can clearly identify three steps we have to take next:  
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1) to leverage lessons learned so far in the ICT bachelor 
curriculum and master study curricula 2) to re-evaluate how 
extensively the use of new ICT tools has to be taught, and 3) to set 
objectives for further studies on the topic. 

The current Experimental Development Ecosystem offers a 
pedagogically solid, tested, experimentally developed, and 
continuously evolving basis for supporting bachelor education in 
higher education. Also, the use of digital tools and applications to 
support learning by doing in projects and to facilitate 
communications within and between teams has been increasing 
rapidly.  

5.1. Probable future for the EDE 

Professional development should not focus on educating 
students about how current professions are executed [64]. As 
suggested, professional education should rather be focused on 
developing professions in cooperation between educational 
institutes and companies. Underneath these suggestions lies the 
activity theory [65, 66]. The ultimate goal is to help school and 
work life to collaborate in a better way. In times of rapid changes, 
educational arrangements including theory, practice and reflection 
repeat themselves in a continuing manner. 

• International partners are needed to serve both education 
and business requirements. Companies who are interested 
in internationalizing their operations will benefit from 
opportunities for rapid experimentation in two or more 
locations. 

• ICT students need a balanced amount of core ICT skills and 
business skills. This could be achieved by working with 
team entrepreneurs studying marketing with the EDE. 

• ICT and marketing students should be put in mixed teams 
for sharing knowledge, and especially for creating new 
knowledge together. More cross-fertilization is needed for 
more learning and more versatile ideas. 

There is also a lot of work to be done to better integrate the 
competencies of Saimaa UAS staff into the coaching process of 
marketing team entrepreneurs and/or ICT students, whether they 
study as team entrepreneurs or conventional students. This will 
require a more adaptive attitude towards how learning is organized 
from all the parties involved: teachers, administration, and team 
entrepreneurs.  

In the beginning, this will require a lot of encouragement 
because even though higher education teachers may have 
extensive experience in teaching, they might lack competencies in 
learner-centric pedagogy and its methods, the mindset required for 
experimental development, or even both. Changing methods will 
also require teachers to accept that employing these methods 
means that they will frequently face situations that are novel to 
everyone. If someone has a strong routine of teaching, there might 
not be much interest or will to change it.  

When the courage to experiment new methods to support 
learning is found (usually with support of colleagues or appropriate 
further education), at the beginning the change of habits will raise 
anxiety among teachers and learners. Teachers are used to acting 
as specialists providing answers and at the same time learners have 

been passive listeners. When tables are turned, both parties feel 
uncomfortable and the temptation to go back to old habits is strong. 
If this happens, it will return the potential of learners taking 
responsibility and teachers role of not giving easy answers to 
learners directly to zero. During the process of change we have 
gone through we have seen this phenomenon take place several 
times. 

Very soon teachers, however, usually find out that with longer 
experience in life in general and operating in different types of 
situations helps to coach others to find means of how to solve them. 
Teachers are usually very good at abstracting and conceptualizing 
what has been learned. By reflecting on the learned skills and 
discussing how they can be applied in other contexts will help 
transfer the learning outcomes.  

5.2. How teachers, lecturers and team coaches are able to 
benefit from the changes 

At the beginning, creating a learning environment required in 
the 21st century will take more time than is usually used when 
organizing courses in higher education. After a two or three years’ 
time, a new culture of students’ responsibility for their own 
learning process will start to emerge and strengthen. At this tipping 
point, a team coach will recognize that there will be time for 
tactical and strategic thinking again.   

5.3. Summary 

By combining and analyzing the versatile data we collected, 
we were able to answer the research questions:  

1. What are the learning experiences when dialogue is 
used as learning method? 
 

2. How new ICT tools and applications have been utilized 
by team entrepreneurs during the first year? 

This data shows that dialogue as a learning method was 
appropriate to support the professional development of the team 
entrepreneurs. Various new tools for project management, 
communication, and marketing and sales were employed in 
practice. It is noteworthy that these ICT tools, applications or 
systems were not taught. The dialogue and presentation of the tools 
was enough to inspire action. 

The higher education institutes should foster creation of such 
ecosystems where knowledge, skills and character are combined. 
The learning environments should provide learner-centric 
methods, and acknowledge the importance of metacognition. 
Focusing mainly on content is not enough.  

The systems (tools, applications, platforms) needed to support 
the ecosystem are nowadays mostly free to use and easy to use, 
meaning that most of them can be applied to practice at a fast pace. 
These are used in several visionary companies and they should be 
applied also in higher education institutes if they are not in use yet. 
The authors warmly welcome new partners to write and discuss the 
topics covered in this article. 
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 Feature extraction is taking a very vital and essential part of bio-signal processing. We 
need to choose one of two paths to identify and select features in any system. The most 
popular track is engineering handcrafted, which mainly depends on the user experience 
and the field of application. While the other path is feature learning, which depends on 
training the system on recognising and picking the best features that match the application. 
The main concept of feature learning is to create a model that is expected to be able to learn 
the best features without any human intervention instead of recourse the traditional 
methods for feature extraction or reduction and avoid dealing with feature extraction that 
depends on researcher experience. In this paper, Auto-Encoder will be utilised as a feature 
learning algorithm to practice the recommended model to excerpt the useful features from 
the surface electromyography signal. Deep learning method will be suggested by using 
Auto-Encoder to learn features. Wavelet Packet, Spectrogram, and Wavelet will be 
employed to represent the surface electromyography signal in our recommended model. 
Then, the newly represented bio-signal will be fed to stacked autoencoder (2 stages) to 
learn features and finally, the behaviour of the proposed algorithm will be estimated by 
hiring different classifiers such as Extreme Learning Machine, Support Vector Machine, 
and SoftMax Layer. The Rectified Linear Unit (ReLU) will be created as an activation 
function for extreme learning machine classifier besides existing functions such as sigmoid 
and radial basis function. ReLU will show a better classification ability than sigmoid and 
Radial basis function (RBF) for wavelet, Wavelet scale 5 and wavelet packet signal 
representations implemented techniques. ReLU will illustrate better classification ability, 
as an activation function, than sigmoid and poorer than RBF for spectrogram signal 
representation. Both confidence interval and Analysis of Variance will be estimated for 
different classifiers. Classifier fusion layer will be implemented to glean the classifier which 
will progress the best accuracies’ values for both testing and training to develop the results. 
Classifier fusion layer brought an encouraging value for both accuracies either training or 
testing ones. 
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1. Introduction  

Supervised learning is widely utilised in various applications. 
However, it is still quite limited method. The majority of 
applications need handcrafted engineering extraction of features 
by implementing different techniques. This means that the 
principal purpose is to represent the bio-signal by applying proper 
feature representation methods. Whenever significant features 

represent bio-signal, classification error should be anticipated to be 
lower than extracting features, which are not genuinely 
representing data. However, the general engineering handcrafted 
representation is still effortful and consumes a long time. 
Moreover, the standard feature extraction algorithm relies on 
researcher's experience. Many proposed feature learning methods 
may be implemented to improve feature representation 
automatically and save both effort and time. The primary 
evaluation of the behaviour of implemented feature learning 
method is the classification error. Deep learning is considered the 
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most common technique to implement feature learning. Rina 
Detcher was the first to introduce the fundamentals for both first 
and second order deep learning [1]. Deep learning is an essential 
division of machine learning that consists of a multilayer. The 
output of each layer is considered as features that will be 
introduced to the following cascaded layer [2]. Artificial neural 
networks use a hidden layer to implement each layer of multilayers 
that construct deep learning [3]. Fig.1 shows a simple architecture 
of deep learning steps. The learning technique is done in a 
hierarchal method starting from the lower layers to the upper ones 
[4]. Deep learning can be used for both supervised and 
unsupervised learning where it learns features from data and 
eliminates any redundancy that might be existing in the 
representation. Unsupervised learning recruitment brings more 
defy than supervised one. Unsupervised learning for deep learning 
was implemented by Neural history compressors [5]and deep 
belief networks[6]. 

 

 

 
 
 
 

Fig.1. Traditional Deep Learning Steps 

This paper is organised by presenting a brief study on previous 
work that has been done on classification finger movement and 
deep learning in different fields, then a review study on 
autoencoder including the main equation for Auto-Encoder will be 
introduced. The surface electromyography will be assimilated by 
Wavelet Packet, Spectrogram and Wavelet. We will compare our 
results by implementing three different classifiers, which will be 
Support vector machine, Extreme learning machine with three 
activation functions and Softmax layer. 

The Analysis of Variance (ANOVA) will be calculated for 
different classifiers in Auto-Encoder deep learning method. Also, 
the confidence interval for Auto-Encoder will be implemented as 
well. At last, each of training and testing accuracy will be 
promoted by concatenating classifier fusion layer.  

2. Previous Work 

In this research, we will suggest a deep learning system that 
will be capable of providing essential features from the input signal 
without recourse to traditional feature extraction and reduction 
algorithms. The suggested system will be talented in assert the ten 
hand finger motions.  The classification of different Finger 
motions was discussed earlier in many published scientific types 
of research. The early pattern recognition for finger movements 
was proposed in [7] where the researchers suggested using neural 
networks in analysing and classifying the introduced EMG pattern. 
They classified both finger movement and joint angle associated 
with moving finger. Later, in [8] the authors investigated and 
optimised configuration between electrode size and its 
arrangement to achieve high classification accuracy. Then, in [9] 
the researchers gave more attention to selecting the extremely 
discriminative features by employing Fuzzy Neighbourhood 
Preserving Analysis (FNPA) where the main purpose of this 
technique is to reduce the distance between the samples that 
belong to the same class and maximise it between samples of 

different classes. In the same year, other researchers explored the 
traditional machine learning well-known algorithm. Where, they 
used time domain features and implemented support vector 
machine, linear discriminate analysis and k-nearest neighbours as 
different classifiers then, they took advantage of   Genetic 
Algorithm to search for redundancy in the used dataset and 
selected features as well [10]. In the same context, authors 
proposed an accurate finger movement classification system by 
extracting time domain-auto regression features, reducing features 
by using orthogonal fuzzy neighbourhood discriminant analysis 
technique and implementing linear discriminant analysis as 
classifier [11]. After that, other researchers suggested an accurate 
pattern recognition system for finger movement by extracting 16-
time domain features to process the Electromyography signal and 
implementing two layers feed forward neural networks as 
classifiers [12]. In contrast, effort and time that are being wasted, 
as mentioned before, in feature extraction and reduction were the 
motivation behind introducing the concept of deep learning. 
Therefore, many researchers published valuable achievements in 
deep learning for the biomedical signal. An extensive review study 
was presented on different types of research that recalled deep 
learning in health field [13]. The common factor in each study was 
the recruitment of neural network to learn features from input bio-
signal. In the same context, researchers proposed a model by using 
convolutional neural networks to convert the information which 
was given by wearable sensor into highly related discriminative 
features [14]. Another research presented a deep learning record 
system that predicted the future medical risk automatically after 
extracting essential features by implementing convolutional neural 
networks [15]. Also, researchers implemented a system that used 
to extract shallow features from wearable sensor devices then the 
features were introduced to convolutional neural networks and 
finally to the classifier layer [16]. Based on the above, we can 
conclude that deep learning is an initial step towards implementing 
self-learning system by using neural networks. In our proposed 
system, we will implement neural networks in the form of two 
stages autoencoder, which read represented bio-signal by either 
spectrogram, wavelet or wavelet packet. We will use different 
classifiers to evaluate our system behaviour. Finally, we will add 
classifier fusion layer, which will follow best local classifier 
methodology. Adding classifier fusion was a promising 
contribution to the accuracies. Moreover, both confidence interval 
and Analysis of Variance will be estimated for different classifiers. 

3. Sparse Auto-Encoder 

An Autoencoder is an extensively used technique to reduce 
dimensions [17]. Sparse autoencoder idea first started in [18]. 
Where it started to reduce the redundancy that may result from 
complex statistical dependencies. Building a neural network and 
train it by using sparse method penalty as mentioned in [19] and 
taking into account the number of hidden nodes in the developed 
neural network, is considered a straightforward factor but as 
crucial as choosing the learning algorithm [20].  

Auto-Encoder is a feed-forward neural network that is used in 
unsupervised learning [21]. The implemented neural network is 
being trained to learn features and produce it as its output rather 
than generating classes in case of recalling the classification ability 
of the hired neural network [22]. The encoder input is the 
represented data while its output is the features learnt by 
autoencoder. The learnt features learnt from the autoencoder will 
be introduced to classifier to be used in the assort of the data into 
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predefined classes[23]. Lately, autoencoder is commonly 
employed to extract highly expressing features from data. 

Unlabelled data can be used to train an autoencoder where 
training is mainly interested in optimising the cost function. The 
cost function is mainly responsible for estimating the 
miscalculation that may occur in calculating the reconstructed 
copy of input at the output and the input data. 

Assume that we have an input vector 𝑥𝑥 ∈  𝑅𝑅𝐷𝐷𝑥𝑥 . The 
autoencoder maps this input to a new vector 𝑧𝑧 ∈  𝑅𝑅𝐷𝐷(1). 

𝑧𝑧(1) = ℎ(1)(𝑊𝑊(1)𝑥𝑥 + 𝑏𝑏(1))                                            (1) 

Where the superscript (1) represents the first layer of the 
autoencoder. ℎ(1): 𝑅𝑅𝐷𝐷(1) →  𝑅𝑅𝐷𝐷(1) represents the transfer function, 
𝑊𝑊(1) ∈  𝑅𝑅𝐷𝐷(1)  represents the weight matrix, and  𝑏𝑏(1) ∈  𝑅𝑅𝐷𝐷(1) 
represents the bias vector. Then the decoder transfers the encoded 
representation 𝑧𝑧 as a reconstruction of the input 𝑥𝑥 following the 
next equation 

𝑥𝑥� = ℎ(2)(𝑊𝑊(2)𝑥𝑥 + 𝑏𝑏(2))                                               (2) 

Where the upper character (2) signifies the second layer of the 
autoencoder. ℎ(2): 𝑅𝑅𝐷𝐷(2) →  𝑅𝑅𝐷𝐷(2)  accounts for the transfer 
function, 𝑊𝑊(2) ∈  𝑅𝑅𝐷𝐷(2) represents the weight matrix, and  𝑏𝑏(2) ∈
 𝑅𝑅𝐷𝐷(2) represents the bias vector. 

The sparsity term can be introduced to autoencoder by adding 
an adapted cost function in the form of regularisation term. The 
regularisation function is estimated for each neuron 𝑖𝑖 by averaging 
its activation function, which can be expressed as follows  

𝜌𝜌�𝑖𝑖 =  1
𝑛𝑛

 ∑ 𝑧𝑧𝑖𝑖
(1)�𝑥𝑥𝑗𝑗� =  1

𝑛𝑛
𝑛𝑛
𝑗𝑗=1  ∑ ℎ(𝑊𝑊𝑖𝑖

(1)𝑇𝑇𝑥𝑥𝑗𝑗 +𝑛𝑛
𝑗𝑗=1  𝑏𝑏𝑖𝑖

(1))  (3)  

Where 𝑛𝑛  is the number of training samples, 𝑥𝑥𝑗𝑗  is the 𝑗𝑗𝑡𝑡ℎ 
training sample of input, 𝑊𝑊𝑖𝑖

(1)𝑇𝑇 is the 𝑖𝑖𝑡𝑡ℎ  row of the weight matrix 
transpose of the first layer, and 𝑏𝑏𝑖𝑖

(1)  is the 𝑖𝑖𝑡𝑡ℎ  term of the bias 
vector for the neural network.  The neurone is considered to be 
firing if its output activation function is high and in the case of 
having a low activation value, this means that the neurone is only 
responding to a small number of input samples, which in turn 
encourages the autoencoder to learn. Accordingly, adding a 
limitation term to activation function output 𝜌𝜌�𝑖𝑖  limits every 
neurone to learn from limited features. This motivates the other 
neurones to respond to only another small number of features, 
which initiates every neurone to be responsible for responding to 
individual features for each input.    

Introducing a sparsity regularise value is considered as a 
measure of how far or close is the targeted activation value 𝜌𝜌 from 
the actual activation output function 𝜌𝜌� . Kullback-Leibler 
divergence is a very well know the equation that describes the 
difference between two different distributions. This equation is 
shown as follows: 

Ω𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑡𝑡𝑆𝑆 =  �𝐾𝐾𝐾𝐾(𝜌𝜌||
𝐷𝐷(1)

𝑖𝑖=1

𝜌𝜌�𝑖𝑖)

=  �𝜌𝜌 log
𝜌𝜌
𝜌𝜌�𝑖𝑖

𝐷𝐷(1)

𝑖𝑖=1

+ (1 − 𝜌𝜌) log(
1 − 𝜌𝜌
1 − 𝜌𝜌�𝑖𝑖

) 

(4) 

The cost function is decreased to initiate the two distributions 
𝜌𝜌�𝑖𝑖  and 𝜌𝜌  to be as close as possible. The cost function can be 
represented by a mean square error equation as follows: 

𝐸𝐸 =
1
𝑁𝑁
��(𝑋𝑋𝑘𝑘𝑛𝑛 + 𝑋𝑋�𝑘𝑘𝑛𝑛)2

𝐾𝐾

𝑘𝑘=1

𝑁𝑁

𝑛𝑛=1

+ 𝜆𝜆 ∗ Ω𝑤𝑤𝑤𝑤𝑖𝑖𝑤𝑤ℎ𝑡𝑡𝑆𝑆 +  𝛽𝛽 ∗ Ω𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑡𝑡𝑆𝑆  

 

 

(5) 

Where L2 regularisation is a term to be added to the cost 
function to regulate and prevent the value of Sparsity 
Regularisation value of being small during the training due to the 
increase that may happen to the values of weights and decrease to 
the value of the mapped vector 𝑧𝑧 

Ω𝑤𝑤𝑖𝑖𝑤𝑤ℎ𝑡𝑡𝑆𝑆 = 1
2

 ∑ ∑ ∑ (𝑤𝑤𝑗𝑗𝑖𝑖
(1))2𝐾𝐾

𝑖𝑖
𝑛𝑛
𝑗𝑗

𝐿𝐿
𝑙𝑙                         (6) 

𝐾𝐾 is the number of hidden layers, 𝑁𝑁 is the number of input data 
samples, and 𝐾𝐾 is the number of classes. 

Autoencoder was hired in many research areas as a feature 
learning layer. Where its primary task, was to learn features from 
input data. A robust study was published to compare between 
many applications for autoencoder in deep learning field [24]. 
Autoencoder was implemented in [25] to learn incremental feature 
learning by introducing an extensive data set to denoising 
autoencoder. Denoising autoencoder provides an extremely robust 
performance against noisy data with a high classification accuracy 
[26, 27]. Another suggested autoencoder was a marginalised 
stacked one which showed a better performance, with high 
dimensional data, than the traditionally stacked autoencoder 
regarding accuracy and simulation time [28]. Denoising stacked 
autoencoder was hired to learn features from unlabeled data in a 
hierarchical behaviour [29] and was applied to filter spam by 
following greedy layer-wise to the implemented denoising stacked 
autoencoder [30]. 

In our proposed model, Auto-Encoder is a feed-forward neural 
network that is used in feature learning. The implemented neural 
network is being trained to learn features and produce it as its 
output rather than generating classes in case of recalling the 
classification ability of the hired neural network. Where, we 
implemented a stack autoencoder, which consists of two 
successive encoder stages. The input to the encoder is the data 
while the output is the features or representations. The classifier 
uses features produced from encoder as an input while; its output 
is the classes equivalent to input data [23]. Fig.2 demonstrates the 
steps that the surface electromyography signal moves through by 
using a sparse autoencoder. 

 

 
Fig.2. Procedures of Sparse Auto-Encoder signal representation 
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In the same context of feature learning, autoencoder will 
generate useful features at the output, rather than producing classes, 
by decreasing the dimension of the input data into a lower 
dimension. However, the new lower dimension data will be dealt 
with our features that contain essential and discriminative 
information on the data, which will help in better classification 
results. Sparse autoencoder enhances us to leverage the availability 
of data. 

4. Bio Signal Representation 

We suggested three signal representations be applied on raw 
biological data to ensure fidelity and precision of our bio signal. 
Moreover, introducing raw data directly to first auto-encoder 
stage resulted in accuracy less than 50%. The first data 
representation was the spectrogram for bio raw signal. The 
spectrogram is interpreted to be the illustration of the spectrum of 
frequencies of our surface electromyography signal in a visible 
method. Numerically, Spectrogram can be estimated by 
calculating the square of the magnitude of Short-Time Fourier 
Transform (STFT). It can be called short-term Fourier transforms 
rather than spectrogram. In short time Fourier transforms, the 
long-time signal is divided into equal length segments and shorter 
in time.  Short time Fourier transforms is relevant to Fourier 
transform. Then, the frequency and phase for each segment to be 
estimated separately. Based on the above, we can deduce that 
spectrogram can be treated as  Fourier transform but for shorter 
segments rather than estimating it from the full long signal at 
once[31]. 

Assume that we have a discrete time signal 𝑥𝑥  with a finite 
duration (limited signal) and a number of samples 𝑁𝑁. The Discrete 
Fourier Transform (DFT) can be expressed as follows: 

𝑥𝑥�(𝑘𝑘) = ∑ 𝑥𝑥(𝑛𝑛)𝑒𝑒−𝑖𝑖
2𝜋𝜋𝜋𝜋
𝑁𝑁 𝑛𝑛𝑁𝑁−1

𝑛𝑛=0    , 𝑘𝑘 = 0, … … ,𝑁𝑁 − 1             (7) 

Knowing that the Fourier transform is estimated at frequency 
𝑓𝑓 = 𝑘𝑘

𝑁𝑁
 

The original signal 𝑥𝑥 can be restored back from 𝑥𝑥� by applying 
the inverse Discrete Fourier Transform as follows: 

𝑥𝑥(𝑛𝑛) = 1
𝑁𝑁
∑ 𝑥𝑥�(𝑘𝑘)𝑒𝑒−𝑖𝑖

2𝜋𝜋𝜋𝜋
𝑁𝑁 𝑛𝑛𝑁𝑁−1

𝑘𝑘=0 ,       𝑛𝑛 = 0, … … ,𝑁𝑁 − 1     (8) 

The above-mentioned two equations can be rephrased as 
follows: 

𝑥𝑥 = 1
𝑁𝑁
𝐹𝐹𝑥𝑥�                     (9) 

𝑥𝑥� = 𝐹𝐹�𝑥𝑥                       (10) 

Where 𝐹𝐹 is Fourier matrix of  𝑛𝑛 ∗  𝑛𝑛 dimensions and 𝐹𝐹� is its 
complex conjugate  

𝐹𝐹 =  

⎣
⎢
⎢
⎢
⎢
⎡
1 1 1 ⋯ 1

1 𝑒𝑒𝑖𝑖
2𝜋𝜋
𝑁𝑁 𝑒𝑒𝑖𝑖

4𝜋𝜋
𝑁𝑁 ⋯ 𝑒𝑒𝑖𝑖

2𝜋𝜋(𝑁𝑁−1)
𝑁𝑁

1 𝑒𝑒𝑖𝑖
4𝜋𝜋
𝑁𝑁 𝑒𝑒𝑖𝑖

8𝜋𝜋
𝑁𝑁 ⋯ 𝑒𝑒𝑖𝑖

2𝜋𝜋2(𝑁𝑁−1)
𝑁𝑁

⋮ ⋮ ⋮ ⋱ ⋮

1 𝑒𝑒𝑖𝑖
2𝜋𝜋(𝑁𝑁−1)

𝑁𝑁 𝑒𝑒𝑖𝑖
2𝜋𝜋2(𝑁𝑁−1)

𝑁𝑁 ⋯ 𝑒𝑒𝑖𝑖
2𝜋𝜋(𝑁𝑁−1)2

𝑁𝑁 ⎦
⎥
⎥
⎥
⎥
⎤

 

(11) 

Where the entries of 𝑥𝑥�  is expressed in terms frequencies 
coefficients  

𝑓𝑓 = 0, 1
𝑁𝑁� , 2

𝑁𝑁� , … … (𝑁𝑁 − 1)
𝑁𝑁   �                   (12) 

 

We need to calculate the spectrogram of the signal. Assume 
that we have a signal 𝑥𝑥  of length𝑁𝑁 , which is divided into 
successive equal segments𝑚𝑚 . Where  𝑚𝑚 < 𝑁𝑁 . The matrix of 
successive equal segments can be expressed as 𝑋𝑋  where 𝑋𝑋 ∈
 𝑅𝑅𝑚𝑚𝑚𝑚(𝑁𝑁−𝑚𝑚+1) . The first column of  𝑋𝑋  matrix equals 
[𝑥𝑥[0], 𝑥𝑥[1], … … . 𝑥𝑥[𝑚𝑚 − 1]]𝑇𝑇  and its second column 
equals[𝑥𝑥[1], 𝑥𝑥[2], … … . 𝑥𝑥[𝑚𝑚]]𝑇𝑇 . The spectrogram for a signal 𝑥𝑥 
with window size 𝑚𝑚 can be annotated 𝑋𝑋� . The columns which are 
composing matrix 𝑋𝑋� is the discrete Fourier transform  

𝑋𝑋� = 𝐹𝐹�𝑋𝑋                    (13) 

𝑋𝑋 = 1
𝑚𝑚
𝐹𝐹𝑋𝑋�                 (14) 

The rows of the matrix 𝑋𝑋� are representing the signal 𝑥𝑥 in the 
time domain while its columns are representing the signal 𝑥𝑥 in the 
frequency domain. So simply spectrogram is a time-frequency 
representation of the signal 𝑥𝑥. 

The spectrogram was used in many applications especially for 
speech signal analysis wherein [32] the authors represented the 
speech signal by different representations like Fourier and 
spectrogram to conclude that the resolution is mainly dependent 
on used representations. In [33] the researchers estimated the time 
corrected version of rapid frequency spectrogram of the speech 
signal which showed a better ability to follow the alterations in 
the bio-signal than other published techniques.  

 The second signal representation used was wavelet of the 
signal. Wavelet is estimated by shifting and scaling small 
segmentations of the bio-signal. Fourier transform is an 
illustration of the signal in a sinusoidal wave by using various 
frequencies while wavelet is the illustration of the abrupt changes 
that happen to the signal. Fourier transform is considered a good 
representation of the signal in case of having a smooth signal. 
While wavelet is believed to be a better representation, than 
Fourier, for the sudden changing signal. Wavelet gives the 
opportunity to represent rapid variations of the signal and help the 
system extract more discriminative features.  We implemented 
Haar wavelet for our proposed model.   

So in brief, a wavelet is an analysis for time series signal that 
has non-stationary power at many frequencies [34]. Assume that 
we have a time series signal 𝑥𝑥𝑛𝑛 with equal time spacing 𝛿𝛿𝛿𝛿 and 
𝑛𝑛 = 0, … …𝑁𝑁 − 1  where the wavelet function is Ψ𝑜𝑜(𝜂𝜂)  that 
depends on time 𝜂𝜂 . The wavelet signal has zero mean and is 
represented in both time and frequency domain [35]. Morlet 
wavelet can be estimated by modulating our time domain signal 
by Gaussian as follows: 

Ψ𝑜𝑜(𝜂𝜂) = 𝜋𝜋
−1
4 𝑒𝑒𝑖𝑖𝑖𝑖𝜔𝜔𝑜𝑜𝑒𝑒

−𝜂𝜂2
2                          (15) 

Where 𝜔𝜔𝑜𝑜  is the frequency of the unmodulated signal. The 
continuous wavelet of a discrete signal 𝑥𝑥𝑛𝑛 is the convolutional of 
𝑥𝑥𝑛𝑛 with scaled and shifted version of Ψ𝑜𝑜(𝜂𝜂) 

𝑊𝑊𝑛𝑛(𝑠𝑠) = ∑ 𝑥𝑥𝑛𝑛′
𝑁𝑁−1
𝑛𝑛′=0  𝛹𝛹∗ [(𝑛𝑛′−𝑛𝑛)𝛿𝛿𝑡𝑡

𝑆𝑆
]                              (16) 

Where * is the complex conjugate and 𝑠𝑠 is the scale. 
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The wavelet transform was applied in several studies and 
different fields as in [36] where wavelet implemented in 
Geophysics field, in [37, 38] for climate, in [39] for weather, in 
[40]  and many other applications. The above equation can be 
simplified by reducing the number of 𝑁𝑁 . The convolutional 
theorem permits to estimate 𝑁𝑁 convolutional in Fourier domain 
by implementing Discrete Fourier Transform (DFT). The Discrete 
Fourier Transform for 𝑥𝑥𝑛𝑛.  

𝑥𝑥�𝑘𝑘 =  1
𝑁𝑁

 ∑ 𝑥𝑥𝑛𝑛𝑒𝑒
−2𝜋𝜋𝑖𝑖𝑘𝑘𝑛𝑛

𝑁𝑁�𝑁𝑁−1
𝑛𝑛=0                                   (17) 

Where 𝑘𝑘 = 0, … . ,𝑁𝑁 − 1  which is representing the 
frequencies. For a continuous signal Ψ(𝛿𝛿 𝑠𝑠� ) is defined as 𝜓𝜓�(𝑠𝑠(𝜔𝜔). 
Based on the convolutional theorem, the inverse Fourier 
transform is equal to wavelet transform as follows: 

𝜓𝜓𝑛𝑛(𝑠𝑠) = ∑ 𝑥𝑥�𝑘𝑘𝑁𝑁−1
𝑘𝑘=0 𝜓𝜓� ∗ (𝑠𝑠𝜔𝜔𝑘𝑘)𝑒𝑒𝑖𝑖𝜔𝜔𝜋𝜋𝑛𝑛𝛿𝛿𝑡𝑡                   (18) 

Where the angular frequency 𝜔𝜔𝑘𝑘 can be expressed as follows: 

 

𝜔𝜔𝑘𝑘 =  �2𝜋𝜋𝑘𝑘
𝑁𝑁𝛿𝛿𝑡𝑡

    ∶ 𝑘𝑘 ≤ 𝑁𝑁
2
  or 

𝜔𝜔𝑘𝑘 =  �
−2𝜋𝜋𝑘𝑘
𝑁𝑁𝛿𝛿𝛿𝛿

    ∶ 𝑘𝑘 >
𝑁𝑁
2

 

(19) 

An improved copy of wavelet algorithm was recalled in [41] 
where the authors presented two techniques. The first one used 
expansion factors for filtering while the other one is factoring 
wavelet transform. The researchers in [42] introduced the Morlet 
wavelet to vibration signal of a machine. The vibration signal of 
the low signal to noise ratio was represented by wavelet to grant 
fidelity to the signal and allow extraction better powerful features.  
This model was implemented in [43] where researchers used 
wavelet transform to predict early malfunction symptoms that 
may happen in the gearbox.   

As a refinement act, we scaled the wavelet signal by five in 
wavelet, which in turn promoted the results as shown in Table I. 
As a comparative study, we utilised wavelet packet for the signal 
representation. The signal can be represented in both time and 
frequency domain simultaneously. This representation gains a 
fidelity to the signal due to its robust representation. Wavelet 
packet is one of the very widely used signal representation that 
produces the signal in both time and frequency domain [44]. The 
wavelet packet shows a very well acted for both nonstationary and 
transient signals [45-47]. Wavelet packet is estimated by a linear 
combination of wavelets. The coefficients of linear combination 
are calculated by recursive algorithm [48]. The wavelet packet 
estimation can be done as follows: 

Assume that we have two wavelets type signal ℎ(𝑛𝑛), 𝑔𝑔(𝑛𝑛) 
and two filters of length 2𝑁𝑁. Let us assume that the following 
sequence of functions is representing wavelet functions. 

 

(𝑊𝑊𝑛𝑛(𝑥𝑥),𝑛𝑛 = 0,1,2, … . . ) 

 

𝑊𝑊2𝑛𝑛(𝑥𝑥) = √2  � ℎ(𝑘𝑘)𝑊𝑊𝑛𝑛

2𝑁𝑁−1

𝑘𝑘=0

(2𝑥𝑥 − 𝑘𝑘) 

 

𝑊𝑊2𝑛𝑛+1(𝑥𝑥) = √2  � 𝑔𝑔(𝑘𝑘)𝑊𝑊𝑛𝑛

2𝑁𝑁−1

𝑘𝑘=0

(2𝑥𝑥 − 𝑘𝑘) 

(20) 

Where 𝑊𝑊0(𝑥𝑥) =  𝜑𝜑(𝑥𝑥)  is the scaling function, 𝑊𝑊1(𝑥𝑥) =
 𝜔𝜔(𝑥𝑥) is the wavelet function. 

𝑁𝑁 = 1, ℎ(0) = ℎ(1) = 1
√2

    and   𝑔𝑔(0) = −𝑔𝑔(1) = 1
√2

 

The above equations became      

𝑊𝑊2𝑛𝑛(𝑥𝑥) =  𝑊𝑊𝑛𝑛(2𝑥𝑥) +  𝑊𝑊𝑛𝑛(2𝑥𝑥 − 1) 

And  

𝑊𝑊2𝑛𝑛+1(𝑥𝑥) =  𝑊𝑊𝑛𝑛(2𝑥𝑥) +  𝑊𝑊𝑛𝑛(2𝑥𝑥 − 1)                (21) 

Where 𝑊𝑊0(𝑥𝑥) =  𝜑𝜑 (𝑥𝑥)  is the scaling function, 𝑊𝑊1(𝑥𝑥) =
 𝜔𝜔(𝑥𝑥) is the Haar wavelet function. 

Many researchers implemented wavelet packet as in [49]. The 
authors used wavelet packet to create an index called rate index to 
detect the damage that may happen to the structure of any beam. 
In the same context authors of [50] employed wavelet packet and 
neural networks to detect a fault in a combustion engine. The 
implemented wavelet packet was six levels for sym10 at sampling 
frequency 2 kHz.  

5. Classifiers 

In the implementation of Auto-Encoder as feature learning 
algorithm, we applied three different classifiers, where the first 
was Softmax layer, the second was Extreme learning machine, 
and the third was Support Vector Machine (SVM). We measured 
the accuracy of Linear support vector machine, Quad support 
vector machine, Cubic support vector machine, Fine Gauss 
support vector machine, Medium Gauss support vector machine 
and Coarse Gauss support vector machine and elected the support 
vector machine classifier that resulted in the highest accurate 
result. Furthermore, the appending of classifier fusion layer to 
nominate best local classifier which in return endorsed the 
accuracy values. Fig.3 shows the block diagram for our 
implemented autoencoder feature learning proposed model 
 

 
 

Fig.3. Scheme of proposed Model 
 

Moreover, ANOVA for autoencoder different classifiers was 
implemented. Where, we assembled average testing accuracies 
for four signal representation techniques (Wavelet, Wavelet 
Scale5, Wavelet Packet and Spectrogram) that resulted in P value 
0.7487. So as wavelet results should not be counted, due to its low 
accuracy values, so, we suggested a second trial which was to 
group average testing accuracies for three signal representing 
techniques (Wavelet Scale5, Wavelet Packet and Spectrogram) 
that resulted in P value 0.3405. Both P values showed that there 
was no sensible variation between any of the implemented three 
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classifiers as P value was higher than 0.05 in both cases. Fig.7 
shows different P values for different classifiers. 

In addition to the above, we estimated the confidence interval 
for each classifier. Our confidence interval was designed for 
confidence score 60%. Our assessed interval was bounded by 
higher and lower limit. In other words, we were confident or 
assured of any new accuracy by percentage 60% as long as it is 
located in the previously estimated interval. 

6. Implementation 

In this part, the data acquisition methods we followed will be 
expressed more extensively, and simulation outcomes will be 
exhibited and discussed. 

6.1. Data Acquisition 

The surface Electromyography signal was read by using 
FlexComp Infiniti™ device. Two sensors were placed on the 
forearm of the participant of type T9503M. The placement of two 
electrodes on participant's forearm is as shown in fig.4 

 
Fig.4. Placement of the electrodes 

The Electromyography signal was collected from nine 
participants. Each participant performed one finger movement for 
five seconds then had a rest for another five seconds. Every finger 
motion was reiterated six times. The same sequence was repeated 
for the second finger activity. Amplification of the signal by 1000 
was applied and a sampling rate of 2000 samples for each second 
was implemented. 

The collected Electromyography signal was used to categorise 
between predefined ten finger motions, as shown in Fig.5 via 
using our suggested model. Three folded cross validation was 
applied on our collected Electromyography signal. Accordingly, 
2/3 of the collected data was assigned to training set while 
remaining 1/3 to be used by testing set.  

 
Our surface electromyography signal was filtered to ensure 

fidelity and removal of any noise that may be inserted into the 
collected bio-signal. The average training or testing accuracy was 
estimated by simulating our proposed model for every subject 
apart then summed the accuracies for all subjects and divided the 
result by the total number of subjects. 

 

 
Fig.5. Targeted Ten different finger motions 

6.2. Results 

We implemented 400 nodes for the first layer of autoencoder 
and 300 nodes for the second one. As for the transfer function of 
the encoder, it was the pure linear type. 

Table I shows autoencoder feature learning testing and 
training accuracy where the bio-signal was presented by 
spectrogram, wavelet, Wavelet scale 5 and wavelet packet. Three 
different classifiers were executed. The first was a SoftMax layer. 
While the second classifier was an extreme learning machine, we 
examined the performance of various activation functions for 
extreme learning machine classifier like sigmoid, the rectified 
linear unit and radial basis function. As that, the third classifier 
was support vector machine. We examined the performance of 
linear support vector machine, quadratic support vector machine, 
cubic support vector machine, fine gauss support vector machine, 
medium gauss support vector machine and coarse gauss support 
vector machine. Then, we selected the highest support vector 
machine that showed better classification ability to be our 
implemented support vector machine.  

Table I. Auto Encoder Testing and Training Accuracy  
Signal 
Representing 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Simulation 
Time 

Spectrogram 95% 73% SoftMax 
Layer 

830.93 
Seconds 

Spectrogram 95.5% 79.14% ELM 
(Sigmoid) 

379.10 
Seconds 

Spectrogram 95.5% 82.78% ELM 
(ReLU) 

379.54 
Seconds 

Spectrogram 97.237% 83.56% ELM (RBF) 
 

353.756 
Seconds 

Spectrogram 89.48% 77.27% Cubic SVM 1000.409 
Seconds 

Wavelet 91.42% 45.71% SoftMax 
Layer 

210.04 
Seconds 

Wavelet 79.95% 59.88% ELM 
(Sigmoid) 

265.23 
Seconds 

Wavelet 83.62% 64.73% ELM 
(ReLU) 

276.149 
Seconds 

Wavelet 81.98% 62.70% ELM (RBF) 
 

257.83 
Seconds 

Wavelet 70.29% 52.29% Linear SVM 341.57 
Seconds 

Wavelet 
(Scale 5) 98.85% 82.13% SoftMax 

Layer 
668.355 
Seconds 

Wavelet 
(Scale 5) 95.65% 85.416% ELM 

(Sigmoid) 
402.647 
Seconds 

Wavelet 
(Scale 5) 96.98% 86.827% ELM 

(ReLU) 
276.697 
Seconds 

Wavelet 
(Scale 5) 95.59% 85.58% ELM (RBF)  444.067 

Seconds 
Wavelet 
(Scale 5) 96.55% 83.85% Cubic SVM 495.124 

Seconds 
Wavelet 
Packet  98.69% 84.176% SoftMax 

Layer 
429.52 
Seconds 

Wavelet 
Packet 93.3% 86.79% ELM 

(Sigmoid) 
419.27 
Seconds 

Wavelet 
Packet 96.42% 89.41% ELM 

(ReLU) 
419.27 
Seconds 

Wavelet 
Packet 95.59% 87.78% ELM (RBF) 

 
540.22 
Seconds 

Wavelet 
Packet 98.16% 89.707% Quad SVM 579.713 

Seconds  
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outstanding in our application for all signal representation except 
for wavelet packet. Both quadratic support vector machine and 
extreme learning machine, with the rectified linear unit as an 
activation function, showed a very close performance for wavelet 
packet signal representation. Extreme learning machine was 
improved when we replaced sigmoid activation function by 
Radial basis function and the rectified linear unit. The rectified 
linear unit activation function for extreme learning machine 
presented a superior behaviour than radial basis function and 
sigmoid activation functions for wavelet, Wavelet scale 5 and 
wavelet packet. However, the rectified linear unit offered better 
performance than sigmoid and lower accuracy than radial basis 
function for spectrogram. 

Cubic and Quad support vector machine started to result in a 
good testing accuracy for Wavelet scale 5 and wavelet packet 
only. Simulation time for support vector machine is relatively 
longer than other compared classification algorithms. SoftMax 
layer resulted in a very poor classification for wavelet signal 
representation, as the testing accuracy was less than 50%. 
Softmax started to prove its classification ability for Wavelet scale 
5 and wavelet packet. Fig.6 shows different P values for different 
classifiers and Fig.7 shows confidence intervals for each classifier 
where it was calculated twice. The grey bars were calculated for 
different classifiers with three signal representation methods 
(Wavelet Scale5, Wavelet Packet and Spectrogram). While, 
yellow bars calculated for different classifiers with four signal 
representation methods (Wavelet, Wavelet Scale5, Wavelet 
Packet and Spectrogram). The narrowest interval was 2.53% for 
the extreme learning machine. While the widest one was 6.10% 
for support vector machine and softmax layer interval reached 
5.77%. 

 
Fig.6. ANOVA values for different Classifiers 

 

 
Fig.7. Confidence Intervals for used classifiers 

 
We concatenated a layer of classifier fusion after classification 

layer. The function of this added layer is to nominate the best-
implemented classifier based on the outcomes of accuracies 
values. This added classifier fusion layer in return enriched our 
accuracies as displayed in Table II. On the other side, adding 
classifier fusion layer relatively increased the simulation time 
than without fusion layer.  

Table II: Auto Encoder Classifier Fusion Testing and Training Accuracy 
Signal 
Representing 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Simulation 
Time 

Spectrogram 99.53% 91.05% Classifier 
Fusion 

2118.846 
Seconds 

Wavelet 96.99% 86.80%   Classifier 
Fusion 

745.67 
Seconds 

Wavelet 
(Scale 5) 99.24% 89.02% Classifier 

Fusion 
1378.41 
Seconds 

Wavelet 
Packet  98.70% 92.25% Classifier 

Fusion 
1656.724 
Seconds 

 

7. Conclusion 

Sparse autoencoder is just one hidden layer algorithm. 
Therefore, to establish the concept of deep learning, and take 
advantage of stacking more than a layer, as the testing set 
accuracy was less than 50% for one stage only of the autoencoder, 
we implemented stacked autoencoder that led to verifying deep 
learning concept and enriching the results accuracy. In addition, 
applying some signal representation like calculating spectrogram, 
wavelet and wavelet packet, instead of using raw signal, and 
introducing the output of these signal representation to the first 
stage of autoencoder enhanced the performance of the system. 
Extreme learning machine showed a satisfactory performance on 
the level of testing accuracy and simulation time. Softmax layer 
classification resulted in the most mediocre testing accuracy 
although it consumed longer simulation time than extreme 
learning machine. Support vector machine produced an excellent 
testing accuracy but consumed long simulation time. Applying 
signal representation like Spectrogram, wavelet or wavelet packet 
improved both training and testing accuracy a lot as both 
accuracies were much less than 50% when we fed first stage 
autoencoder by raw data. Multiplying wavelet scale by 5 
enhanced the results a lot. As a conclusion, applying any signal 
representation either in the time domain, frequency domain, or 
both had a good impact on our training and testing accuracies. We 
introduced the rectified linear unit as an activation function for 
extreme learning machine besides already existing functions such 
as radial basis function and sigmoid. The rectified linear unit was 
superior in its testing accuracy than both radial basis function and 
sigmoid one for wavelet, Wavelet scale 5 and wavelet packet 
signal representation. Moreover, it resulted in a lower testing 
accuracy than radial basis function but better than sigmoid for 
spectrogram signal representation.  
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learnt, by itself, the best features suitable for the application under 
examination. In addition, since feature extraction and reduction 
methods varied according to the application so, feature extraction 
and reduction algorithms were not fixed and needed more 
experience. In other words, deep learning system should be 
adaptable to any set of data if the data was accurate and well 
represented. This brought a new challenge on the scene in 
regarding representing the data. The data should be represented in 
a high precision way to expect a good result from implementing 
deep learning technique. 
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1. Introduction 

This paper is an extension of work originally presented in the 
11th European Conference on Antennas and Propagation (EuCAP) 
where a novel single layer stub-patch Phoenix cell is suggested as 
a broadband and easy solution to fabricate reflectarray (RA) 
elements [1].  

The Phoenix cell concept was firstly introduced in [2] and 
many other Phoenix cells were derived later [3-8]. As their name 
suggests, Phoenix cells are characterized by rebirth capabilities, 
which means that their geometry comes back to its initial state after 
a complete 360° phase cycle.  This guarantees a smooth evolution 
of cell geometries over the RA panel and prevents perturbations in 
the radiation pattern. Phoenix cells are also characterized by a 
quasi-linear phase response which classifies them as broadband 
RA cells. Nevertheless, as for other broadband cells, their phase 
response is still not totally perfect and the proper assessment of the 
residual phase error versus frequency is still missing in the 
literature.  

In this paper, this last issue is addressed and a new statistical 
approach for estimating the bandwidth of RA based on Phoenix 
cells is proposed. The suggested approach relies on the standard 
deviation of phase errors over the RA panel and combines the 
effects of both bandwidth limiting factors: the dispersion of spatial 
phase delays with frequency [9] and the intrinsic limited 
bandwidth of cells themselves [10]. This standard deviation is 

shown to provide a promising figure of merit, better than those in 
[9, 10] where only the maximum phase error due to spatial delays 
is taken into account. 

The paper is organized as follows. In section 2, the new 
statistical approach is defined. In sections 3 and 4, a bandwidth 
estimator for RA gain is derived. Finally, in section 5, it is 
validated by comparison with the simulated bandwidth of a test-
case RA based on two different Phoenix cell topologies. 

2. Statistical Bandwidth Estimator 

Consider an N-cell circular RA of diameter D with a feeding 
antenna positioned at distance F normally above the array center. 
The phase of the wave radiated by cell i at central frequency f0 is 
defined as: 

 )()()( 000 fff Sh
i

Inc
i

Rad
i φφφ +=  (1) 

where ∅𝑖𝑖𝑆𝑆ℎ is the phase-shift produced by the cell and  ∅𝑖𝑖𝐼𝐼𝐼𝐼𝐼𝐼 is 
the phase of the incident wave defined as: 

 cFFff i
Inc

i /)/(12)( 2
00 ρπφ +−=  (2) 

In these equations, ρi is the radial distance between the center 
of the array and cell i and c is the velocity of light in vacuum. 

In order to produce a desired radiation pattern, the required 
radiated phases ∅iRad are usually specified at f0 and the subsequent 
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phase-shifts ∅𝑖𝑖𝑆𝑆ℎ(𝑓𝑓0) are directly deduced from (1) and (2). The 
cells are selected accordingly and appropriately distributed over 
the RA.  

When the frequency is shifted to f=f0+Δf, the phase radiated by 
cell i is changed by ∆∅iTot as: 

 )()()( fff Sh
i

Inc
i

Tot
i φφφ ∆+∆=∆  (3) 

where ∆∅𝑖𝑖𝐼𝐼𝐼𝐼𝐼𝐼  is the predictable deviation of the phase of the 
incident wave defined as:  

 cFfFf i
Inc

i /)/(12)( 2ρπφ +∆−=∆  (4) 

while ∆∅iSh is the cell-dependent phase deviation due to the 
cell’s dispersive phase response. At the RA level, these phase 
errors are responsible for a decrease of the gain at f, and thus for 
the limited bandwidth. 

The bandwidth estimator we propose is derived from the 
standard deviation of the total phase error. Let ∆∅𝑇𝑇𝑇𝑇𝑇𝑇(𝑓𝑓) , 
∆∅𝐼𝐼𝐼𝐼𝐼𝐼(𝑓𝑓), and ∆∅𝑆𝑆ℎ(𝑓𝑓) be the statistical variables related to the 
total, incident and phase-shift errors at f respectively.  𝜎𝜎𝑇𝑇𝑇𝑇𝑇𝑇(𝑓𝑓), 
𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼(𝑓𝑓) and 𝜎𝜎𝑆𝑆ℎ(𝑓𝑓) are the respective standard deviations. Using 
(3), the standard deviation of the total error σTot(𝑓𝑓)  can be 
expressed as: 

)](),(cov[2)]([)]([)( 22 fffff ShIncShIncTot φφσσσ ∆∆++=  (5) 

Assuming ∆∅Inc(𝑓𝑓) and  ∆∅Sh(𝑓𝑓) are uncorrelated, which is 
the case when the synthesis process is done at f0 only, as usually 
applied in the literature [11-15], the covariance term reduces to 
zero and σTot(𝑓𝑓) reduces consequently to: 

 22 )]([)]([)( fff ShIncTot σσσ +=  (6) 

3. Bandwidth Estimator: Incident Phase Errors 

3.1. Standard Deviation of Incident Phase Errors 

Defining: 

 2)/(1 FS ii ρ+=  (7) 

(4) can be reformulated as: 

 cfFSf i
Inc

i /2)( ∆−=∆ πφ  (8) 

Due to the mathematical properties of standard deviation, 
𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼(𝑓𝑓) can be derived as: 

 cFff S
Inc /2)( σπσ ∆=  (9) 

where: [ ] ( )22 ][SESES −=σ              (10) 

E[S] and E[S2] are the first statistical moments and can be 
calculated as: 
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Note that σS does not depend on frequency but only on the 
dimensions of the RA, which is consistent with other criteria in the 
literature [10]. Note also that, in (11) and (12), a rectangular lattice 
is considered and ρi is consequently supposed to vary uniformly in 
the [0, D/2] range. In addition, though ρi is normally a discrete 
variable, it is assumed here to vary continuously. This assumption 
is reasonable since the inter-element spacing is usually a small 
fraction of λ0 (which is much lower than D/2).  Furthermore, as in 
[9] and [10] and for simplicity reasons, Si and the resulting σS are 
calculated for a centered fed RA. Different expressions could 
easily be established for offset configurations. 

3.2. Bandwidth Estimator 

We now investigate how the gain deteriorates with respect to 
𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼. To do so, we consider the gain at broadside for a test-case 
RA with 12mm spacing (i.e. 0.5λ0 at the center of the [11-14] GHz 
frequency band). Edge tapering is supposed to be -12dB and 
different antenna configurations are considered: F/D=0.6 and 0.8 
with D varying from 0.28m≈ 12λ0 to 1m ≈ 42λ0. For each couple 
(F/D; D), the reflected field (phase and magnitude) in the aperture 
is calculated and the associated gain is derived using simple array 
theory (as in [16]). Simultaneously, 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼(𝑓𝑓) is also computed as 
the standard deviation of all phase errors. Finally, Figure 1 gives 
the representation of the normalized simulated gain G(f)/G(f0) 
versus the corresponding standard deviation 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼.  

 
Figure 1. Simulated gain decrease with respect to the standard deviation of 

incident phase errors (F/D=0.8 or F/D=0.6). 
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An important conclusion from Figure 1 is that all curves 
superimpose whatever the particular values of D, F or f. This 
demonstrates that 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼  is a reliable estimator for the bandwidth 
since it directly reflects the gain decrease. Figure 1 also shows that 
a 1dB gain-drop approximately corresponds to 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼=π/6. As a 
consequence, the upper frequency fmax of the -1dB bandwidth may 
be derived simply by replacing 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼(𝑓𝑓) by π/6 in (9), leading to:  

 )6/(/)(2 000max SInc FfcfffB σ=−=  (13) 

where 

  )12/(0max SFcff σ+=              (14) 

 Equation (13) will thus be used as a bandwidth estimator. At 
this stage, it does not depend on any particular cell topology but 
only on the spatial phase delay error. As will be seen now, this 
initial estimator can advantageously be replaced by a more 
sophisticated one that also accounts for the phase dispersion of the 
used RA cells. In what follows, the case of cells with an ideal phase 
response is considered. 

4. Bandwidth Estimator: Total Phase Errors 

 
Figure 2.  Linear phase response of an ideal Phoenix cell. 

The ideal cell we suggest here is quite representative of 
Phoenix cells as will be shown in section 5. It is supposed to 
provide a phase range of at least 360° at f0 and perfect linear 
variations with respect to frequency. Figure 2 shows the phase 
response versus frequency of the ideal cell. As such, the phase-
shift error for cell i at frequency f can be expressed as: 

 fDispfff i
Sh
i

Sh
i

Sh
i ∆=−=∆ .)()()( 0φφφ  (15) 

where Dispi is the dispersion that is supposed to vary uniformly 
in the interval [0-Dispmax]. More specifically, Dispi is considered 
to be equal to 0°/GHz for phase-shifts ∅iSh(f0)= ±180° and to reach 
its maximum (i.e. Dispmax) when ∅iSh(f0)= 0°. Note that the perfect 
Phoenix cell is obtained when Dispmax= 0°/GHz as all its phase 
states would be perfectly parallel.  

Assuming all phase-shifts are equally probable on the radiating 
aperture, σSh(f) can be expressed as: 

 12/maxDispfSh
f ∆=σ  (16) 

Using (9) and (16) in (6), a generalized bandwidth estimator 
𝜎𝜎𝑇𝑇𝑇𝑇𝑇𝑇(𝑓𝑓) accounting for both types of errors is derived:  

 2
max

2 )12/()/2( DispcFf S
Tot
f +∆= σπσ  (17) 

Finally, 𝜎𝜎𝑇𝑇𝑇𝑇𝑇𝑇(𝑓𝑓) is set to π/6 as already done in Part 3.2 to 
obtain the generalized bandwidth estimator:  

 2
0max )180/(75.01/ °+= IncIncTot BfDispBB  (18) 

To validate (18), the gain decrease simulation described in 
Section 3.2 is repeated (as in [16]), now accounting for both types 
of phase errors. The associated simulated -1dB gain bandwidth is 
then extracted and compared to the theoretical value predicted 
from (18). In this study, F/D is set to 0.8, D varies from 0.16m to 
1m (i.e. ~7λ0 to 42λ0) and Dispmax varies from 0˚/GHz to 100˚/GHz. 
Figure 3 shows that the difference between simulation and theory 
is less than 3%, even for the highest dispersion and the smallest 
diameter values.  

 
Figure 3.  Total phase errors effects: simulated and theoretical bandwidths 

(F/D=0.8). 

As a conclusion, (18) appears to be a reliable bandwidth 
estimator. In practice, it can be used to define the maximum 
acceptable cell dispersion for a given application. As an example, 
for a RA with D=22λ0 and F/D = 0.8, the cell dispersion should be 
less than 50°/GHz to ensure a 15% bandwidth. 

5. Practical Validation 

In practice, the phase response of Phoenix cells is not purely 
linear as in the previously-used ideal cell model. Therefore, to 
assess the validity of our approach, the actual performance of two 
recently-proposed Phoenix cells is assessed and compared to those 
obtained using (18). 

The two cells are designed to operate around a central 
frequency f0 = 12.5GHz, with λ0/2 spacing at f0. Both cells are 
printed on a Duroïd substrate with 2.17 dielectric constant and 
backed by a ground plane. The substrate height is fixed to 4 mm.  
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This corresponds to approximately λ0/(4√𝜀𝜀𝑟𝑟) , which means the 
reflected phase is close to 0° if the cell is transparent. 

To extract the phase responses, both cells are simulated using 
ANSYS-HFSS software assuming normal incidence and local 
periodicity. As Phoenix cells allow for smooth evolution of cell 
geometries over the RA panel, it is assumed that the phase 
responses obtained by simulation are valid for finite reflectarray 
configurations [2]. 

5.1. Cell 1: Slot – Patch Phoenix Cell 

 

Figure 4. Slot-Patch Phoenix Cell: Rebirth cycle 

 
Figure 5.  Slot-Patch Phoenix Cell: Phase response. 

The first cell, the Slot – Patch Phoenix cell was initially 
introduced in [8] and its performance was improved in [7]. The cell 
cycle is illustrated in Figure 4. The initial cell consists of a ground 
plane providing a 180° phase shift, whatever the frequency. The 
first mode of operation, or slot mode, is obtained by opening a 
crossed-shaped slot with variable length and width in the ground 
plane. For simplicity reasons, the length of the cross is fixed as 
twice its width. The slot mode ends when the slot arms reach the 
borders of the cell, thus defining square patches. The operating 
mode then switches to a patch mode. In this second mode, the 
length of the pre-opened slot is frozen and only the width of the 
slot w is decreased. The patch mode ends when the slot vanishes, 
taking back the cell to its initial geometry and opening the door for 
a new cycle.  

The obtained phase response is presented in Figure 5. At the 
central frequency, the slot mode provides phase shifts between 0° 
and 180° while the patch mode completes the remaining phase 
range between 0° and -180°. The use of complementary modes 
provides a phase response that is quasi-linear within a 24% 
bandwidth around 12.5GHz. The maximum dispersion is 53°/GHz. 
This phase response fits well with the ideal model used to derive 
(18), although the linearity is not perfect. 

5.2. Cell 2: Stub – Patch Phoenix Cell 

 
Figure 6. Patch-Stub Phoenix cell: Rebirth cycle (MαS: Mode α’s Start; MαI: 

Mode α’s Intermediate states; MαE: Mode α’s End). 

 
Figure 7. Patch-Stub Phoenix cell: Phase response. 

The second cell, the Stub-Patch Phoenix cell was introduced 
recently in [1]. It improves the bandwidth further due to the three 
possible operating modes it offers: a patch mode, a stub mode, and 
a combined patch-stub mode.  
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As illustrated in Figure 6, the cycle starts with a pure Duroïd 
substrate backed by a ground plane providing an initial phase shift 
close to 0° at f0. The first mode of operation, namely the patch 
mode, is obtained by inserting a square patch at the center of the 
cell (cf. Figure 6 – Mode 1). The phase shift produced by the cell 
is controlled by increasing the patch size until it reaches a 
maximum predefined value. 

In mode 2, namely the stub mode, the patch size is frozen to 
this maximum value and four open-circuited stubs are grown 
perpendicularly to the patch from the center of its edges (cf. Figure 
6 – Mode 2). A T-shape is used for the stubs when the total metal 
length approaches the limit allowable by the inter-element spacing.  
In this mode, the phase shift is thus controlled by the length of the 
stubs. 

The mode then switches to mode 3, namely the patch-stub 
mode, during which the stub-loaded patch shrinks gradually until 
both patch and stubs disappear completely allowing the cell to 
rebirth and to start a new cycle (cf. Figure 6 – Mode 3). In this 
mode, the phase shift is controlled by the shrinking ratio. 

The phase response of the suggested cell in all modes is 
summarized in Figure 7. Dashed curves represent the start/end of 
a mode (i.e. MαS/MαE) and continuous lines represent 
intermediate states (i.e. MαI). As can be noticed, a phase range of 
360˚ is achieved at f0. Within a frequency band ranging from 10 to 
15GHz (40%), the phase response is almost linear. The maximum 
phase dispersion is obtained at the transition from mode 2 to mode 
3 and is equal to 55˚/GHz. The minimum dispersion is obtained at 
the beginning of mode 1 and is equal to 21˚/GHz. Compared to cell 
1, cell 2 exhibits a better linearity of phase response.  On the other 
hand, its minimum dispersion is not zero as required by the 
previously-used ideal cell model.  However, this model still applies 
if we replace the maximum dispersion by the relative maximum 
dispersion, defined as the difference between the maximum and 
minimum dispersions. For cell 2, it is then equal to 34˚/GHz. 

5.3. Performance Evaluation and Comparison 

The previously-described Phoenix cells are now consecutively 
used as the radiating element in our test-case RA (F/D=0.8, 
variable D). The bandwidth is calculated by simulations as in [16] 
and compared to that given by (18). For this theoretical study, the 
maximum dispersion Dispmax in (18) is set to 53°/GHz for cell 1 
and 34°/GHz for cell 2.  

Figure 8 summarizes all theoretical and simulation results. The 
results show a remarkable agreement between simulation and 
theoretical curves for a given cell. The slight discrepancy is mainly 
due to the linearity assumption in the ideal model which is not fully 
respected by realistic Phoenix cells. It is less than 5% for cell 1 and 
3% for cell 2. As expected, a smaller error is obtained for cell 2 as 
it offers a better linearity of phase response. 

Formula (18) is hence a reliable bandwidth estimator, even for 
realistic phase-shifting cells, provided that they are characterized 
by a quasi-linear response. As a consequence, it can be 
advantageously used to define the maximum dispersion allowed 
for a Phoenix cell to comply with given bandwidth specifications 
or to predict a Phoenix cell’s performance in a RA configuration. 

 
Figure 8. A Realistic study: simulated versus theoretical bandwidth of realistic 

Phoenix cells (F/D=0.8) 

6. Conclusion 

Bandwidth limitation of RA results from both the effect of 
various path delays between cells and source on one side, and 
intrinsic narrow bandwidth of cells themselves on the other side. 
The first phenomenon had been significantly investigated in the 
literature. For the second one, the usual solution relies on the use 
of broadband cells providing linear and parallel phase states. As 
this ideal characteristic is never met perfectly, this paper has 
defined a new approach to assess the effect of imperfection in the 
phase response of broadband RA cells. 

We firstly proposed the standard deviation of phase errors over 
the array as an efficient criterion to predict RA’s bandwidth when 
accounting for both its limiting phenomena. This criterion has then 
been formulated and validated for an ideal cell model with linear 
but non-parallel phase states. Finally, it has been successfully 
applied to realistic and novel Phoenix-cells. The suggested 
approach has thus been demonstrated as a powerful tool to help the 
designer in the selection of appropriate cells before entering the 
complex RA optimization process. 
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 Through-Silicon-Vias (TSVs) are utilized for high density 3D integration, which induce 
crosstalk problems and impact signal integrity. This paper focuses on TSV crosstalk 
characterization in 3D integrated circuits, where several TSV physical and environmental 
configurations are investigated. In particular, this work shows a detailed study on the 
influence of signal-ground TSV locations, distances and their structural configurations on 
crosstalk. Embedded 3D testing circuits are also presented to evaluate the coupling effects 
between adjacent TSVs such as crosstalk induced delay and glitches for different crosstalk 
modes. Additionally, A 3D parallel Ring Oscillators testing structure is proposed to provide 
crosstalk strength coupling indicator between adjacent TSVs. Simulation results are 
conducted using a 3D electromagnetic field solver (HFSS) from Ansoft Corporation and a 
Spice-like simulator (ADS) from Keysight Technologies Corporation based on MIT 0.15µm 
3DFDSOI process technology. 
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1. Introduction 

3D Interconnect is the promising technology [1]-[4], which 
includes Through-Silicon-Vias (TSVs) to connect vertically 
stacked semiconductor chips with shortest paths, which means 
lowest inductance and conduction loss, to both signals and power 
supplies. In spite of these benefits, the signal integrity issues in 
TSVs become the major challenges in 3D designs [5-6]. The goal 
of TSVs or 3D Vias development is to acquire high chip density. 
Therefore, the density of the 3D Vias is also high. In this 
environment, a crosstalk problem appears between two adjacent 
signal 3D Vias (Aggressor and Victim).  Studies show that the 
coupling problem is not negligible in TSVs because of the 
relatively large diameter and small pitch, which results in non-
negligible TSV-to-TSV coupling that degrades significantly the 
3D circuit performance. Hence, it becomes very essential to 
precisely model and evaluate the electrical characteristics of TSVs 
[7]-[9] to analyze signal integrity (SI), and crosstalk of adjacent 
TSVs under the conditions of various structures and 
configurations. 

In this paper, the electrical characteristics of 3D interconnect, 
based on our previous work [10], is presented to characterize signal 
integrity effects of 3D crosstalk for different TSVs placement and 
configurations. 3D Vias based on 0.15 µm 3DFDSOI process from 
MIT Lincoln lab [11] are used as a device under test (DUT) for 
crosstalk characterization where a 3D full wave simulator such as 
HFSS from Ansoft Corporation is used to extract and predict the 
electrical characteristics of TSVs in the frequency domain (S-
Parameters) and a Spice-like simulator such as ADS from 
KEYSIGHT technologies to evaluate the TSVs transient response 
in the time domain (Eye-diagram). Additionally, embedded 3D 
testing applications are proposed to characterize the TSV’s signal 
integrity effects and the impact of TSVs on the 3D circuit 
performance after fabrication. A 3D circuit test is presented to 
evaluate the coupling effects between adjacent TSVs such as 
induced-delay and glitches [12-13] for different crosstalk modes. 
Additionally, a consecutive triggered parallel Ring Oscillators 
(ROs) testing structure is proposed to provide a crosstalk coupling 
indicator between adjacent TSVs. 

The paper is organized as follows: section 2 discusses the 3D 
Full wave modeling for TSV and the simulation setup.  A detailed 
study of crosstalk for different physical and environmental TSVs 
configurations is given in Section 3.  3D Crosstalk embedded 
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testing applications are given in Section 4. Section 5 concludes the 
paper. 

2. A 3D Full Wave Modeling for TSVs 

In order to evaluate the electrical characteristics of a TSV 
depending on structural parameters such Via pitch, Via height, 
and Via size, the 3D interconnect based on MIT 0.15µm 
3DFDSOI technology is used as DUT to model and characterize 
crosstalk in different testing configurations. The vertical 
connection in this technology is slightly different from the standard 
Through-Silicon-Via (TSV), which is a square shape via made 
from Tungsten material and fully surrounded by oxide; thus, it is 
simply called a 3D Via. The 3D Via pitch is around 3.325 µm 
(distance between the centers of two 3D Vias), 7.34 µm TSV 
height, 1.25 µm x 1.25 µm TSV size. The physical size of 3D Via 
after fabrication is estimated to be around 2 µm for the top 
dimension and 1 µm for the bottom dimension. The 3D Via was 
simulated using a 3D full wave simulator (HFSS from Ansoft 
Corporation), which generates the S-Parameters of the structural 
model of the Via and a Spice type simulator (ADS from Keysight 
Corporation) to predict the electrical characteristics of 3D Vias in 
the time domain (Eye-diagram). Figure 1 presents a pair of TSVs 
structure using the HFSS simulator.   

 
Figure 1.  Physical Structure of a pair of TSVs using 3D full wave simulator 

Usually, an interconnection line is characterized using S-
Parameters.  S11 and S21 are the S-parameters reflection and 
transmission coefficients respectively, which are typical 
characteristics of an interconnection. The evaluated S11 and S21 
magnitudes for the electrical characteristics of a 3D Via based on 
the default parameters are shown in Figure 2.  

The transmitted data stream through the 3D Via was simulated 
with the evaluated S-parameters from the 3D full wave simulator 
(HFSS). The Eye-diagram of the transmitted data stream was 
evaluated for 107-1 pseudo random bits sequence (PRBS) using 
the Spice type circuit simulator (ADS). The source for the 
simulation has 1.5 Vp-p and 50Ω source termination. The 3D Via 
is terminated by a shunt connected 50 Ω resistor and 1pF capacitor. 
The Eye-diagrams of 2 Gbps, and 10 Gbps PRBSs are shown in 
Figure 3. Also, all PRBSs were assumed that they have 10% rising 
and falling times 

 
Figure 2. Evaluated S21 magnitude (a) and S11 magnitude (b) of 3D via using 

HFSS 

 
Figure 3.  The simulated eye-diagrams of 2Gbps (a), and 10 Gbps (b) PRBSs after 
passing through the 3D Via 

3. A Crosstalk between 3D Vias 

3.1. The Influence of 3D Via Locations, and Distances on 
Crosstalk  

Crosstalk is evaluated depending on the distance of two signal 
Vias and the location of two GND Vias as shown in Figure 4.  

Five distances (4 µm, 8 µm, 16 µm, and 32 µm) based on 
SGSG configuration between the two signal Vias have been 
simulated. As expected, if the distance between the two signal 3D 
Vias is larger, the crosstalk level is going down as shown in Figure 
5. The effect of the distance of GND Vias with respect to the 
signal via on the crosstalk is also evaluated as shown in Figure 6 
with four distances: 4 µm, 8 µm, 16 µm, and 32 µm. The results 
show an increase in the magnitude of the crosstalk as the distance 
of the reference via (GND) increases. Also it is shown in Figure 7 
that the crosstalk magnitude of SGGS (i.e. the cross locations of 
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the signal and ground Vias) configuration is smaller than that of 
SGSG configuration comparing two same distance cases. The 
difference of the two cases is almost 10dB. This is a very 
interesting point for 3D designers to keep in mind, because just 
changing the 3D Via role can reduce the crosstalk magnitude 
especially in high frequency applications, where crosstalk 
problem is very critical to obtain the maximum system 
performance.  

 
Figure 4.  Location of signal Vias and GND Vias for crosstalk evaluation, (a) 

SGSG, (b) SGGS configurations 

 
Figure 5.  Comparison of five locations of 3D Vias. The distances 4 µm, 8 µm, 16 
µm, and 32 µm between two signal Vias are associated to the graphs from top to 
bottom respectively 

 
Figure 6.  Comparison of three locations of GND Vias. The distances 4 µm, 8 µm, 
16 µm, and 32 µm between two GND Vias are associated to the graphs from 
bottom to top respectively  

        
Figure 7.  Comparison between SGSG and SGGS configurations for 10 µm 
distance, SGSG and SGGS are the top and bottom graphs respectively  

 

3.2. 3D Via Crosstalk in Structures with Different 
Configurations  

The geometry of the return current path may be one of the 
most efficient methods to affect the crosstalk between a signal and 
victim Via. Four different configurations have been investigated 
(1) Two Via pairs in a straight line (Figure 8(a)), (2) Two Via 
pairs placed opposite to each other (Figure 8(b)), (3) A signal Via 
with two reference via placed opposite to a victim Via with two 
ground Vias (Figure 8(c)), (4) A signal and victim via, each with 
three reference Vias as a return current path (Figure 8(d)).  

 
Figure 8.  Comparison of three different configurations,  (a) Configuration #1, (b) 
Configuration #2, (c) Configuration #3, and (d) Configuration #4  

       In configuration 2, the signal Via has a slightly lower 
inductance than it would in configuration 1 because the second 
Via is close enough to the signal Via to have a slight impact on its 
inductance. Configuration 4 has the lowest inductance because it 
has the most well defined return current path. This lowering of the 
inductance will also lower the near-end crosstalk as shown in 
Figure 9. Also it is shown that the highest crosstalk as predicted, 
comes from configuration 1. Only slightly lower is the crosstalk 
from configuration 2.  Then, there is a significant decrease in 
crosstalk when the extra two reference Vias are added in 
configuration 3, and a slight decrease further when the third 
reference Via is added to the victim and signal Vias in 
configuration 4. The reduction in crosstalk from adding additional 
reference Vias is almost 4 dB.  

   
Figure 9.  Crosstalk between four different configurations 
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 Until this point, only isolated 3D Vias with respect to ground 
Vias have been considered. Potential coupling in the 3D Vias in 
the discontinuity between the 3D via and the transmission line 
may be an important effect to consider. In Figure 10, a new Ansoft 
HFSS model is presented that accounts for the discontinuity 
between the 3D via and the transmission line.   

 
Figure 10.  A TSV coupling model that includes the transmission lines 

 
Figure 11.  Comparison of crosstalk between TSVs with and without the inclusion 
of transmission lines  

Figure 11 shows that, according to the full wave simulations, 
there is no measurable difference between the near-end crosstalk 
as a result of the discontinuity between the transmission lines and 
the 3D Vias. The difference between the two simulations is very 
small over the entire frequency range. However, the discontinuity 
between the transmission lines and 3D Vias will increase the far-
end crosstalk. On the other hand, the far-end crosstalk is more 
minimal than the near-end crosstalk, less significant and never 
exceeds -50 dB as shown in the simulation. 

4. 3D Embedded Crosstalk Test Applications 

4.1. 3D Testing Circuit for Crosstalk Induced-Delay and 
Glitches  

In this embedded test application, the coupling effects 
between adjacent TSVs such as induced-delay and glitches can be 
investigated for different crosstalk modes. As shown in Figure 12, 
high speed signals can be fired through three adjacent TSVs at 
each tier using a multi-edge delay generator circuit. A Mux and 
Tristate circuits are used to control which signals are active from 
which tier. The complementary signals are also generated from 
the delay generator to cover different crosstalk modes. In order to 
study the effect of phase shifting the aggressor signal on crosstalk 

induced-delay cancellation, the multi-edge delay generator is used 
to fine control the delay between adjacent signals. 

 
Figure 12.  3D Interconnect crosstalk induced-delay test 

Figure 13 shows different crosstalk modes for studying 
crosstalk coupling on the victim edge. For example; -2X presents 
the case when both aggressors transition in the same direction as 
victim. -1X: when one aggressor transitions in same direction and 
other is quiet. 0X: when both aggressors are quiet or transition in 
opposite directions or the victim is quiet. +1X: when one 
aggressor transitions in opposite direction and other is quiet. +2X: 
when both aggressors transition in opposite direction as victim. 

 
Figure 13.  Different Crosstalk Patterns 

Figure 14 shows simulated results for the induced-delay 
crosstalk with different patterns using ADS and 0.25 μm CMOS 
standard process. The middle graph is the victim line signal with 
no activity on both aggressor lines. The furthest right and left 
graphs are -2X and 2X cases respectively, which cause the worst 
case induced-delay effect. This induced-delay can be mitigated by 
phase shifting the aggressor signals using the multi-edge delay 
generator. Figure 15 shows an example of the crosstalk induced-
delay cancellation effect after phase shifting the aggressor line 
0.8ns for the case of +1X. As graphed, the induced delay due to 
crosstalk is almost cancelled and the signal aligns again with the 
0X case (i.e. without crosstalk). 
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Figure 14. 3D interconnect induced-delay crosstalk for different crosstalk patterns 

    
Figure 15. 3D interconnect induced-delay crosstalk cancellation 

4.2. Ring Oscillators 3D Crosstalk Test 

In this test, a consecutive triggered parallel Ring Oscillators 
(ROs) structure running same frequency is used to characterize 
the crosstalk effect between TSVs. Figure 16 shows four triggered 
oscillators; two oscillators are crosstalk-coupled and the other two 
are crosstalk-free.  The proposed ROs parallel structure creates a 
delta phase shift difference between each consecutive triggered 
oscillators, which is equal to the time difference between the delay 
buffer chain and the oscillation time period of the triggered 
oscillators. 3D crosstalk detection can be achieved by observing 
the frequency of crosstalk-coupled oscillators, which is different 
from the frequency of the crosstalk-free oscillators.   

 

Figure 16: 3D Crosstalk Detection Scheme 

Figure 17 shows the output frequency for both crosstalk-coupled (725 MHz) and 
crosstalk-free oscillators (667MHz). 

  
Figure 17: Output frequency for (a) Crosstalk-coupled and (b) Crosstalk-free 
oscillators 

Interestingly, the two crosstalk-coupled triggered oscillators 
have less oscillation time delay (i.e. faster frequency) than the 
crosstalk-free oscillators, and the phase difference between the 
two crosstalk-coupled oscillators diminishes due to the coupling 
effect as shown in Figure 18. Phase detection at the output of the 
crosstalk-coupled triggered oscillators can be used as an indicator 
for strong coupling between TSVs. On the other hand, the edges 
of crosstalk-free oscillators are still separated by a deterministic 
phase shift dictated by the time difference between the delay 
buffer chain and the ring oscillation time period.    

 
Figure 18: Simulated Results for 3D Interconnect Crosstalk (a) Crosstalk-coupled 
(b) Crosstalk free 

5. Conclusion 

In this paper, we presented the signal integrity effects of 
crosstalk in 3D stacked ICs. A detailed study of TSVs electrical 
modeling and characterization using HFSS and ADS  simulators 
for frequency and time domains analysis respectively was 
presented. Simulation results were conducted based on 0.15µm 
3DFDSOI process technology from MIT Lincoln lab which 
present the influence of 3D Vias distances, locations and their 
structural configurations on crosstalk. The study shows that 
increasing and decreasing distance of 3D Via signals and grounds 
respectively can mitigate significantly the effect of 3D crosstalk.  
In addition, adding more reference Vias and creating a well-
defined return current paths have the most impact on mitigating 
crosstalk.  Furthermore, it was shown that the discontinuity 
between 3D Via and transmission line has negligible impact on 
near-end crosstalk (NEXT), however; far-end crosstalk (FEXT) 
might increase but with less significant impact.  

Furthermore, a 3D testing circuit application based on a multi-
edge signal generator placed at different 3D stacked tiers was 
studied to evaluate the effect of crosstalk induced-delay and 
glitches. Additionally, a cross-coupled parallel ROs structure was 
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also presented to evaluate the crosstalk coupling strength effect 
compared to ROs structure with crosstalk-free TSVs.  
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 The United Arab Emirates (UAE) is dedicated to establishing the best teaching and learning 
environment for students and staff across all higher education institutions. To heed this 
call, the engineering division adopted the Learning-by-Doing (LBD) pedagogical 
philosophy for 21st Century education at the heart of its strategic directions. This study 
intends to explore how LBD is understood and practiced in UAE colleges and how 21st 
Century skills can be explicitly incorporated into its engineering curriculum by using 
constructive alignment as a pattern for instructional design. This work intends to 
investigate the general question: "What constructively aligned Learning-by-Doing 
pedagogical model, with the incorporation of 21st Century skills, needs to be developed to 
effectively teach and prepare engineering students at the Higher College of Technology, 
UAE for successful long-term employment in the global working economy?". Using mixed 
method research design and input from its major stakeholders, student survey 
questionnaires, engineering instructors and dean structured interviews, overt class 
observation and syllabi examination have all been utilized for data triangulation. In 
conclusion, the study developed a collaborative LBD model tailor-fitted to the institution’s 
engineering program and to UAE’s culture.  
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1. Introduction    

This study of students’ and instructors’ perception of the 
implementation of Learning-by-Doing and 21st Century skills was 
conducted in Higher Colleges of Technology, HCT, a tertiary 
education institution in the United Arab Emirates (UAE). This 
research is an extension of work presented at the 2017 Global 
Engineering Education Conference [1]. Additionally, the work is 
part of thesis work for doctoral studies. The 2003 Emiratisation 
program, developed for the purpose of training Emiratis to become 
competitive, has been strictly enforced by His Highness Shaikh 
Mohammad Bin Rashid Al Maktoum, the Vice President and 
Prime Minister of the UAE (2012) [2].  The Emiratisation program 
is aligned with the UAE Vision 2021[3], which aims to develop 
and train Emiratis for taking up jobs in the country. Among other 
things, Vision 2021 foresees higher education as an environment 
where students will “enrich their minds with the skills that their 
nation needs to fuel its knowledge economy” [3, p. 16]. Thus, it 

can also be observed that part of Vision 2021’s directive is for the 
UAE universities to “listen closely to the needs of Emiratis and of 
their future employers” and to “balance their teaching to the 
demands of the workplace” [3, p. 16]. Teaching methods and 
approaches need to be aligned with this requirement of matching 
the students’ learning with practical needs of jobs in future, and 
Learning-By-Doing is one method that is gaining a reputation for 
doing just that [4]. This study is therefore conducted in a tertiary 
educational institution in the United Arab Emirates (UAE), with 
the aim of evaluating the pedagogical approach in the context of 
the framework of ‘Learning-By-Doing’. 

 The concept of a more authentic, relevant learning has been a 
focus for educators since the time of John Dewey in the early part 
of the last century. Dewey’s concept of “learning by doing” was 
based on his understanding that people learn best when they are 
actively involved in tasks that have meaning and importance [4]. 
In this last century, education has also been shaped by our growing 
understanding of how people learn.  Johnson, Johnson and 
Holubec [5] argued that the work of Vygotsky in the 1920s, Jean 
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Piaget’s cognitive development stages, Bloom and his now famous 
taxonomy, Howard Gardner’s multiple intelligences  and other 
related research studies have deepened our understanding of 
human learning, which, as [4] advocated should involve all aspects 
concerning the mind, hands and heart. Additionally, the principle 
of Learning-By-Doing is manifested in many of today’s learning 
theories. Experiential learning, under which falls-active learning 
(whose subsets include cooperative learning and collaborative 
learning) and service learning – all exemplify the principle of 
Learning-By-Doing [6].  According to Voogt and Roblin [7, p. 29], 
in order for students to be successful in the 21st century, not only 
are certain skills necessary but these specific skills also need to be 
taught through (and are best supported by) “specific pedagogic 
techniques, such as problem-based learning, cooperative learning, 
experiential learning, and formative assessment”, which again is 
encompassed in the approach of Learning-By-Doing [6]. 

The study aims to answer the overarching research question: 
What constructively aligned Learning-by-Doing pedagogical 
model, with the incorporation of 21st Century skills, needs to be 
developed to effectively teach and prepare engineering students at 
the Higher College of Technology, UAE for successful long-term 
employment in the global working economy? The main objectives 
of the research are as follows: 

• To analyze the current understanding of LBD from the 
viewpoint of the engineering college’s dean and instructors. 

• To identify what LBD practices are being successfully 
implemented in the engineering department, from the perspectives 
of instructors and students in HCT. 

• To identify what 21st Century skills are intentionally or 
incidentally taught and assessed in the practice of LBD, from the 
perspectives of instructors and students in HCT. 

• To identify what pedagogical model might best meet the needs 
of implementing LBD and 21st Century skills in the engineering 
faculty at HCT. 

The following sub-questions were formulated to guide the two 
phases of the study and provide conclusions: 

RQ1. What are the current understandings of LBD from the 
viewpoint of the engineering dean and the instructors? 

RQ2. From the perspectives of engineering instructors and 
students, what LBD practices are successfully implemented in the 
engineering department? 

RQ3.   From the perspectives of instructors and students, what 21st 
Century skills are taught and assessed in the practice of LBD? 

RQ4. What pedagogical model might best meet the needs of 
implementing LBD and 21st Century skills in the engineering 
division at HCT? 

2. Research Locale and Participants 

The UAE is identified by PISA (Programme for International 
Student Assessment) as one of the most rapidly improving 
education systems in the world [9]. The UAE government 
recognizes that in 21st century economies, knowledge and skills 
have become so essential that a high value is placed on building a 
world-class education system that nurtures the minds and hearts of 

the UAE citizens. The government of UAE plays a dominant role 
in education, for schools and universities. It typically controls 
curricula even at private schools [9]. Most instructors are 
government employees, and most education is publicly financed 
up to the degree level. There are several types of post-secondary 
institutions in the UAE. A university offers degrees in several 
disciplines and usually offers graduate studies, while university 
colleges focus on one major discipline and are mostly for bachelor 
degrees. Technical institutes offer two- or three-year diplomas and 
are common throughout most of the region, accounting for one-
third of all post-secondary students. 

The UAE has more than 30 foreign academic institutions. The 
establishment of those institutes is a manifestation of the 
globalization of higher education and an indication of some of the 
UAE’s attempts to become a knowledge-based society. Public 
universities in the UAE have separate colleges for males and 
females, following Islamic traditions. Such is the case with HCT, 
the locale of the present study. 

HCT is one of the public’s higher education institutions in the 
UAE, established in 2006. All the engineering programs are 
internationally recognized by accrediting bodies specifically the 
American Accreditation Board for Engineering and Technology 
(ABET). Because the proposed model is specific to the 
engineering department of HCT, the participants are its 
stakeholders: the engineering dean, the instructors teaching major 
courses in engineering and the engineering students. Only the 
instructors who have signed an informed consent to participate in 
the research were interviewed and observed. Table I shows the 
number of participants who were invited and participated in the 
study. 

Table I: Participants of The Study  

 
3. Significance of the Study  

The researcher believe that while LBD may be translated into 
various strategies that call for student-centered activities, an 
explicit definition based on shared understanding, contextualized 
to how LBD should be applied in the HCT colleges, would make 
its practice more focused. This has the potential to greatly 
contribute to achieving the college’s mission of providing 
educational experiences that will infuse its graduates with “the 
knowledge, skills, and attributes to effectively contribute to the 
nation-building process and to help them develop a sense of 
personal and social responsibility”.   
(http://www.hct.ac.ae/about/learning-model). 

Additionally, the researcher sees the viewpoints of HCT major 
stakeholders as vital in developing explicit foundational 
commitments from the college community in lieu of one solely 
determined by higher management and handed down to teachers 
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for mandated implementation. Hence, the researcher takes into 
account the teachers, the students, and the management’s 
viewpoints. It is anticipated these findings will contribute to the 
development of an explicit model that will help the teachers focus 
methodologies, assessments, and other pedagogical activities not 
only to the principal elements that comprise LBD but also for the 
promotion of learned 21st Century skills developed amongst 
students. 

4. Implications for the Present Research 

Although the literature does not provide any explicit definition 
of LBD, it links it to a number of important elements that 
ultimately promote its philosophy. This gives a more definitive 
idea of what it involves and a basis for investigating how the HCT 
instructor individually understands and practices the philosophy of 
LBD under the guidance of the college. The following is an 
analysis of what LBD involves: 

• Learning to do (skills) not just to know, [10] - [11];  
• Learning that is experiential [11], [12], active [10], [1],[13], 
[14], collaborative and cooperative [15]; 
• Learning that occurs in the context of a goal that is relevant and 
interesting to the student [2], [16]; 
• Learning that is planned (not discovered) [16], [2]; 
• Learning that involves not only quality academic 
reflection[17], [18] but civic (global) and personal experiences as 
well [18]; 
• Learning that considers the students’ cultural context [19], [20] 
and respects every student’s experience and builds upon these [11], 
[16]; 
• Learning that involves practical experiences in the context of 
relevant tasks closely related to how students will use it outside the 
learning environment [1], [5]; 

• Learning that involves strategies such as presentation, reports, 
team building, online contact time with students, critical thinking, 
studio teaching, team projects, and open-ended problem solving 
[20], [21] - [22];  

The literature reviewed leaves no doubt as to the importance of 
21st Century skills in today’s education, particularly to 
engineering education. The review has also shown that a number 
of 21st Century skills take their roots from Dewey’s (1899) work, 
among others.  

Also, as mentioned in the research reviewed, over and beyond 
foundation knowledge taught through content engineering courses, 
the following are deemed indispensable 21st Century skills applied 
to an engineering education. The researcher adopts Mishra and 
Kereluik’s re-categorization of 21st Century skills in presenting 
these. 

1. Meta knowledge  
• critical and self-critical abilities/problem solving,  [23] -  [25]; 
• communication and collaboration, [23] - [26]; 
• teamwork [23] -  [27]; 
• creativity/innovation [23];   

2. Humanistic knowledge 
• life and job skills [23], [25], [26]  
• ethics and cultural knowledge [26];  

Interestingly, the LBD elements as listed above align with a 
number of the 21st Century skills reflected in the HCT learning 
model. To fully explore the alignment between LBD elements and 
21st Century skills necessary in engineering education as outlined 
in the learning outcomes of HCT, a brief analysis by the researcher 
is presented in Table 2. 

 
Table 2: Alignment Between LBD Elements, 21st and HCT Learning Model 

LBD elements 21st Century skills HCT learning outcomes 
• Learning to do (skills) not just to know (factual 

knowledge); experiential, active, cooperative, 
collaborative learning 

creativity/innovation 
life and job skills/communication and 
collaboration 
teamwork 

Critical and creative thinking 
Vocational competencies 
Communication literacy 
Teamwork and leadership 

• Learning that occurs in the context of a goal 
that is relevant, meaningful and interesting to 
the student 

life and job skills 
communication 
critical and self-critical abilities/problem-
solving 

Vocational competencies 
Communication literacy 
Critical and creative thinking 
Self-management and independent Learning 

• Learning that is planned all skills should be planned learning 
outcomes  

HCT learning model mandate 

• Learning that involves quality reflection critical and self-critical abilities 
ethics and cultural knowledge 

Self-management and independent learning 
Global awareness and citizenship 

• Learning that considers culture  ethics and cultural knowledge Global awareness and citizenship 
• Learning that involves practical experiences in 

the context of relevant tasks closely related to 
how students will use it outside the learning 
environment 

creativity/innovation 
life and job skills 
communication and collaboration 
teamwork 

Critical and creative thinking 
Vocational competencies 
Communication literacy 
Teamwork and leadership 
Mathematical literacy 

• Learning that involves strategies such as 
presentation, reports, team building, critical 
thinking, steam projects, and problem-solving 

communication and collaboration 
teamwork 
critical and self-critical abilities 
 

Critical and creative thinking 
Teamwork and leadership  
Communication literacy 
Mathematical literacy 
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Biggs [28] instructional design, constructive alignment, aside 
from fully supporting LBD as it espouses experiential learning, 
sees the usefulness of an LBD structured system of learning in 
engineering education [29], [30]. The researcher finds this 
significant in contributing directions on how to go about model 
construction, giving particular focus to Biggs’ alignment of 
learning outcomes, teaching and learning activities, and 
assessment. 

In developing the model which this study proses to do, the 
researcher should keep in mind that although LBD is mandated as 
the teaching principle of Higher Colleges of Technology and is 
promoted in Biggs’ instructional design [28], conventional 
methods of teaching still have a place in the classroom [23], [31] 
- [33]. Hence, the researcher notes that some lessons can be taught 
through interactive, high-level psychological lectures and 
activities rather than behavioral, experiential ones.  

Additionally, following Houghton [34] and Fung [29] 
propositions, criterion-based assessments will be looked into 
while keeping in mind Voogt and Roblin’s recommendation that 
while summative and formative assessments are useful in 
assessing 21st Century skills, new forms of assessment should 
build on previous assessment practices and should be considered 
as a starting point. 

5. Research Methodology 

As mentioned, HCT has mandated the use of LBD and 21st 
Century skills learning, having adopted these at the heart of its 
strategic directions. At this point, it is important to delve into how 
LBD is implemented and how 21st Century skills are infused 
especially from the collective perspectives of the different 
stakeholders – students, instructors, and the dean.  

Keeping in view the pragmatic stance that reflects the belief 
that human experiences are multifaceted, and that agreement 
concerning what is and what should be in any given situation is 
best negotiated among all concerned parties, the mixed method 
approach was selected as the best-suited method for this study. 
The selection of the mixed method approach was in keeping with 
the stance of Venkatesh, Brown, and Bala [35] who state that 
“such work can help develop rich insights into various phenomena 
of interest that cannot be fully understood using only a 
quantitative or qualitative method” (p. 21). Creswell and Plano 
Clark [36] claim that using both qualitative and quantitative 
methods enables the researcher to reach a more comprehensive 
response to the research questions, as opposed to the possible 
limitation of using only one method. Using the mixed methods 
design in this research has enabled reliable and valid data to be 
elicited, as it helped the researcher in obtaining data from different 
sources using different approaches – in-depth interviews, 
observations, quantitative surveys, and document analysis.  
Migiro and Magangi [37] state that there are three important 
advantages of this method: 

(1)    A researcher can use strengths of an additional method to 
overcome the weaknesses in another method by using both in a 
research study;  

(2) Mixed method research can provide stronger evidence for a 
conclusion through convergence and corroboration of findings;  

(3) Mixed method research can add insight and understanding that 
might be missed when only a single method is used (p. 3763). 

Hussein [38] states that using multiple ways of data collection 
in the same study increases the credibility of the study (p. 1). He 
asserts that using mixed methods achieves more accurate and 
reliable findings with richer information.  

The use of mixed methods is therefore grounded in the 
researcher’s belief that findings from each set of participants 
(students, teachers, and the dean of engineering) will give not only 
a richer depiction of the findings but also a unique description of 
what LBD practices and 21st Century skills are currently 
implemented at HCT.   

Quantitative Tools 

Quantitative methods are often used in social science to 
acquire knowledge by manipulating data through sophisticated 
quantitative approaches, such as multivariate statistical analysis 
[22]. The engineering students were requested to repond using 
Likert-scale questions by employing an online survey framework 
that was used by the researcher. Keeping in mind participant 
fatigue, the questionnaires were divided into two sets: LBD 
elements and 21st Century skills. The sets were administered 
separately, a week after the other. 

Qualitative Tools 

The qualitative data collection was selected in order to offer 
the researcher an in-depth perspective regarding the personal 
experiences. Reference [23] provided a succinct definition that 
“qualitative research seeks to discover new knowledge by 
retaining complexities as they exist in natural settings.” Reference 
[24] provides a description of a variety of data collection tools 
used in qualitative studies: interviews; data analysis; direct 
observations; and reporting. The choice of tool is influenced by 
the skill of the researcher, data collection strategy, the type of 
variable, the accuracy required, and the collection point [21]. 

Data Analysis 

The following data analysis approach was shaped by the type 
and amount of data collected and made extensive use of 
description in addition to a number of statistical analyses of the 
quantitative data. The primary data sources, survey questionnaires, 
semi-structured interviews, content analysis and over classroom 
observations, were analysed and reported in terms of patterns in 
participants’ responses in relation to the main and enabling 
research questions that guided the study. 

1) Quantitative Data Analysis 

To test whether the actual values are significantly different 
from the expected values, the chi-square test was applied to the 
LBD and 21st Century questionnaire. A null hypothesis signifies 
that there is no statistically significant difference and an alternate 
hypothesis states the opposite. Based on the results of the above 

http://www.astesj.com/


G. Frache et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 115-124 (2018) 

www.astesj.com     119 

test, the researcher can either reject or fail to reject the null 
hypothesis. The techniques and methods used in this study 
encompass the following: The descriptive analysis by using the 
mean and standard deviations was conducted for the items 
determining the 21st Century skills.  

2) Qualitative Data Analyses  

To analyse the qualitative data, the audio recordings of the 
interviews and transcripts of the recordings were entered into 
nVivo software for coding and further analysis.  

6. Data Analysis and Results 

This section discusses the findings stemming from the 
quantitative and qualitative data collected. The quantitative 
methodology tools used are questionnaires given to one particular 
type of stakeholders, specifically the engineering students. A 
descriptive analysis was carried by using the frequencies and 
proportions. The Likert-scaled data of Learning-by-Doing items 
were tested for statistical significance by using a Chi-squared test. 
A descriptive analysis using the frequencies and proportions was 
conducted for the items determining the 21st Century skills. The 
qualitative methodology tools used are semi-structured, one-on-
one interviews among the two sets of target participants: the 
engineering instructors and the dean.  

A. Descriptive statistic Learning-by-Doing survey findings 

The first questionnaire was administered to the engineering 
students seeking to understand how LBD is manifested inside the 
classroom. Students were given a set of 16 statements and then 
asked to rate the frequency of these statements. The statements 
were geared to correspond to LBD principles as opposed to LBD 
techniques. The survey questionnaire was administered to 184 
engineering students. Students’ ratings of each of the statements 
are listed in Table 3. Frequencies, Means, and Standard Deviation 
data analysis are shown. In addition, a graphical representation for 
the rating of LBD statement is shown in figure 1. 

The first statement provides emphasis on activities done in the 
classroom which emphasizes collaboration as its main ingredient. 
Only 26% of the participants stated that this is always the case 
with 32% stating this is usually done. The second statement aims 
to find out whether there is a meaningful interaction between 
students and instructors during discussions. 32% stating this is 
always done. The third statement emphasizes reflection on 
activities conducted. This is one of the hallmarks of Learning-by-
Doing. More than 50% of the students said it was done at least 4 
times in six situations. The fourth and fifth statements are related 
to each other as they tackle the issue of learning “life skills,” 
another characteristic of LBD. We can safely say more than 50% 
of students are saying these are being done 4 out of 6 situations. 
The 6th statement’s aim was to ferret out whether “Active 
Learning” is happening in the classroom. This statement garnered 
the lowest number 5 rating (12%). The 7th statement refers to the 
use of simulation in the classroom. The results on this question 
are encouraging considering it has a high rate of “Usually” (38%). 
The demonstration of a concept is the emphasis of the 8th 
statement. Looking at the results, it can be seen that it has the 
highest points garnered in the data spectrum of “Always” (30%). 
The 9th statement belongs to the purview of “Active Learning,” 

conducting drills and practice. The results show that this statement 
has the highest frequency number for the rate of “Usually,” 
garnering a whopping 44%. The 10th statement is part of the 
reflection phase of LBD where students are supposed to retrospect 
on what they have learned. The combination of the “Usually” and 
“Always” frequency score however still ensures that more than 
50% of the participants believe that this happens. The 11th 
statement touches the post-evaluative aspect. LBD encourages 
different ways of evaluation to encourage the participation of the 
learner or learners in this phase. We can still conclude that more 
than 50% of students believe that this happens 4 times out of 6 
situations. The 12th statement is part of the real-life learning of 
LBD were activities that encourage more “learner” immersion is 
an integral part. Suggested by the statement itself are workshops 
and field trips. This statement got the highest “Never” and 
“Almost Never” frequency score. The 13th statement is still 
within the context of real-life learning. The 14th statement is 
within the purview of “Active Learning,” with at least 50% of the 
participants believing that this occurs in 4 out of 6 situations. The 
15th statement is within the coverage of post-evaluation and 
reflection. Students are asked to record their impressions on a 
phase by phase basis. Almost 60% of the participants believe that 
this happens in at least 4 out of 6 situations. The 16th statement 
focuses on hand-ons, kinesthetic activities. This statement got the 
highest “Occasionally” rate, having 40%. 

Table 3: Summary of Results for Each LBD Statement 
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m
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N
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1
There are classroom activities that require students to 
collaborate  and learn with and from each other. Examples are 
group projects that emphasize teamwork.

26 32 26 12 4 184 20 10.2

2 Discussions in the classroom are interactive  meaning students 
as well as the teacher contribute to the topic being discussed.

32 32 25 9 3 184 20 12.0

3
Questions and answers that focus on post-evaluation of 
learning activities are conducted in the sessions.

25 33 27 10 5 184 20 10.7

4
Exam questions are focused on scenarios that require students 
to apply what they have learned and are not merely limited to 
ones that call for memorization, definitions, etc.

21 34 30 10 4 184 20 11.4

5
The teacher uses real life  case studies as a means for teaching 
the content of the course.

20 32 33 11 5 184 20 11.1

6
Students are presented with problem-based questions where 
students either in group or individually will work out the 
solutions.

12 37 35 12 4 184 20 13.4

7
Teacher uses simulation either digital or manual as a means of 
teaching a concept.

22 38 30 7 3 184 20 13.3

8
Teacher demonstrates  a required subject skill first then asks 
the students to follow suit.

30 35 26 7 2 184 20 13.1

9
Students do drills and practice  as a means of learning and 
mastering a skill or a concept. 

29 44 19 7 2 184 20 15.1

10 Students are encouraged to re fle c t on what they have learned 
and express this reflection either orally or in written format.

21 34 33 9 3 184 20 12.5

11
In assessing student’s work, the teacher uses other means in 
addition to his/her own assessment. This other means can be 
se lf-a sse ssme nt o r p e e r re v ie w.

15 36 30 11 7 184 20 11.2

12
Teachers conduct activities that allow students to fully 
experience the topic. Examples of these type of activities are 
fie ld  trip s  a nd  wo rksho p s.

16 29 33 14 8 184 20 9.4

13
The college provides programs that bring students to the 
wo rkp la ce  as part of the student’s preparation for professional 
working life after graduation.

15 34 32 11 8 184 20 10.8

14

Classroom activities that ask the students to model 
experiences or concepts are conducted. Examples of these 
types of activities are role-playing, reenactment or 
walkthrough (From process to output)

17 33 35 9 5 184 20 12.2

15
Teachers encourage students to record their impressions on 
how they made the project on a phase-by-phase  basis. This 
requirement is in addition to the required output of the project.

29 31 26 11 3 184 20 11.1

16

Classroom activities are formulated in such a way that students 
can be more active and motivated in their work. Examples of 
this type of activity are educational games and other hands-on 
means.

23 28 36 9 4 184 20 11.9

Frequency %

Mean SD.P
Sample  

Size
LBD statements
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Figure 1.  LBD Statements 

B. Chi-Square Test on Learning-by-Doing statements 

In order to determine whether there is a significant difference 
between the opinions of the participants regarding the LBD 
statements, a chi-square test for equal proportions was applied. 
The null and alternate hypotheses are as follows:  
Null hypothesis: There is no significant difference between the 
opinions of the participants regarding each statement.  
Alternate hypothesis: There is a significant difference between the 
opinions of the participants regarding each statement.  

Since the p-value is less than 0.05, we can conclude that there 
is little significant difference between the participants' opinions. 

C. 21stCentury skills survey findings 
To answer the 3rd question of the study, the student’s point of 

view with regard to whether 21st Century skills are either 
intentionally or inadvertently taught or assessed in the classroom 
was addressed. The manifestation of the skills was established in 
the questionnaire to crystalize the concept in the mind of the 
students. Students rated each category based on a 1 to 5 frequency 
scale. Findings of the survey results are shown in Table 4. 

Table 4: Summary of Findings for 21st Century Skills. 

 

 

 

Creativity: It is observed that 50% of the students think creativity 
as a skill is being taught and assessed only once in 6 situations.  It 
is interesting to note that about 54% of the participants graded 1 
(never) or 2 (almost never) for they now think outside the box by 
exploring alternative ideas and solutions. It is interesting to note 
that creativity taught and assessed received 8% and 5% 
respectively. This shows very little emphasis is devoted to 
creativity in the classroom by the teachers.  

Communication: Communication skills reached the 43% in 
terms of students believing that it happens 4 out of 6 times in the 
category of taught and assessed. It would seem that 
communication is another skill that is not well assessed with 55% 
of the students thinking that never/almost never done is happening 
here. 

Collaboration: Looking at the taught and assessed categories, we 
can see that only 5% of the participants think this is done 6 times 
out of 6 situations and 44% think this is done 4 out of 6 situations. 
We can conclude that collaboration is not taught nor assessed in 
the classroom 

Team work: Can also be considered as one of the top skills in 
terms of scoring as it has a more than 40% rating in the ”Usually” 
and “Always” categories. Just like in the other skills it means 50% 
of the students believe it is happening 4 out of 6 times. 

Critical thinking: This skill scored lowe in both categories. 
These results support the obtained data from the instructor 
interviews about the teaching and assessment of the critical 
thinking skill. It is observed that 56% of the students think critical 
thinking as a skill is being taught and assessed only 1 time in 6 
situations.   

Cultural sensitivity: This skill received the highest score of 44% 
for  “Almost Never.” This highlights that almost half of the 
participants think that cultural sensitivity is rarely being taught in 
class. 

Ethics: Ethics is one of the top skills that the student consistently 
rated high. It has 30%,  “Always” score based on the taught 
category, achieving the highest score among all the skills. 
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Life Skills: Life skills received an average score in both 
categories. In the taught category Life Skills received 14% 
in ”Usually” and 11% in ”Always.”  

Problem Solving: The problem-solving scores 12% in the taught 
and 14% that this happens 4 times out of 6 situations. This is 
surprising result given that most of the exercises in the 
engineering department require laboratory and math problems.  It 
is observed that about 35% of the participants rated “Occasionally” 
for classroom activities that require students to examine different 
processes or paradigms and apply these to different types of 
problems. 

Innovation: Similar to critical thinking and creativity, innovation 
received a low percentage in “Always.” It has 9% in the taught 
category and 10% percent in assessed category. 

Computer Literacy: In the category of “taught” alone, the 
combination of “Usually” and “Always” is 47% which means 
almost 50% of the participants agree that it happens at least 4 out 
of 6 times. 

D. Learning-by-Doing as explained by participants 

The study presents a discussion on the analysis of the results 
obtained from the primary research. The study aimed at evaluating 
the understanding of LBD at Higher Colleges of Technology 
(HCT). UAE has taken evident measures to enhance the quality 
of education, in order to prove its educational capabilities on the 
global platform. Hence, in order to assess if the government is 
successful in its endeavor, it was important to assess how HCT 
approaches and implements LBD and 21st Century skills. The 
research therefore aimed at understanding, from the perspectives 
of the teachers, students, and the dean of the Higher Colleges of 
Technology what constitutes of LBD and 21st Century skills, and 
which activities were in the process of implementation under LBD 
and 21st Century skills.  This is part of primary research that was 
undertaken by conducting using semi-structured interviews (of 
teachers and the dean) and surveys (of students). In addition, eight 
classroom observations were also used to assess first-hand the 
activities employed in classroom and the approach of teachers 
while teaching. The classroom observations were then analyzed 
in conjunction with the interview and the survey findings. In 
addition, an exhaustive analysis of the HCT curriculum was also 
undertaken in order to review the LBD and 21st Century related 
content and activities present in it.  

The participants’ answers can be grouped into four different 
classifications; mainly, the practical aspect, real world impact, 
and definition of LBD. From the data gathered, it can be inferred 
that the participants have diverse views on Learning-By-Doing 
practices, and it is stated to have a different meaning depending 
upon the type of course(s) the faculty is teaching and prior 
professional experience of the participant educator. Table 5 
reflects the answers of the participants when asked about their 
understanding of LBD. 

In the concept of engineering, it was claimed by one of the 
participants that LBD is more about working on “analytical 
thinking, thinking and formulating a problem, and understanding 
the practical application of concepts.” Another participant stated 
that, he looks at Learning-by-Doing as a “fairly permissive term 
and that it is primarily focused on experiential learning.” The 

same view was shared by the engineering dean where he stated 
“my understanding on learning-by-doing is it’s a fairly lenient 
term. So the first thing I would say is it hasn’t got an exact 
definition.” 

Table 5. Summary of findings of LBD understanding 

Findings Occurrence 
Different meanings in different context 1 
Includes critical thinking 1 
Laboratory work 1 
Relevant learning experience 1 
Embrace all other types of pedagogy 1 
Hands on applicability 1 
Old concept 1 
Practical aspect of learning 4 
Integral part of engineering 3 
Supports theory 2 
Relating to real world 4 
Increase productivity of students 1 
Involves careful design of activities that allows good 
foundation for knowledge. 

1 

Provides an opportunity to explore and develop new 
ideas. 

1 

Problem solving 1 
Practical aspect 4 
Real world 4 
Impact of LBD 5 
Definition of LBD 2 
 
Almost all educator participants suggested during the 

interviews the need for a clearer and concise definition of LBD to 
be produced by the institution. Specifically, as one participant 
stated - “we need a more expansive definition of Learning-By-
Doing that captures what distinguishes as well as what unites all 
members of engineering divisions in a shared educational 
enterprise.” Table 6 captures the common understandings of LBD 
highlighted during the interviews.  

Table 6. LBD defined 

Findings Frequency Percentage 
Experiential learning 2 25% 

Life-long learning 1 12% 
Problem solving 1 12% 

Applying theoretical 
knowledge 

3 37.5% 

Apply learning to real 
life 

3 37.5% 

Project-based 1 12% 

Almost all participants highlighted the importance of the 
union of theory and practice with an emphasis on the later. The 
view of marrying both theory and practice is not something new 
as it has been part of the LBD research literature tradition. For 
instance, Dewey [25] suggested the move from formal, abstract 
education to one that is more experienced-based. At the core of 
Dewey’s LBD philosophy is action. Rather than merely thinking 
about abstract concepts, LBD involves a direct encounter with the 
phenomenon being studied. It utilizes actual experience with the 
phenomenon to validate a theory or concept [25]. It should be 
emphasized and pointed out that most of the participants believed 
that LBD is not a “stand-alone” philosophy or practice but instead 
intrinsically tied in with making the theory more relevant and 
understandable.  

The experiential learning definition received the second 
highest percentage. This is well in agreement with widely 
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published literature on LBD and in its roots of formulation as a 
concept and action. Experiential learning and its subsets, 
cooperative learning and collaborative learning, exemplify the 
philosophy of LBD [26]. However, as verified in the interview 
and follow up questions, most of the participants understood 
experiential learning as a type of “hands-on” learning that does 
not really emphasize the promotion of discussion, critical thinking, 
reflection, introspection, and retrospection. In this aspect, the 
experiential learning that most of the participants subscribe to has 
something to do with involving the student in the learning 
experience in order for the learner to understand the concept, thus 
this is more akin to active learning [13]. 

Participants were asked, ”What LBD activities do you do or 
have you done to teach your students?” Diverse practices were 
encountered in classrooms to achieve LBD. Table 7 summarizes 
these findings. 

Table 7: LBD Practices 

LBD Practices Frequency  % 
Laboratory activities/ experiment 5 21.7 

Case study 1 4.3 
Project-based 3 13 

Building  1 4.3 
Industry visit 2 8.6 

Design process 1 4.3 
Demonstration 5 21.7 

Peer Demonstration 1 4.3 
Exploration 1 4.3 

Modeling and non-routine problems 1 4.3 
Problem-based 2 8.6 

  
The highest observed practices are laboratory activities and 

demonstration with 21.7% each. With respect to hands-on courses, 
the instructors are observed to assess the students and train them 
in LBD through practical experiments and labs. Certain other 
answers inferred that experiential learning is not only experiental 
or lab work. “I think having a reflective analysis and self-criticism 
or guided criticism of that experiential learning exercise is 
something that is often missed,” the dean of engineering noted. It 
was also inferred that one of the biggest challenges is the 
understanding that pedagogy is the philosophy.  

E. Participants view on 21st Centure practices 

Participants were asked to answer several questions on how 
21st Century skills were adopted in their classroom activities. The 
engineering dean said, “UAE engineering students need to 
possess them in order to survive in the current corporate world.” 
He used the term “professional skills” for 21st century education 
to highlight those listed skills. Ongoing research findings reveal 
that to answer today’s challenges, students must have the capacity 
to apply knowledge in practice by learning to adapt to new 
situations; critical and self-critical abilities; the ability to use 
teamwork and communication skills, with these being listed as the 
top three competencies needed by 21st century engineers [27]. The 
dean went on to highlight the opportunities and challenges of 
engineering education in the 21st century, contending that the new 
professional engineer not only needs to be knowledgeable in his 

own discipline but also needs a new set of professional skills. 
Table 8 summaries the 21st Century skills findings. 

Table 8: 21st Century Skills Findings 

Participant 21st Century skills 
understanding 

21st Century 
skills  used 

Assessed 

Dean The participant has a 
clear understanding of 
21st Century skills. He 
even defined some of the 
skills to include 
theirelements in the 
assessment of students. 

50% of 
courses use 
the 21st 
Century 
skills.  

Not really, but 
should be 
included with 
clear rubric 
during lesson 
and assessment.  

Teacher 1 It seems that the 
interviewee is unsure of 
the definition of those 
skills.  
He struggles to 
distinguish between terms 
such as creativity and 
innovation.  

Innovation, 
creativity, 
team work, 
problem-
solving, 
communicati
on, ethics.  

It does not seem 
that the teacher 
is aware of how 
to assess his 
students on any 
21st Century 
skills. None of 
these skills are 
clearly assessed.  

Teacher 2 It seems the participant is 
unclear on the definition 
of 21st Century skills.  

Team Work, 
collaboration
, and cultural 
sensitivity. 

Yes, informally. 
Not with a set 
of clear rubric.  

Teacher 3 The participant was 
aware of the 21st  Century 
skills and answered some 
questions about their 
definitions 

Creativity, 
collaboration
, teamwork, 
critical 
thinking, 
problem-
solving and 
innovation. 

Yes. In a rubric. 
Official rubric 
tool was 
supposed to be 
presented to the 
interviewees.   

Teacher 4 “I don’t understand what 
you mean by 
communication.” She 
seems to understand all 
the other skills. 

Problem-
solving, 
critical 
thinking, 
teamwork, 
collaboration
, and life-
skills. 

Not all are 
assessed. 
Problem-
solving, critical 
thinking, 
teamwork, and 
collaboration 
are hard to 
assess. But 
others I do 
assess in LBD 
activities. 

Teacher 5 Don’t understand the 
cultural sensitivity. Some 
confusion about the 
definitions of some skills.  

All skills are 
used in LBD 
activities.  

All skills are 
assessed except 
ethics and 
critical thinking. 
No rubric is 
available. 

Teacher 6 The participant is clear 
about the definition of the 
21st Century skills.  

Creativity, 
communicati
on, 
collaboration
, teamwork. 

All are assessed. 
Some might 
have an indirect 
assessment. No 
rubric 
presented. 

Teacher 7 The participant seems to 
understand 21st Century 
skills.  

Teamwork, 
collaboration 
almost all of 
the 21st 
Century 
skills. 

All indirectly 
assessed. No 
rubric is 
available.  

Teacher 8 The participant was not 
aware of the distinction 
between innovation and 
creativity. Also, he did 
not understand the use of 
life skills in classrooms. 

Collaboratio
n, team 
work, ICT 
and life 
cultural 
sensitivity is 
used. 

None of the 
skills are 
assessed 
directly.  
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It is obvious that not all participants understood what 21st 
Century skills are, let alone what the definition is or what the 
included activites are. This is despite the fact that a working 
definition of the skills was sent to them before they started 
teaching their courses at the beginning of the semester. While the 
participants understood the general meaning of the terms, they are 
at a loss when they are asked about them in the context of their 
inclusion in classroom activities and assessments. This is not 
surprising since most of the assessments of engineering subjects 
are technical in nature which means they usually use a quantitative 
approach. Skills such as collaboration, creativity, innovation, 
ethics, and cultural sensitivity would seem to require a qualitative 
evaluation framework in order to be assessed. 90% of the 
participants admitted that they do not include a majority of these 
skills as part of their assessment. When pressed with a follow-up 
question on the reason why, most of them simply said it was not 
required in the course outline. Some ventured to say it is difficult 
to assess these skills as they seem to be fraught with subjectivity 
which to them is a departure to the objective and clear type of 
assessment engineering students are used to having. However, not 
all 21st Century skills were unfamiliar to the participants. A clear 
majority of them stated that technological literacy, problem-
solving, teamwork, ethics, and collaboration are mostly included 
in their assessment tools.  

F.  View of the participants towards incorporating the Learning-  
By-Doing and 21st Century skills better in the course outline 

The participants also provided their views on how LBD and 
21st Century skills were incorporated in the course outline. Mostly, 
it was stated that the course outline should include clear 
assessment guidelines for LBD activities and 21st Century skills. 
Two of the participants emphasized the core concepts and skills 
students needed to learn and cautioned to avoid unconnected 
topics which inhibit the development of critical thinking and other 
21st Century skills. In addition, the participants also claimed that 
critical and creative thinking can be incorporated into the course 
outline, and on giving more importance to improving the 
communication abilities and promoting the spirit of teamwork and 
leadership. One of the participants specified four main skill areas 
that affect creativity and innovation in the current course outline: 
fluency, flexibility, elaboration and originality. Hence it was 
proposed that making these skills a part of the assessment strategy 
would better incorporate LBD and 21st Century skills in the course 
outline. The participants also claimed that the personal and social 
development of the students may be enhanced by developing their 
managerial and leadership skills, and by preparing them to 
implement complex skills such as planning, communicating, 
problem-solving, and decision-making.  

Conclusion 

This study reported on data gathered from instructors and the 
HCT dean’s interviews and student questionnaire surveys. It has 
shown diverse views on the Learning-by-Doing understanding, 
practices, and definition. While most of the educator and student 
participants explained their understanding of LBD, the 
enumeration of the impact verifies the “incomplete” 
understanding of LBD. On the definition of LBD, participants 
viewed it as the second half of “theoretical” knowledge which is 
its application. This understanding is supported by LBD research 

literature. For instance, [7] suggested the move from formal 
education to one that is more experienced-based. As engineering 
is a skill-based field, it was no surprise for the participants to 
award high percentage for laboratory activities and experiments 
to be the most used LBD activities. The importance of 21st 
Century skills was highlighted by all participants during the 
educator participant interviews. But, most of them failed to use 
them in the context of their classroom activities. Creativity, 
critical thinking and innovation skills were highlighted as the 
most difficult to assess in engineering courses. The underlying 
theme of the findings from the students’ point of view is that 
nearly 55% of the students believed the LBD is conducted and 
assessed in the classroom. The rest of the students, 45% seem to 
believe that LBD is not conducted in the classroom activities. The 
survey data used in this study was discussed along with other 
interviews and personal observation data to explore the results 
further in the construction of the LBD model. 
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 This paper reports the results of an empirical, 3D full wave inversion (FWI) numerical 

analysis which provides an estimation of the performance of multi-static handheld ground 

penetrating radar (GPR,) compared to a bi-static system, for landmine detection using FWI 

imaging. The experiments are based on simulated data and provide a more realistic 

evaluation of the performance of multi-static handheld GPR for the landmine problem 

based on FWI, than previous studies based on a 2D analysis.. Furthermore, a novel method 

of estimating a parameter set that is closer to the global minimum for an iterative FWI 

optimization is introduced. 
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1. Introduction  

This paper provides an extension of the work presented in [1], 

which is based on a sensitivity analysis of handheld GPR 

measurements, comparing bi-static and multi-static system 

performance using singular value decomposition (SVD). The 

results obtained confirmed the conclusions of a previous study 

conducted by Watson [2], which states that multi-static systems 

achieve greater subsurface information, for a landmine detection 

application using full wave inversion (FWI). The study in [2] also 

conducted a 2D FWI to verify the superior performance of multi-

static arrays over a bi-static configuration, for handheld GPR. It 

concludes that the size of the multi-static array, or number of 

antenna elements, is insignificant. Furthermore, the acquisition 

system under test was simplistic and radio propagation properties 

such as the antenna cross-coupling, radiation pattern and geometry 

are neglected. Additionally, only a flat, homogenous domain was 

simulated for the 2D FWI analysis.  

Nevertheless, a 2D FWI study is insufficient, as the landmine 

detection domain is a 3D, heterogeneous domain and a 3D analysis 

is required to produce a more realistic evaluation of the 

performance of bi-static and multi-static handheld GPR systems 

for the demining challenge. Here, an empirical FWI numerical 

analysis is reported for a 3D domain, which considers a 

homogenous as well as a heterogeneous or cluttered domain, using 

a derivative-free optimization algorithm. The bi-static and multi-

static system performance are evaluated by comparing the 

estimated subsurface parameters obtained in each case with 

synthetic GPR data parameters. All the radio propagation effects 

are included with simulated experiments conducted in the CST 

STUDIO SUITE 3D electromagnetic (EM) environment. Finally, 

a novel method to determine an improved initial parameter set for 

the GPR FWI optimization, that is closer to the global minimum, 

is proposed. This is achieved by generating a database of prior 

forward problem solutions. The database is used with each 

measured GPR data to determine the least L2 norm objective 

function, whose parameters are considered as the initial parameter 

set for the actual FWI optimization. 

2. FWI for Multi-static Handheld GPR 

2.1. Gradient Based Method  

 The GPR FWI problem for landmine detection may be posed 

as a regularised least squares (LSQ) non-linear optimisation 

problem given by [2] 

                          (1) 

where  is a vector of geometric and electrical parameters 

describing the ground, d is the GPR measured data,  is 

a forward model that returns the GPR measurement that would be 

made for a subsurface with parameter vector . The GPR inverse 

problem is ill-posed as arbitrarily large changes in  can have 

negligible effect on the error .  The regularisation term 
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is required to control the size of components of  with little or no 

effects on GPR data.  The function  introduces a penalty based 

on the size of these components and is a way to introduce prior 

information.  For Tikhonov regularisation  and often  

is chosen to be the identity matrix.  The regularisation or Tikhonov 

factor  is often adjusted dynamically during the iterative 

optimisation process to control convergence.  Optimisation is 

posed as a LSQ problem as the error functional uses the L2 norm. 

The GPR forward model is non-linear and so (1) is often solved 

by iterative linearization.  Watson used an iterative, quasi Newton 

method called the limited memory Broyden-Fletcher-Goldfarb-

Shannon (L-BFGS) nonlinear optimisation algorithm [3]. The 

solution requires a calculation of the gradients of the LSQ error 

function .  Due to the special form of the LSQ error 

function, these derivatives can be directly related to the derivatives 

of the forward model.    

2.2. Derivative-free Method 

 The derivative-free method for solving the FWI problem is 

used because it is computationally expensive to estimate the 

derivatives required for derivative based methods.  Derivative-free 

methods require less computation per iteration and are suitable for 

a limited number of variables, but may require more iterations. A 

range of non-derivative nonlinear optimization algorithms may be 

used to solve the FWI optimisation problem when gradients do not 

exist or are expensive to compute. Local direct search methods 

may be used when there are a small number of variables and the 

objective function is computationally cheap to evaluate. The 

Nelder-Mead simplex algorithm [4] is the most cited, robust and 

efficient of local direct search methods. The algorithm 

fundamentally relies on an initial number of points that create a 

simplex i.e. a set of points spanning a volume in the variable 

dimensionality considered. The objective function is evaluated at 

the vertices of the simplex during each iteration to determine the 

highest objective value, which is used to redefine another vertex 

that produces a new simplex. Additional new points are produced 

by moving the vertex with the highest objective value through a 

series of transformations using the centroid of the associated 

simplex that include reflection, expansion, internal and external 

contractions [5]. These steps are iterated until convergence is 

achieved. Convergence can occur for non-smooth objective 

functions even when the second derivative of the function is 

unobtainable [6]. The Nelder Mead simplex algorithm may be 

applied to the FWI optimisation problem, to estimate the 

uncertainty in parameter sensitivity of the handheld GPR bi-static 

and multi-static systems. The Nelder Mead Simplex algorithm is 

embedded in the CST STUDIO SUITE environment and so the 3D 

GPR forward model may be integrated with the optimization 

process on the same platform. 

3. Modelling and Simulation 

3.1. The GPR System Models and Experiments 

The GPR system models are developed with linear antenna arrays 

positioned with dipoles at a fixed distance above the ground 

surface. The configurations are for a bi-static system, and multi-

static system with two and four receive elements, driven in a single 

input multiple output (SIMO) sequence. The antennas are end-fed 

(coaxial) dipole antennas designed and optimised using the 

Antenna Magus software for a centre frequency of 2.5 GHz and 

frequency range of 1.75-3.25 GHz.  Assuming the same offset of 

20 cm used by Watson, an antenna element spacing of 5 cm was 

used in all configurations. Antenna cross-coupling losses are 

significant, given this spacing which is less than a wavelength. The 

antennas are placed initially at a height of approximately 3.76 cm 

above the ground surface. The transmitting element is at the 

extreme left end of the array and the time series measured at each 

receive antenna are concatenated into a single data vector d.  The 

target object is placed under the centre of the array, based on the 

assumption that a metal detector (MD) has located a conducting 

part of the device.   

 To reduce the computational cost, the ground size for this study 

is reduced to a 31 cm by 29 cm box with a depth of 9cm. The 

subsurface parameters are the relative permittivity and 

loss tangent . The target is a single AP mine which 

is modelled as a typical plastic cylinder with relative permittivity 

(typical US M14 mine).  The diameter and height are 

7cm and 6cm respectively, closer to a Colombian military MN-

MAP-1 mine [7].  The mine also contains a tetryl charge (US M14) 

with relative permittivity  and an air void of 

free space relative permittivity of one. Instead of ABC boundary 

conditions (used by Watson), perfectly matched layer (PML) 

boundary conditions are applied on all faces of the box (ground) 

for all models in this study with added space above the antennas 

on the top of box to simulate the antenna to antenna and antenna 

to ground propagation. ABC boundary conditions have been 

studied longer and are generally easier to implement, but the PML 

region achieves less boundary reflections [8]. 

For a heterogeneous ground (cluttered domain), we introduce 

a rough surface to the flat ground (box) surface. The ground 

surface roughness height is modelled in the form of a Gaussian 

distribution [9]. Therefore, the box planar surface is modelled with 

depressions and protrusions to simulate a ground surface with a 

random height, assuming a Gaussian distribution, normally 

distributed white noise and a mean value of zero [10]. 

Additionally, subsurface clutter sources are modelled as several 

3D rectangular blocks, grouped into two clusters, with each set 

having a different relative permittivity. One has a relative 

permittivity, and the other with a relative permittivity, 

. An example bi-static dipole system and target subspace 

is shown in Figure 1. A LSQ FWI regularised optimisation 

problem, as in (1), is the test problem. The goal value to be 

evaluated is the sum squared difference of the total simulated GPR 

data (time-series) and the total forward model data (time-series), 

which is given by ( )
2

XGPRGPRmeas − .  Watson 

performed a similar study for dipole antennas in a simplified 2D, 

homogenous domain only. Here both 3D homogenous and 

heterogeneous domains are investigated for the FWI analysis. 

The optimization is set to a maximum of 20 iterations, due to 

computational constraints. The hexahedral mesh used to produce  
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Figure 1: Bi-static dipole system for a heterogeneous ground 

synthetic GPR measurements is different from the mesh used in 

the forward model within the FWI objective function. This avoids 

the spuriously good results that can be the inverse crime artefact 

[11] due to using the same mesh for both operations.  

The parameter vector for the synthetic GPR data for the 

homogenous ground is given by 

       
]53.2,8.2,1,0036.0,163.2[

],,,tan,[ 0

=

= s

r

m

r

T

initialGPR                                       (2) 

where = relative permittivity of tetryl charge 

= loss tangent 

= relative permittivity of free space 

= relative permittivity of plastic mine 

= relative permittivity of dry sandy soil 

Whereas the parameter vector for the synthetic GPR data for the 

heterogeneous ground is given by 

            
]53.2,8.2,1,0036.0,6,75.3,163.2[

],,,tan,,,[ 021

=

= s

r

m

r

CCT

initialGPR                      (3) 

where = relative permittivity of first clutter source  

= relative permittivity of second clutter source  

= relative permittivity of free space 

= relative permittivity of plastic mine 

= relative permittivity of dry sandy soil 

The initial subsurface parameter vector for the homogenous 

ground FWI is given by 

        
]23.2,01.3,2.1,0046.0,363.2[

],,,tan,[ 0

=

= s

r

m

r

T

initialGPR                              (4)    

Whereas the initial vector for the heterogeneous ground FWI is 

given by 

  
]23.2,01.3,2.1,0046.0,4,5,363.2[

],,,tan,,,[ 021

=

= s

r

m

r

CCT

initialGPR                  (5)          

3.2. FWI Numerical Analysis Results     

To estimate the performance of the different antenna systems, 

we compare and consider the estimated parameter values 

approached by the FWI solutions for both models with their 

respective synthetic GPR data true parameter values. The error in 

the subsurface parameters for each system in the different ground 

conditions is estimated by determining the total sum squared 

difference between the GPR data vector parameters and the FWI 

solution vector parameters. The total estimated parameter errors 

are indicated in Tables 1 and 2 for the homogenous ground and 

heterogeneous ground respectively.  

The 3D FWI data shows that for both ground domains, the 

conclusion that multi-static systems can achieve more subsurface 

information is achieved as the smallest subsurface error in both 

cases is recorded with a multi-static system. At this stage, we can 

confirm that the multi-static system performs better than the bi-

static system in general. However, the subsurface parameter error 

is not monotonic for the number of antenna elements whereas it 

was found to be linear for a 2D FWI analysis. These results based 

on a 3D analysis are more realistic as the scattering on the soil 

surface and cylindrical mine introduce more degrees of freedom 

and complexity than a 2D numerical analysis.  

For the homogeneous soil, the 4 receiver (RX) system FWI 

achieves a better performance than the two other systems though 

the difference between the bi-static system and 2 RX multi-static 

system is marginal. However, in the more realistic heterogeneous 

domain the 4 RX multi-static system yields the largest parameter 

uncertainty. The scattering and clutter signals are observed to be 

larger in the heterogeneous domain than the homogenous domain 

based on the larger subsurface parameter error and uncertainty 

figures that are estimated in the former. This is due to greater air-

ground reflections from the rough ground surface and scattering 

from the buried clutter sources. In this case the clutter signal is 

much larger than the mine signal. Nevertheless, for both soils, 

particularly the heterogeneous soil, the parameterisation does not 

sufficiently describe the clutter and so the optimisation easily 

converges to the wrong solution.  Some method is required to 

reduce the effects of the clutter signal.  Therefore, better imaging 

with multi-static systems for a real GPR system and demining 

operation based on FWI is predicated on an optimised antenna 

design as well as clutter reduction.   

Conversely, this analysis also shows that the multi-static 

system achieves only a small improvement over the bi-static 

system. A FWI optimization with actual GPR measurements or 

field evaluation data is expected to exhibit greater complexity and 

hence the improvement may only be marginal. This study has been 

limited to synthetic data and future studies may include further 

T
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validation of the results obtained with the use of measured GPR 

data. 

Table 1: Summary of GPR and FWI solution parameter values for homogenous 

ground 

 

Subsurface 

Parameters 

GPR Data 

Parameter 

Values 

FWI Solution Estimated Parameter 

Values 

Bi-static Multi-

static 

(2RXs) 

Multi-

static 

(4RXs) 

Charge relative 

permittivity 

2.163 2.292 2.268 2.3 

Loss tangent 0.0036 0.0026 0.0034 0.0069 

Air void relative 

permittivity 

1.0 1.49 1.5 1.45 

Mine relative 

permittivity 

2.8 3.069 3.185 3.032 

Soil relative 

permittivity 

2.53 2.2 2.2 2.6 

Estimated 

parameter error 

- 1.219 1.320 0.892 

 

Table 2: Summary of GPR and FWI solution parameter values for heterogeneous 

ground 

 

Subsurface 

Parameters 

GPR Data 

Parameter 

Values 

FWI Solution Estimated Parameter 

Values 

Bi-static Multi-

static 

(2RXs) 

Multi-

static 

(4RXs) 

Charge relative 
permittivity 

2.163 2.4 2.388 2.314 

Clutter1 relative 

permittivity 

3.75 2.25 2.25 2.25 

Clutter2 relative 
permittivity 

6.0 7.28 6.67 8.0 

Loss tangent 0.0036 0.0058 0.0066 0.0068 

 

Air void relative 
permittivity 

1.0 1.35 1.29 1.39 

Mine relative 

permittivity 

2.8 3.04 2.96 3.16 

Soil relative 
permittivity 

2.53 2.27 2.33 2.2 

Estimated 

parameter error 

- 3.869 3.048 4.734 

 

4. Improvement of the FWI Initial Parameter Set 

The steepest descent and direct search methods for iterative 

nonlinear optimisation all require an initial parameter set which is 

updated iteratively according to the chosen method. The GPR 

FWI problem is also a local minimisation problem that is 

nonlinear as well as ill-posed. A good initial parameter set that is 

as close as possible to the true solution is desirable to ensure 

convergence to the global minimum and less computational 

expense. A more general approach would be to employ global 

optimization techniques prior to the local optimization. However, 

for the GPR problem this would be computationally prohibitive. 

We propose a compromise approach that involves solving the 

forward problem for several parameter sets within the bounded 

local domain or search space and using an L2 norm objective with 

the true solution or measured data, as the goal value. The forward 

model meshing or grid would be set to the lowest tolerance level 

as only a coarse analysis is required to avoid a high computational 

expense. A higher tolerance is set for the forward model grid for 

the actual optimization.  

A database of the forward model solutions for a specific 

operation is generated and can be evaluated with data from each 

GPR measurement. The initial parameter vector for the FWI 

solution is chosen by interpolation from the database of parameter 

vectors and measured time-series. Hence a single database is 

generated during a single campaign but can be used repeatedly for 

GPR data from the same source environment or location. The 

database campaign could be done during the training phase of a 

demining operation prior to the actual clearance operation. The 

database can be generated for any chosen number of parameter 

combinations and sample space or bounded conditions. More 

forward model solutions would be expected to increase the 

probability of a better initial estimate of the parameter set.  For 

this experiment, the 4 RX dipole system GPR model for a 

heterogeneous domain is utilised. Eleven forward model solutions 

are generated by arbitrarily choosing eleven different parameter 

sets for values between a minimum and maximum bound. This 

yields a database of eleven sets of A-scan data and the L2 norm 

objective value of each of these data for any measured GPR is 

determined. The parameter set for the time-series (A-scan) that 

achieves the lowest objective function value would be considered 

as the closest to the true solution or global minimum and selected 

as the initial optimization parameter set. Figure 2 presents the 

objective function value for all eleven forward problem solutions.   

      It can be determined from Figure 2 that the lowest objective 

function value is obtained at simulation run eight which 

corresponds to a value of 0.001708. The parameter set for this 

forward model measurement, FGPR  is given by 

   2.55] 3.05, 1.35, 0.0061, 6.50, 5.75, [2.25,=

] ,,tan,, [= 021  ,εε,GPR s

r

m

r

CCT

F            (6) 

Therefore, this parameter set given in (6) is selected as the initial 

parameter set for the iterative FWI solution, for the heterogeneous 

domain under test. The FWI optimization solution for this 

parameter set is then obtained for 20 iterations, due to 

computational constraints, and compared directly with the FWI 

solution for the initial parameter set in (3). The result is shown in 

Figure 3. 

     The comparison of the FWI solution for the original initial 

parameter set and the one derived from the database generation 

(Figure 3) shows that the latter does not achieve an improvement 

in the accuracy of convergence as the absolute error is marginally 

less than the original solution. However, the result does show that 

the database generated initial parameter FWI solution is closer to 

the true solution. This could potentially lead to a more efficient 

optimization using a more powerful algorithm. Derivative based 

methods would benefit from this improvement and achieve 

convergence with less computational expense and fewer iterations 

as a local minimum would be realised more efficiently. The 

procedure achieves the primary goal of improving the initial 

parameter estimation or guess.  The CST integrated Nelder-Mead 

optimisation does not allow the user to specify the entire simplex 

and objective function values.  If this had been the case, the initial 

10 iterations exploring the simplex could have been entirely 
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avoided by selecting all the simplex points from the database. The 

performance of gradient based algorithms are expected to benefit 

from the database generated improved initial parameter set. 

 

Figure 2: Objective function values for eleven forward problem solutions 

 

Figure 3: FWI solution result for 4 RX dipole a. original initial parameter set 

(GREEN) versus database selected parameter set (RED) 

5. Conclusion 

An empirical study has been undertaken to compare 3D FWI 

imaging using multi-static and bi-static systems in homogeneous 

and heterogeneous media. The results verify the possibility of 

multi-static systems to achieve greater subsurface parameter 

sensitivity and hence reliability of target detection than bi-static 

systems. In 2D, all multi-static systems outperformed the bi-static 

systems. However, a more realistic 3D analysis shows that the 

improvement in performance with increasing numbers of 

antennas is not simple or monotonic due to cross-coupling and 

antenna patterns.  This underlines the need for optimisation of the 

antenna system configuration and size (number of elements), to 

achieve better performance than a bi-static system. Additionally, 

the effect of clutter significantly limits the accuracy of parameter 

estimation. Finally, a novel procedure has been proposed to 

determine the initial parameter vector for the FWI solution which 

yields an initial forward problem solution that is closer to the true 

GPR data solution. The procedure requires numerous forward 

problem solutions stored prior to a deeming campaign but has the 

potential to significantly reduce the computational expense of the 

FWI as well as the accuracy for an ideal local minimisation. 
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 This article describes the modeling procedure of a direct resistive heat model of the 
molybdenum sheet and its simulation with electrodes made from various materials. The 
main characteristic of the proposed model is its dynamic behavior, because model 
considers the movement of the molybdenum sheet. The simulation results are mutually 
compared and the optimal material parameters are selected. The development of the model, 
in which the movement of molybdenum sheet is considered is used for determination of 
optimal movement speed of the molybdenum sheet in order to achieve requested 
temperature. The presented model can be also used for determination of optimal electrode 
materials and its geometrical properties/shape. 
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1. Introduction   

This paper is an extension of work originally presented in 
Electrical Power engineering 2017 [1]. This article discusses the 
usage of finite element method for the development of a resistive 
heating model of the molybdenum sheet. The model is designed 
for the needs of the development of the equipment for the heating 
and shaping the molybdenum sheets into molds. The mentioned 
molds are used as containers for horizontal crystallization of the 
sapphire single crystal. Molybdenum is one of the few materials 
suitable for this purpose in a view of the long-term high-
temperature load of the mold. The mold is exposed to the 
temperature gradient of up to 100 °C./ mm at the maximum 
temperature of 2150 °C. in the longitudinal direction of the 
container, where in one part is the melt and in the adjacent part is 
the corundum as an already growth product, i.e. single sapphire 
crystal. Based on the extreme conditions during the process, it is 
crucial to not decrease the mechanical abilities during the shaping 
process of the mold. For that purpose, the structural changes and 
possibilities of avoiding them by properly set pre-heating 
respectively heating/cooling system of Mo sheets need to be 
predicted. Currently, the molds are made of molybdenum sheet 
having a thickness of 0,5 mm, made by powder metallurgy 
technology, i.e. by plastic deformation and sintering procedure. 
Specifically, the molybdenum sheet Grade M1 corresponding to 
the American standard ASTM B386 or GB 3877, where the 
chemical composition is approximately the same.  [2-5] 

2. Basic simulation model 

The simulation model is developed in COMSOL environment 
as a 3D model with the options for reconfiguration the mutual 
position of electrodes, the electrode material and the pressure on 
the electrodes. The model is composed of the molybdenum sheet 
and two electrodes. The molybdenum sheet is modeled as a block 
(domain) with a wanted width(a), depth(b) and thickness(c) and 
electrodes are modeled as cylinders with a wanted diameter(d), 
height(h) and distance(x) between them. The geometry (Fig.1.) is 
then complemented by physic setup. The Multiphysics “Joule 
heating (JH)” is used for the model. This Multiphysics is formed 
by the connection of “Electrical circuit (EC)” physic and “Heat 
transfer in solid (HTS)” physic. The physic “Electrical circuit” is 
used to set up the value of input current trough top boundary of one 
electrode and grounding through the top boundary of the other 
electrode.  Within the EC module, the required contact pressure 
applied to the electrodes and the roughness of the contact between 
the electrode and Mo sheet can be adjusted.  The HTS is used to 
set up parameters as initial temperature of the system and the 
method in which the temperature is transferred to the surrounding 
area.  The proper function of the model is achieved by setting the 
spherical domain with a diameter of one meter, which is filled with 
air. All simulations are the set as time domain simulation, so we 
can determine the influence of studied materials on the speed of 
the heating of the Mo sheet. [6-9] 

As it has been already mentioned, the model is reconfigurable, 
but for means of this paper the following geometrical parameters 
are set: Parameters of molybdenum sheet (based on manufactured 
molybdenum sheets [10,11]): 1000/300/1 (a/b/c) mm, parameters 
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of electrodes: 20/50 (d/h) mm, the electrodes distance: 100 (x) 
mm. The electrodes are pressed to the Mo sheet with a pressure of 
0.3 MPa. For the electrode’s material study, three classes of 
materials based on the electrical conductivity of the electrodes are 
defined (lower than Mo, Mo and higher than Mo). The electro-
thermal parameters of the basic model are defined in TABLE I. 
The model needs to be particularly accurate in the molybdenum 
sheet domain. For that purpose, the temperature dependencies of 
electro-thermal parameters of molybdenum are implemented, 
specified by the manufacturer “PLANSEE” (Fig.2-4.).     

 
Fig. 1. Representation and definition of Mo sheet model 

Table 1: Electro-thermal parameters used in simulations 

Material 

Parameter 

Electrical 
cond. 
[S/m] 

Relative 
perm. 

[-] 

Thermal 
cond. 

[W/(mK)] 

Specific 
heat 

capacity 
[J/(kgK)] 

Density 
[kg/m^3] 

Molybdenum 
(20 °C ) (293.15 

K) 

17.9e6 1 142 254 10280 

Class I. 
Lower El. Con. σMo/10 1 400 385 8700 

Class II. 
Equivalent El. 

Con. 
σMo 

1 400 385 8700 

Class III. 
Higher El. Con. σMo*100 1 400 385 8700 

 
Fig. 2. Thermal dependence of thermal conductivity of molybdenum used in 

simulations 
The mentioned JH module of the COMSOL environment uses well-known 
equations for modeling a heat transfer in solid materials (1). 

( )P
TC k T Q
t

ρ ∂
−∇ ⋅ ∇ =

∂
                                               (1) 

 
Fig. 3. Thermal dependence of  specific heat capacity of molybdenum used in 
simulations 

 
Fig. 4. Thermal dependence of electrical conductivity of molybdenum used in 
simulations  

Where “ρ” is the density of the modeled material, “CP” is specific 
heat capacity of the material, “k” is thermal conductivity of the 
material and “Q” is a heat source. 

In this case, the heat source “Q” is determined by Joule-Lenz 
law of resistive loses in material structure due to the current flow 
through this structure.   

 
3. Simulation results I. 

Based on [6] the wanted temperature of Mo sheet is at a level 
between 1000 K to 1200 K. At those levels, the Mo sheet can be 
easily bendable. The simulation is done for before mentioned 
electrode’s material classes (TABLE I.) not for specific material. 
The input current of the system is selected within the interval from 
1000 A to 1400 A. The results are compared in a way of 
temperature distribution within Mo sheet domain and speed of the 
heating process.  Fig.5. shows actual simulation model with 
geometrical parameters defined in the previous paragraph.   

 
Fig. 5. Model of Mo heating with given geometrical parameters 
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     The simulation is done with electrodes placed in the middle of 
the longer side of the sheet while the distance between electrodes 
is set to 100 mm. The following results are displayed as the 
temperature in the point in the middle of the sheet’s volume and 
temperature distribution in the cutline between electrodes (middle 
of the Mo sheet) as can be seen at Fig.6.  

 
Fig. 6. Line for result extraction (Temperature distribution) 

    Fig.7. shows mentioned results for the first class of electrode’s 
material, which has lower electrical conductivity than 
Molybdenum. The wanted temperature of 1000 K (Fig.7. up) was 
achieved in 75 s for lowest current (1000 A) and in 4 s for highest 
simulated current (1400 A). The wanted temperature interval is 
marked as black dashed lines in Fig.7,8,9 (up). The second part of 
the graph (Fig.7.middle) shows temperature distribution (based on 
Fig.6.) for different current values, while the time when the 
desired temperature value was achieved (1000 K) is considered. 
The last part of the graph shows temperature distribution within 
whole Mo sheet with the chosen current flow. Fig.8. and Fig.9. 
have the same purpose as Fig.7., but other material types are 
considered. For second electrode’s material (Se=17.9e6 S/m) can 
be seen that wanted temperature was achieved in 95 s for current 
value of 1400 A.  

 

 

 
Fig. 7. Results for first electrodes material type (Se = 17.9e5 [S/m]) 

In case of third material the heating process was much slower (the 
major part of heat is produced through the direct resistive heating, 
while in first two cases there was also considerable influence of 
indirect resistive heating), wanted temperature was achieved in 
164s for current 1400 A and it can be said that minimal current 
needed to achieve wanted temperature in given time is 1200 A. 

 

 

 
Fig. 8. Results for second electrede’s material type (Se=17.9e6 [S/m]) 

4. Model of sliding molybdenum plate 

For simulation of sliding molybdenum sheet the same settings 
of physics and geometry are used as within the basic model 
(previous part), but for the shift of the Mo sheet a special script in 
Matlab language is developed, which basically simulates the 
heating in a loop with the different initial position of electrodes. 
For the required temperature distribution, which is different for 
each step of the simulation, the molybdenum sheet domain is 
divided into subdomains (blocks) (Fig.10.). Within individual 
subdomains, the average temperature is defined (volumetrically) 
from previous simulation step and next simulation step is 
simulated with given electrodes shift. Each domain is within script 
defined as a 3D object with given length, width and height. These 
geometrical parameters are computed from geometrical 
parameters of whole Mo plate and from a wanted number of the 
subdomain in every direction of Mo plate. Mathematically, this 
model is described as the basic simulation model with equation 1 
and by Joul-Lenz law for heat source of the modeled physic.   
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Fig. 9. Results for third electrode’s material type (Se=17.9e8 [S/m]) 

 

 
Fig. 10. Model of Mo heating with subdomains 

5. Simulation results II. 

The simulation is done for the second class of materials with 
electrical conductivity value close to Mo sheet, in which the 
temperature distribution was most uniform. Based on the optimal 
speed of the heating process and distribution of heat within Mo 
sheet, the input current of 1400 A is applied. It needs to be 
mentioned that this part of the model was created purely for 
verification of the proposed modeling process and thus, it does not 
consist any actual comparison with measurement. For that reason, 
a quite large (120 mm) electrodes shift is chosen for simulation. 
Model of the Mo sheet is composed of (32x10x2) subdomains and 
it is simulated in 5 steps with total electrodes shift of 600 mm in 
100 s. The results shown in fig. 11 demonstrates the functionality 
of the proposed model (chapter 4), while each step of simulation 
is defined two times. The initial time (0 s) is representing initial 
temperature setting within each subdomain with new electrode 
position. The secondary time (20 s) is representing end time for 
each step and for the temperature distribution needed what is 

needed for next step’s initial condition. Based on the results of the 
individual simulation steps, it can be said that the modeling 
process is suitable for this application and may be applied also in 
other cases/studies.  

  
Step 1.

Step 2.

Step 3.

Step 4.

 
 

 

 

 

 

Step 5.

 
Fig. 11. Simulation results for given parameters 

6. Conclusion 

In this paper, the design of thermal finite element simulation 
model of Mo sheet was described. The main aim was to target 
exact modeling of thermal field in the structure of Mo sheet, while 
multiple material properties of heating electrodes where 
considered because resistive heating is considered within the 
proposed paper.  

The presented model had the possibility of the reconfiguration 
of the electrode material, the electrodes distance, the electrode 
geometry as well as Mo sheet geometry. Also, Multiphysics is 
considered, whereby various values of electric current have been 
applied during experiments. For these purposes, several types of 
simulation models were developed. The main problem during the 
investigation is the proper definition of the material properties of 
Mo sheets. Each manufacturer has different material composition. 
Therefore, the simulation model has to have the possibility of 
reconfiguration in order to meet experimental results, which have 
been made within previous researchers. Consequently, the 
presented model shall serve for optimization procedures, because 
experimental investigation mostly acts as time-consuming. Based 
on investigated configuration it can be claimed that there are 
possibilities of improvement in speed of heating (point-heating) 

http://www.astesj.com/


M. Pavelek et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 130-134 (2017) 

www.astesj.com     134 

as well as possibility of pre-heating (line-heating) by using 
electrodes from different materials.  

Second approach o presented paper was focused on the design 
of the model, which will consider a dynamic change of the heated 
place within Mo sheet, i.e. translation move was applied. Various 
software products have limitations regarding the dynamic 
movement of the investigated sample, therefore special script in 
MATLAB environment was developed. With the use of this 
approach, each iteration of the simulation accepts previous 
results, which are repeatedly implemented within the computation 
solution.   

Given proposal of the solution was required due to future 
works, which will be focused on the design of multi-physics 
simulation model of Mo sheet heating and molding system, where 
high-validity simulation models are expected to be used namely 
for further investigations of mechanical parameters and other 
molybdenum restrictions.  
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 This paper critically evaluates the operational perspective of Virtual Power Plants (VPP) 
in Germany by analyzing key factors to replace conventional power plants in the future 
power system. Therefore, its necessity for the secure operation as well as the technical and 
economic benefits for the German power system are pointed out. The single sections 
describe in detail how the requirements on technical functions and standardized 
communication can be reconciled with the increasing challenges on volatile generation. 
Furthermore, different operation concepts (profit maximization, intra-day schedule loyalty 
and system services maximization) are described with respect to their mathematical 
algorithms and their practical feasibility under consideration of given circumstances and 
future developments. The impact on the power system by the different possible VPP-
operational concepts are exemplary pointed out in a case study with use of a medium 
voltage Cigre-Benchmark Network. The results indicate a high impact on hand-over points 
by VPP operational concepts.  
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1. Introduction  

This paper is an extension of work originally presented in 14th 
International Conference on the European Energy Market (EEM) 
[1]. The goal of the German government to reduce CO2 emissions 
about 40 % until 2020 leads to a rising energy infeed fluctuation 
evoked by renewable energy sources in the German power 
system[2]. Due to a high percentage of volatile power infeed, the 
share of gross electricity generation in 2016 increased to 12.3 % 
from wind, 7.0 % from bio power plants and 5.9 % from 
photovoltaic (PV) [3]. The future share of renewable energy 
sources should rise up much more according to the German 
government. 45 % of the renewable power was installed in 
medium and low voltage level [4], so that a large percentage of 
uncontrolled generation is located in this area. Therefore, the 
electricity system requires intelligent power networks to secure a 
stable balance between generation and demand [5]. One part of this 
intelligent power network is a Virtual Power Plant (VPP) that 
provides centralized control for aggregated units. The future 
system shall provide advanced functionalities similar to real power 
plants aiming on economically sensible generation and increased 
reliability [6, 7]. Therefore, the individual functionalities of 
decentralized units are bundled up using suitable communication 
and control systems to entirely replace conventional power plants 
[7]. However, bundling up single functionalities of single 

generation unit’s does not directly secure similar operation 
concepts to conventional power plants.  

Therefore, this paper deals with the question how VPP can be 
integrated into the current German power system exploiting their 
advantageous characteristics like centralized control of small 
volatile renewable generation units. Included in this, current 
available technical VPP properties as well as available and 
economic reasonable operation concepts are checked under 
consideration of current market circumstances. For example, so far 
there is no operation concept for VPP that supports the elimination 
of critical situations in TSO and DSO voltage levels.  

[6 – 8] present some investigations already dealt with 
corresponding optimization methods for operational concepts, but 
none of them addresses the overall system requirements in its 
entirety. For that reason, Figure 1 illustrates the system design of a 
VPP as well as the interaction of market and power system 
participants and components. All units are remotely accessible 
through a central energy management and control center, which 
calculates the optimal schedule by taking into account information 
from the electricity market and forecast data of the individual 
generation and load units.  

The overall flexibility of decentralized power units could be 
improved by applying the concept of VPP’s [6, 7, 9] but the 
German electricity market together with applicable regulations still 
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not provide the required incentives for a sustainable operation and 
consequently for a large-scale roll-out. Based on the identification 
of basic requirements, this paper points out different necessary 
presupposes for the operation of VPP’s similar to conventional 
power plants. This includes different aspects like communication, 
generation and demand forecast as well as the German electricity 
market behavior and costs (c) for generation (Error! Reference 
source not found.).  

Table 1: Costs of renewable generation without investment costs 

 

Furthermore, these presupposes are necessary to realize the 
new VPP operational concepts for taking part in network 
congestions elimination or control reserve contribution as well as 
intra-day schedule loyalty concerning the day-ahead planned 
generation unit operation. Therefore, not only the benefit for VPP 
owners and direct marketers is identified, but mainly the 
operational concpets are mathematically described. The paper 
presents an ongoing case study, where operational concepts are 
tested and evaluated according to the impact in a medium voltage 
CIGRE benchmark system. Thereby, the basic preconditions for 
the operation of Virtual Power Plants according to the German 
Market system are considered. Finally, the results and conclusion 
will indicate the high impact of small centralized controlled 
generation units as well as use cases where only small incentives 
are needed for the realization of the system supporting technical 
concpets. This paper differs strongly from the original paper in [1] 

by an extended definition of market restriction, in detail 
concerning the control reserve market and by presenting defined 
operational concepts and algorithms. 

2. Basic Requirements of VPP’s 

2.1. Communication 

Communication is a basic requirement for the operation of 
VPP as well of intelligent power networks in general. Therefore, it 
is necessary that generation units, controllable loads and all players 
offering power flow flexibility and aiming on benefits from 
variable tariffs can use a standardized and reliable communication 
system [5]. Based on this, there is a need for a standardized 
communication language and easy data exchange between all 
players [13]. Table II lists typical standards for communication in 
electric power systems, which can be applied in German power 
system. Furthermore all these standards are necessary for the 
operation of VPP and the communication with measurement 
systems, market and the system operator. 

Table 2: Communication standards for intelligent power networks [14, 15] 

Standard content Standard 

Telecontrol IEC 60870, IEV 371 

Communication systems in 
substations IEC 61850 

Interface for distribution 
management IEC 61968 

Energy market communication IEC 62325 

Data exchange with metering 
equipment / Electricity Metering IEC 62051 /IEC 62056 

Application in energy management 
system IEC 61970 / 61969 

 
Table II shows that various communication standards are 

applied to VPPs [16, 17]. According to [17] the IEC 61850 
represents one of the most important communication standards for 
the operation and control of VPP with the integrated intelligent 
networks and distributed units. The innovative standard enables a 
secure and reliable communication and control using intelligent 
measurement systems like Phasor Measurement Units (PMUs) and 
control units like Remote Terminal Units (RTUs) [17 – 19]. Its 
necessity is based on the requirement to standardize data-models 
and furthermore to describe communication mechanisms and 
system management aspects. This standard is an extension to IEC 
60870 resulting from adapted power system requirements. IEC 
61850 has the advantage of defining data units through logical 
nodes with defined data structures (common data classes) [20]. 
The adressed protocol enables the control center to have direct data 
access and direct control to any physical unit of the VPP in the 
power network. Furthermore, the application of this standard 
combined with direct communication supplies the VPP operator 
with information about the physical location so that he is able to 
separate physical units according to accounting areas for instance. 

2.2. Forecast-oriented power unit scheduling  

For setting up an optimal power unit schedule, the VPP 
operator needs to distinguish the individual characteristics of the 
available resources. This information is not only necessary for an 

 
Variable costs in 

€ /kWh 
Annual fix costs in 

€ /kW 

Wind turbines [10] 0.0241 – 0.0268 56 – 61 

PV plants [11, 12]  0.0000 13.00 – 35.00 

Biopower plants [12] 0.0325 175.00 

 
Figure 1. Components of the VPP and influencing factors 
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optimal market participation, but also for enabling the system 
operator to make day-ahead and intra-day forecasts as well as to 
know the maximum controllable power for critical situations. The 
demand forecast for high numbers of small consumers can be 
realized using standardized load profiles. Bigger customers, like 
industry companies with bilateral contracts, require separate 
measurement systems in order to meet the requirements for 
providing dedicated demand side potential. In contrast, a larger 
percentage of units in the VPP are generation units and especially 
volatile ones like PV plants and wind turbines. Consequently, an 
exact forecast for those units is indispensable from the operator‘s 
point of view, e.g. for scheduling the secondary control reserve 
[21].  

The forecast for wind and PV generation can be realized with 
different methods presented in Figure 2 and Figure 3. Thereby, the 
volatile factors are wind speed and solar radiation [19].  

Wind forecast methods can be divided in six groups depending 
on its corresponding mathematical algorithms. Four methods 
(Persistence-, Statistical-, Artificial Intelligence method and 
Spatial Correlation model) are based on current wind measurement 
and statistical data as well as on learning approaches to predict 
wind generation. Depending on the applied method, the forecast 
horizon varies between a few minutes up to one day. To achieve 
an increase in accuracy and time horizon, it is necessary to use a 
physical or hybrid method. Both methods are based on 
meteorological and climate data and use the numerical weather 
prediction (NWP) for that purpose, but under the constraint of high 
computational effort. Regarding the methods and the forecast 
horizon the best accuracy (mean absolute error) varies between 
5 % and 7 % for one to two hours forecast and increases for day-
ahead forecast [21 - 24]. According to Figure 3, three of the shown 
methods (Persistence-, Statistical- and Artificial Intelligence 
Method) process current solar radiation and statistical data. This 
way utilizable data can be provided for a forecast horizon of a few 
minutes until one day. However, similar to wind forecast the 
accuracy rapidly decreases with the forecast horizon. Compared to 
wind forecast, PV forecast depends even more on the availability 
of information from weather stations and satellite data to detect 
clouds, high fog and other phenomena that effect solar radiation. 
Therefore, the physical method and the hybrid methods use NWP 

and Cloud Imagery for prediction with subsequent data post 
processing [25].  

In consequence to the described uncertainties in generation 
forecast, the VPP operator has to deal with different impacts. In 
case of direct market participation, he has to expect sanctions from 
the power system operator or to participate in the Intra-Day market 
accepting possible high costs [26]. Besides using storage systems, 
there is a solution by using existing flexibilities from wind turbines 
pv, biomass plants and other technical solutions as in Error! 
Reference source not found.. Those technologies can provide 
power reserve if they are not operated at their maximum power 
output limit. However, since storage systems are still expensive 
and an appropriate market model involving positive and negative 
power capacity of wind and bio generation is not provided, more 
profit can be achieved by operating the units at its maximum power 
output level. 

2.3. German Electricity Market 
In this section, the German electricity market will be 

characterized focusing on VPP to identify possible operation 
behavior which influence system operation. Based on this, there 
are three possibilities to sell energy from renewable energy 
sources. The first possibility is to receive fixed payment, which is 
determined based on the German Renewable Energy Act (EEG). 
The other two possibilities are to participate in the Energy-Only-
Market and to sell control reserves at the balancing market [26]. 

The electricity is traded in Germany either at the energy 
exchange or bilateral at the Over-the-Counter market. The 
European Energy Exchange (EEX) in Leipzig is the biggest market 
place for electricity produced in Germany. Electricity on the EEX 
can be traded either on the futures market or on the spot market 
(EPEX SPOT in Paris). The main difference between these 
markets is the electricity delivery time. Thus, the future markets 
provides contracts for long-term supply of electricity up to six 
years in the future [26]. The spot market is used as a trading 
platform for the short-term supply of electricity within 1-2 days, 
namely Day-Ahead and Intra-Day market [26, 28]. Thus, the day-
ahead market is used to trade the electricity, that will be generated 
and consumed the next day. Because of the fact, that the day-ahead 
market is based on forecasted profiles (generation and 
consumption), an Intra-Day market is necessary to balance the 
forecasted errors. The contracts on the Spot market are mostly 
carried out physically, that means the physical electricity delivery 
to the fixed date [29]. According to (§11 EEG 2014), a system 
operator is obligated to transmit the renewable electricity and to 
sell it at the exchange. The operators of renewable power plants 
receive a fixed remuneration, which is supported by the EEG-
apportionment. As a result, the renewable energy sources are 
always first at the merit-order, independently of the operation 
costs. Nuclear and lignite power plants follow, since they are 
usually used to cover the base load due to technical and economic 
advantages. Hard coal, gas and oil power plants are usually more 
expensive. Thus, renewable electricity has a great influence on the 
electricity price, because of its prior position. The operator of 
renewable energy sources can freely choose between a fixed EEG 
remuneration and the direct marketing at the beginning of each 
calendar year, §20 (1) EEG 2014. In addition, all systems with an 
installed power of more than 100 kW, which are set to operation 
from 1 January 2016, must be marketed directly (§ 21 EEG 2017). 
The benefit of direct trading in contrast to the fixed remuneration 
is that trader get the chance of higher profits by receiving market 
earnings plus a market premium. The market premium is lower 

 
Figure 2. Overview of wind forecast methods and corresponding 

mathematical algorithms, [21 – 23] 
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Figure 3. Overview of PV forecast methods and corresponding 

mathematical algorithms [25] 
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than the fixed remuneration but another governmental incentive to 
get a higher percentage of renewables in the market system. 
However, there are some technical limitations which restrict the 
operation of VPP at the market and in the power system. These are 
for example the lowest bid of 0.1 MW to participate in the Day-
ahead and in the continous Intra-Day market. Furthermore, there 
are finacial requirements to participate in the spot market, in 
Germany [30]. The participation fee for Day-ahead market is about 
10000 €/ a with additional 0.04 €/MWh (Day-Ahead auction) and 
0.08 €/MWh (intra-day auction). Aditionally, there is a one-time 
participation fee to get into the spot market of about 25000 € for 
Day-Ahead market. These are costs that have to be covered by an 
optimal operational concept or new regulatory incentives.  

The control reserve market in Germany is characterized by the 
fact that the German transmission system operator are responsible 
to keep the power system stable and the rated frequency of 50 Hz. 
There are 3 types of control reserves (primary control reserve, 
secondary control reserve as well as minute reserve). These types 
are differentiated according to activation speed and duration. The 
procurement of these control reserves is organized in a tender 
auction with participation of power plant operators and customers. 
One main fact is that pooling is still permitted to reach the market 
entry boundaries [31]. Main characteristics of the three control 
reserves are explained subsequently according to [32]: 

Primary control reserve (PCR): 
• full activation of PCR within 30 seconds 
• incident period that have to be covered 0 <t <15 min 
• automatic activation 
• symmetrical (positive and negative PCR is not 

separated) bid of minimum +/- 1 MW 
• the tender submission period is one week 
• fixed power price  

Secondary control reserve (SCR): 
• energy balance of the control area and frequency control 
• immediate automatic activation by the concerned TSO 
• complete activation within 5 minutes 
• automatic activation based on Merit-Order-List 
• separated bid for negative and positive SCR is possible 
• separation of SCR positive and negative in high tariff 

(HT, on Monday till Friday, 8 am til 8 pm) and low 
tariff (LT, weekend, national holidays and 8 pm til 
8 am) 

• minimum bid of 5 MW and an increment of 1 MW 
• the tender submission period is one week 
• fixed power price and energy price on call 

Minute reserve (MR): 
• automatic activation is based on a Merit-Order-List 
• complete activation within 15 minutes 
• incident period that have to be covered are t > 15 min to 

4 quarter hours or up to severalhours in case several 
incidents 

• separated bid for negative and positive MR is possible 
• positive and negative MR, always with six 4-hour time 

slices 
• minimum bid of 5 MW 
• the tender submission period is one day 
• fixed power price and energy price on call 

Finally, the market regulatories and EEG incentives for the 
operation of single generation units are nowadays much higher, 
instead of VPP-operation with centralized controlled of small 
generation units. But there are ongoing changes in the market 
system which enable VPP for offering more system supporting 
functionalities. In [33] a change in the control reserve market 
system is already anounced. For instance, SCR and MR are 
intended for a daily (calendar) tender submission period with 4-
hour time slices. Furthermore, exceptional rules that allow for 
minimum bids below 5 MW are introduced. 

In conclusion, there are still no high financial and regulatory 
incentives to operate VPP in a way, which serves both areas – 
market and technical operation – at the moment. Because of this 
physical delivery of electricity remains uncertain with respect to a 
future power system including a higher share of renewables. 
Consequently, it will be indispensable to use the VPP benefits of 
generation unit aggregation and its aggregated central controlled 
flexibilities to have minimum system effecting controllable power. 
Therefore, some assumptions are made for the ongoing analyzes 
for a medium-term future VPP. 

3. VPP -Operational concepts 

One of the main challenges of VPP operators is the setup of the 
internal merit order, that defines which power unit shall be used to 
satisfy a certain power demand or infeed. This has to be done under 
consideration of type of generation unit, its technical capability and 
regulatory as well as economical restrictions. However, right now 
VPP operators maximize their profits by offering as much energy 
as possible in the markets aiming on the highest possible profit. As 
one result, VPP functionalities remain unused due to missing 
monetary or regulatory incentives, in particular the centralized 
control of aggregated small generation units. This causes a 
problem for the system operator: VPP operators sell energy based 
on the market premium at every point of time, even in case of 
congestions in the DSO or TSO network. 

Therefore, this paper offers two main system supporting 
operational concepts and additonally an economical concept (see 
Figure 4). Each concept is explained in detail in the ongoing 
subsections 3.2 and 3.3. 

1) Economical oriented (green): porift maximization, by 
optimal energy selling on the electricity market. 

2) Technical oriented (orange): intra-day schedule loyalty 
and system service maximization including centriole 
reserve maximization and redispatch maximization. 

3.1. Mathematical optimization problem 

The operational concepts can be mathematically involved and 
expressed in terms of a maximization or minimization problem 
(objective function) with a given number of restricted goods 
(constraints). Therefore, this paper presents options to solve the 
optimization problems in MATLAB for day-ahead scheduling and 
intra-day schedule loyalty in intervals of 15 minutes. The 
development of schedules in day-ahead and intra-day planning rely 
on an optimization problem with an application-specific objective 
function. The restrictions are defined for technical characteristics 
of the system, electricity market restrictions and for current as well 
as predicted system states. Linear optimization method based on 
simplex algorithm is applied to solve the optimization problem. 
Linear optimization either minimizes or maximizes a linear 
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objective function, taking into account linear constraints. The 
linear optimization contains only continuous variables, whereby 
benefitery short calculation times are realized. From the linear 
optimization, the mixed integer linear optimization can be 
distinguished. Mixed integer linear optimization (MILP) is the 
basis of the optimization problem for day-ahead and intraday 
optimization implemented in this paper. Unlike linear 
optimization, variables can be either continuous or integer or 
binary. Especially with binary variables it is possible to model 
logical conditions. The degree of detail of the optimization can be 
increased, but this is accompanied by an increase in the 
computational effort for the determination of the optimal solution. 
[34] The solver intlinprog is used to implement the scheduling 
problem in MATLAB. Firstly, the objective function is defined 
and implemented according profit maximization. Ongoing the 
different technical and economical upper and lower bounds as well 
as linear constraints were defined and implemented. Finally, the 
integer constraints have to be implemented. The solver finds a first 
less constraint starting solution by using linear optimization 
without integer constraints. The starting solution serves as a 
starting point for new solutions for the method branch and bound. 
The method branch and bound takes all constraints and 
inequaltities into account by generating subproblems and finally 
finds the best solution, if this solution is within a defined tolerance 
gap according to the other solutions.  

3.2. Economical oriented operation  

The main objective of a power plant operator and thus a VPP 
operator is always to maximize its profits, regardless of the system 
situation. The regulatory framework and the optimization skills 
always determine whether or in what amount the operator 
generates profit. Consequently, the composition of the VPP has a 
significant impact on potential profits. In the analysis of this 
concept for resource planning, an optimization based on today's 
market data for control reserve markets (

PCR/ SCR/ MR PCR/ SCR/ MR/p P ), Day-Ahead auction  
( auction wind/pv/bio,auc/p P ) and continuous Intra-Day market  
( continous,IH,T wind/pv/bio,continous,IH,T/p P ) is made. The analysis 
assumes that both a fixed EEG allowance and a market premium 
for market participation through EEG plants are not paid out. Aim 
of this assumption is to analyze the VPP operation under perfect 
market conditions without any subsidies. This leads to the 
objective function where profit (p) should be maximized by 
optimal day-ahead generation unit schedule( windP , pvP  and bioP ). 
The optimal distribution of power to different selling options is 

limited to the forecast of renewables ( wind/pv, forecastP ), the installed 
power, various constraints and other secondary conditions which 
are described in (2) – (34).  

wind wind pv pv

bio bio

auction wind,auc

auction pv,auc

auction bio,auc

continous,IH,T wind,continous,IH,T

continous,IH,T pv,contin

max ( ) ( ) ( ) ( ) ( )
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 (1) 

During the analyzes several constraints are considered. The 
main constraints are: 

• The profit calculation based on revenue (r) is depending 
on the market selling option and the costs (c) (energy 
generation costs, spot-market selling).  

windwind )( ctp −=  (2) 

pvpv )( ctp −=  (3) 

biobio )( ctp −=  (4) 

auctionauctionauction )()( ctrtp −=  (5) 

IHcontinous.TIH,continous.TIH,continous. )()( ctrtp −=  (6) 

• Minimum possible generation for wind, PV and bio 
generation that can be used for optimization: The factors 

minwind,f minpv,f and minbio,f  set the lower bounds of 
minimum generation output. They define pre-process 
depending generation output especially for bio 
generation. The minimum for wind and PV is zero by 
default. 

)()( windforecastwind,minwind, tPtPf ≤⋅  (7) 

)()( pvforecastpv,minpv, tPtPf ≤⋅  (8) 

)(bioinstbio,minbio, tPPf ≤⋅  (9) 

• Bio generation power ramping: The maximum rate of 
change of power ( posbio,Pf∆ , negbio,Pf∆ ) is limited, 
comparable with conventional power plants.  

 
Figure 4. VPP operational concepts 
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increase of power for t = 1:  

instbio,posbio,instbio,Startbio,bio )( PfPftP P ⋅≤⋅− ∆  (10) 

increase of power for t ≥ 2:  

instbio,posbio,biobio )1()( PftPtP P ⋅≤−− ∆  (11) 

decrease of power for t =1:  

instbio,negbio,bioinstbio,Startbio, )( PftPPf P ⋅≤−⋅ ∆  (12) 

decrease of power for t ≥ 2:  

instbio,negbio,biobio )()1( PftPtP P ⋅≤−−− ∆  (13) 

• Limitation of provision of control reserve (CR) by bio 
generation: Not every bio power plant is able to fulfill the 
technical requirements of PCR provision. Therefore, the 
proportion of bio generation units that can provide PCR 
can be limited with the factor PCRBio,f . Furthermore, the 
contribution of PCR and SCR has to be defined in 
constraints according to the technical requirements that 
PCR have to be provided in at least 30 s and SCR in at 
least 5 min. posbio,dPf  and negbio,dPf  describe the 
maximum possible rate of change of power in one minute 
so that the constraints for PCR and SCR are described as 
follows: 

PCR contribution within 30 s, positiv and negative:  

instbio,PCRbio,
posbio,d

posPCR,bio, 2
)(d Pf

f
tP P ⋅⋅≤  

(14) 

instbio,PCRbio,
negbio,d

negPCR,bio, 2
)(d Pf

f
tP P ⋅⋅≤  

(15) 

SCR contribution within 5 min, positiv and negative:  

instbio,Posbio,dposbio,SCR, 5)(d PftP P ⋅⋅≤  (16) 

instbio,negbio,dnegSCR,bio, 5)(d PftP P ⋅⋅≤  (17) 

• Maximum possible control reserve. The provision of 
control reserve is limited to the requirements described in 
section 2.3. These are the continuous availability of CR 
according to the defined periods (PCR-continuous over 
the day, SCR-LT, SCR-HT, MR-4 hour intervals) and 
under consideration of wind and PV forecast and the 
limited contribution of bio generation, respectively.  

PCR positive and negative:  

)(d

)()(
)()()(
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pvforecastpv,
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tP
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−+
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(18) 
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 (19) 

SCR positive and negative:  
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 (21) 

MR positive and negative:  

)(

)()(
)()()(

bioinstbio,

pvforecastpv,

windforecastwind,MCR

tPP

tPtP
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 (22) 

instbio,minbio,bio
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 (23) 

• Avoidance of multiple use of power for control reserve 
provision: This constraint defines an upper limit for the 
sum of CR not exceeding the amount of available power. 
This is divided into positive and negative CR. 

pos PCR SCR,pos,HT

SCR,pos,NT MR,pos,4 h-slice

( ) ( ) ( )

( ) ( )

CR t P t P t

P t P t

= +

+ +
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neg PCR SCR,neg,HT

SCR,neg,NT MR,neg,4 h-slice

( ) ( ) ( )

( ) ( )

CR t P t P t

P t P t

= +

+ +
 (27) 
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instbio,minbio,bio
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• Minimum bid and increment for control reserve 
provision, according to the market restrictions: The 
control reserve amount can be zero or or an integer 
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multiple of the increments, depending on size of 
minimum bid and minimum increment. The restriction is 
presented for PCR with analog constraints for SCR and 
MR. The factor y(t) is a binary variable for the proof, if 
enough power is available for CR provision.  

0)()( minPCR,PCRPCR ≥⋅− PtytP  (30) 

• Spot-market restriction: According to the spot-market 
options regarded in this paper, there are the possibilities 
to sell the energy in the Day-Ahead auction offered by 
hour or in the continuous Intra-Day market offered by 
15 minutes. Because of the fact that this is a day-ahead 
planning process, Intra-Day market prices have to be 
assumed as forecasted values. A further constraint is that 
the available energy should be sold out under profitable 
conditions.  

)()()( TIH,continous,wind,aucwind,wind tPtPtP +=  (31) 

)()()( TIH,continous,pv,aucpv,pv tPtPtP +=  (32) 

)()()( TIH,continous,bio,aucbio,bio tPtPtP +=  (33) 
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TIH,continous,bio,aucbio,
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biopvwind
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++

++

+=

++

 (34) 

As a result of the economic optimization schedules are defined 
for wind, PV and bio generation. All presented constraints consider 
the figures presented in section 2. This methodology allows for an 
economically optimal day-ahead schedule, regardless of the size of 
the VPP (available generation units) and the impact on the 
electrical power system. In future systems with high penetration of 
RES, this can lead to unstabelizing effects and to a lack of system 
services. Therefore, the system itself and system operator need 
system supporting services to handle exemplary high volatility 
generation and forecast errors.  

3.3. Technical oriented operation 

Within this section, various new network-relevant VPP 
operating concepts are to be examined, which are intended to 
ensure stable grid operation in the future and also to minimize the 
effort of operational management for directly and indirectly 
connected grid operators. These different concepts thus represent 
the integration of network operator requirements into the 
operational planning. The new technical concepts meet the request 
of reliable schedules contributed by VPP and by renewable 
generation units in general. Furthermore, the presented concepts 
will enable a maximum of PCR and SCR contribution as well as 
redispatch. Therefore, the day-ahead maximization function in (1) 
with its constraints in (2) – (34) are applied. Changed or added 
objective functions and constraints for optimal day-Ahead 
scheduling will be presented according to the concepts. The intra-
day schedule loyalty represents a further concept which was 
presented in general in [35]. 

3.3.1. Intra-day schedule loyalty 

The objective of intra-day schedule loyalty is to minimize the 
schedule deviation, which is mainly based on forecasting errors 
related to renewable energy source (RES) infeed in the operational 
planning of the VPP control center. In this case, the power 
consumption or the power recovery from or into the higher-level 
network should be reduced, so that the higher-level network 
operator or the accounting area manager only has to make few or 
no interventions. If all VPP operators were capable of doing this in 
the future, day-ahead planning process of system operators can be 
optimized and network congestions may be avoided. 

However, this requires a defined level of flexibility within the 
VPP and can also lead to curtailments of generation units. The 
intra-day loyalty operation must be preceded by a day-ahead 
optimization in which capacities are blocked in order to 
compensate intra-day schedule deviations. The consumption of 
control energy should be avoided, if possible. For this purpose, a 
high fictitious penalty of 1000 €/MW is initially assumed for the 
balancing energy consumption when positive balancing power 
( )(posreBAP, tp ) or negative balancing power ( )(posreBAP, tp ) is 
consumed. If the day-ahead schedule can not be met without 
consumption of balancing energy, balancing energy can be 
received ( )(posreBAP, tP  and )(negreBAP, tP ). Therefore, the term of 
the balancing energy represents a measure of the deviation from 
schedule. Thereby, a main constraint is that a control reserve 
deviation ( deviation,CR,pos ( )P t  and deviation,CR,neg ( )P t ) is prohibited 

by use of fictitious penalty ( deviation,CRp ) about 10000 €/MW. The 
objective function is presented in (35) with the objective to 
minimize the deviation according to the planned market schedule.  

wind,intraday wind,intraday

pv,intraday pv,intraday

bio,intraday bio,intraday

reBAP,pos reBAP,pos

reBAP,neg reBAP,neg

deviation,CR deviation,CR,pos

max ( , ) ( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

(

f p P p t P t

p t P t

p t P t

p t P t

p t P t

p P

= ⋅

+ ⋅

+ ⋅

+ ⋅

+ ⋅

+ ⋅

deviation,CR deviation,CR,neg

)

( )

t

p P t+ ⋅

 (35) 

This operational concept requires similar constraints, like 
fictitious penalties for CR deviation and the possible use of 
balancing power. But the most important point for this operational 
concept is the flexibility, which is used to fulfill the schedule. 
Therefore, it is needed to reduce the maximum available power 
output from bio-generation in the day-ahead planning process by a 
defined value (e.g. 5 %). This procedure has to be applied for wind 
and PV forecast as well. The day-ahead forecast has to be reduced 
by a factor to ensure intra-day flexibilities and intra-day schedule 
loyalty. The factor has to be optimized depending on forecast 
precision and VPP generation unit composition. Two further 
constraints are loyalty of generation units and observance of day-
ahead and intra-day schedule. The constraint loyalty of generation 
units has the aim to consider optimized day-ahead generation unit 
schedules for wind, PV and bio under the changed intra-day 
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conditions for renewable infeed ( )( and )( intradaypv,intradaywind, tPtP

). If this will not be possible, energy has to be bought according to 
positive balancing power ( )(posreBAP, tP ) or negative balancing 
power ( )(posreBAP, tP ). The constraint observance of day-ahead and 
intra-day schedule ensure that the schedules of generation units can 
be changed according to the failure in forecast of renewables. But 
the sum of generation and the planned amount of cumulated power 
in each time step for trading on Day-Ahead and Intra-Day market 
is as much as possible prohibited to change. Both constraints can 
be expressed as: 

)()(

)(

)(

)()()()(

negreBAP,posreBAP,

intradaybio,

intradaypv,

intradaywind,biopvwind

tPtP

tP

tP

tPtPtPtP

−+

+

+

=++

 (36) 

The result of this operational concept is a reliable schedule 
planning which supports system operator in systems with a high 
amount of RES to keep a stable system and avoid redispatch. The 
changed generation unit schedule depends on the quality of 
forecast and reserved capacity for intra-day flexibility and thus 
indirectly depending on the quality of the forecast.  

Furthermore, this concept only needs small monetary or 
regulatory incentives, because the needed flexibility reserve not 
leads to high loss in profit. But there is a need of incentives for this 
operational concept.  

3.3.2. Redispatch maximization 

The concept of redispatch maximization is a mainly technical 
triggered concept, which currently has no regulatory or monetary 
incentives. But in medium-term and future systems there will be 
an incredible high need for system operators to handle congestions 
in a system with less controllable conventional power plants. VPP 
can provide those functions utilizing the concept of centralized 
control of RES. It has to be assumend that the VPP is either small, 
so that it feed in a defined network section like in one medium 
voltage network, or that the schedule for this concept is adaptable 
for defined network sections. This assumption has to be done to 
ensure the effectiveness of redispatch in the system. The objective 
function (37) is focused on the maximization of negative (

RD,neg ( )P t ) or positive ( RD,pos ( )P t ) available power for redispatch. 
Therefore, the monetary objective function (1) is extended with 
fictious positive ( RD,pos ( )p t ) and negative ( RD,neg ( )p t ) profit for 
redispatch. This profit has to be given a high constant value only. 
A benefit of the methodology of fictious profits to maximize 
technical needs is that minimum monetary incentives can be 
identified under given market circumstances, if there is an 
ambition to create and examine new market concepts for technical 
needs.  

With the integration of redispatch, additional constraints have 
to be defined. These are the definition of lower bounds for 
available power, exceeding a defined minimum in (38) – (39) and 
the calculation of available power for redispatch in (40) – (41). 

RD Wind Wind PV PV

Bio Bio

auction Wind,auc

auction PV,auc
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+ ⋅
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+ RD,neg ( )P t⋅

 
(37) 

 

3.3.3. Control reserve maximization 

Control reserve is one of the most needed products in systems 
with high volatile generation. CR is important for a global point of 
view for systems with increased percentage of renewables and 
decreased number of CR providing conventional power plants. 
VPP offers the possibility to fulfill market restriction for control 
reserve market by pooling small decentralized generation units. 
Depending on the size (amount of installed renewable capacity), 
VPP can provide only CR products most of the time. Therefore, 
this optimization maximizes the contribution of positive or 
negative SCR or the contribution of PCR. The only limiting factors 
are market restriction concerning minimum bid size and minimum 
increment, so that CR is maximized first and remaining energy is 
traded according to profit maximization. This optimization is again 
based on (1) extended by fictitious high profit for CR. The 
fictitious profit is chosen very high, depending on the 
maximization problem (PCR, pos. SCR and neg. SCR).  

 

)()( posRD,min,posRD, tPtP ≥  (38) 

)()( negRD,min,negRD, tPtP ≥  (39) 

)(

)()(

)()()(

bioinstbio,

pvforecastpv,
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instbio,minbio,bio

pvwindnegRD,
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)()()(

PftP

tPtPtP
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 (41) 
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CR Wind Wind PV PV
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 (42) 

The only constraints which have to be added according to the 
day-ahead optimization are the definition of lower bounds (Pmin) 
for minimum provision of control reserve. Further restrictions are 
still defined in section 3.2. The constraints are:  

PCRmin,PCR )( PtP ≥  (43) 

HTpos,SCR,min,HTpos,SCR, )( PtP ≥  (44) 

NTpos,SCR,min,NTpos,SCR, )( PtP ≥  (45) 

HTneg,SCR,min,HTneg,SCR, )( PtP ≥  (46) 

NTneg,SCR,min,NTneg,SCR, )( PtP ≥  (47) 

The result of the control reserve maximization is a scheduling 
concept to provide system services and enables the transmission 
system operator to have stable and effective control. Furthermore, 
if the VPP is located in lower voltage levels, this concept supports 
the appropriate connection system operator with defined schedule 
information concerning possible control reserve activation for 
distribution system operator. This is a necessary information 
during the day-ahead planning process in case of expected 
congestions in the distribution system. 

4. Case Study 

The case study demonstrates the application of the presented 
concepts under consideration of a test network. The impact of the 
operational concepts on the power system are highlighted 
according to the case study. The test nework in Figure 6 is based 
on the CIGRE Benchmark System. The used medium voltage 
network represents areas of central city, suburb and country grid 
according to [36 – 39]. Furthermore, there is only a single hand-
over point to the overlay 110 kV network. Renewable generation 
from PV, wind and bio mass are collected in the voltage levels 
HV/MV, MV, MV/LV and LV in this test network.  

Based on the investigation in [40] a defined amount of load 
(9815 kW) and installed renewable generation were randomly 

distributed. The main amount of RES is installed in country and 
suburb area and the main installed load is in the central city. Load 
profiles are modelled with standardized load profiles for 
households, business and agriculture. The installed renewable 
power for the VPP operation is considered to be 339.25 kW bio 
generation, 2126.56 kW wind generation and 7279.39 kW 
photovoltaic (pv, mainly in low voltage). The case study represents 
a scenario with high wind and photovoltaic infeed time-series for 
one day in 15 minute values and the operational starting point for 
bio power plants were expected to be 50 % of nominal power 
output. Figure 5 shows the uncontrolled renewable energy infeed 
forecast in the VPP area. 

 

In the next step, the impact of the optimization is presented for 
the day-ahead planning process, with change of generation unit 
schedule in comparison to the uncontrolled renewable energy 
infeed (forecast). The test network with the implementation of load 
and generation as well as the according profiles offers the 
possibility to highlight the qualitative impact of the operational 
concepts on the 110 kV hand-over point exemplary. The impacts 
demonstrate the need of schedules and the impact of centralized 
controlled RES in low voltage levels. It is assumed that minimum 
bid and increment for control reserve is below 0.1 MW, because 
the case study only considers a small part of a network. The VPP 
itself can operate with more installed capacity of RES that is 
distributed in a bigger area and fulfill CR market requirements. 

 
Figure 6. Medium voltage test network to [36 – 39] 
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Figure 5. VPP generation day-ahead forecast 
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Furthermore, the technical oriented concepts will be exemplary 
represented by negative SCR contribution and negative redispatch 
contribution. Generation unit schedule is close to zero in case of 
maximum positive power provision for SCR and RD. 

 
4.1. Economical oriented operation 

The results of profit maximization are based on average prices 
for Day-Ahead market (blue) and Intra-Day market (green) as well 
as for CR participation (Figure 7). The revenue for PCR 
participation was assumed with 3646 €/MW and for SCR: 
357 €/MW (pos. HT), 605 €/MW (pos. LT), 122 €/MW (neg. HT), 
318 €/MW (neg. LT).  

 

 

The overall expected profit for average spot-market prices of CR-
market, Day-Ahead and Intra-Day market is about 1443.24 €. 
Most of the energy is planned to be traded on the Intra-Day market. 
Only less power is provided for positive SCR in low tariff with 
1.563 MW and 2.297 MW in high tariff. The optimized generation 
unit schedule is reduced according to SCR provision (Figure 9).  

Figure 7 demonstrate the impact of the profit maximization at 
the 110 kV hand-over point before profit maximization (orange) 
and after (grey). Due to the CR provision, the demand in this 
network area increases. It can be stated that the power demand of 
the network section is strongly reduced during the middle of the 
day, caused by a high PV infeed. 

4.2. Technical oriented operation 

The schedule loyalty is one of the basic needs for future system 
operation with high percentage of RES. The starting point for this 
concept is close to profit maximization, but the capacity for 
flexibilities has to be defined. Therefore, the day-ahead planning 
process is optimizing with only 95 % of forecast and a maximum 
of 90 % for bio generation. Therefore, the day-ahead schedule is 
set according to Figure 10. Furthermore, a random failure of 
maximum 5 % is assumed in each time step for wind and PV 
forecast. The Day-Ahead schedule expects a profit of about 
1337.21 €, which lower compared to profit maximization. Most of 
the power is planned to be traded again in the Intra-Day market, 
but less power is provided for positive SCR in low tariff with 
1.493 MW and 2.191 MW in high tariff.  

 

 

 
Figure 7. Active power demand of the medium voltage network with (grey) 

and without (orange) profit maximization 
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Figure 8. VPP generation unit scheduling for profit maximization 
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Figure 9. VPP generation unit scheduling for profit maximization 
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Figure 10. VPP day-ahead generation unit scheduling for schedule loyalty 
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Figure 11. VPP intra-day deviation of generation in comparison to day-

ahead schedule  
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The planned schedule can be fullfilled during the intra-day 
operation without any CR constraint violation and without any 
balancing power consumption. The intraday difference in 
generation unit operation is shown in Figure 11. The results 
demonstrate the functionality of this optimization concept. 
Furthermore, it was shown that the reduction of profit is relatively 
small in comparison to profit maximization, but the system benefit 
is enormous.  

Eventually, the results for negative secondary control reserve 
and negative redispatch maximization are presented exemplary for 
all concepts of system service maximization. Both concepts 
represent the objective to maximize the power in within the 
planning horizon to provide maximum power that can be reduced 
by negative RD or negative SCR activation. Though results in 
generation unit schedule are the same, the reason of use is 
different. Figure 12 presents the day-ahead generation unit 
schedule. By considering the sum of generation, power output is 
maximized with repect to planned negative SCR and RD. In case 
of call of power reduction (RD) or negative SCR the maximum 
power is reduced. In particular at time step 25, there is a small 
reduction of wind caused by local weather conditions. It has a high 
impact on the maximization because PV infeed is low in the 
morning and the share of bio generation is small 

 
One main challenge and requirement for these concepts is the 
embodiment of incentives to support the system with these 
functionalities. On the other hand, is the concept of intra-day 
schedule loyalty. Schedule loyality is one of the best circumstances 
for system operatores point of view in terms of high voltilty during 
system operation. The concept of intra-day schedule loyalty needs 
only small incentives to be integrated in the german power system 
and leads only to small losses in profit. This concept can optimally 
be applied with controllable, forecast independent, generation or 
storage units. Otherwise, with a high amount of pv and wind it is 
necessary to make a day-ahead schedule with reduced forecast. But 
in the end this concept is main requirement for future system with 
high amount of RES and less conventionals to keep the system 
stable. 

 Figure 13 illustrate the change of power demand of the network 
at 110 kV hand-over point in case of call of negative SCR or 
negative RD (orange). The demand of active power before activation 
(grey) indicates a low load in comparison to the installed RES with 

times of power infeed in the 110 kV network. The activation of SCR 
or RD can almost double the demand during the middle of the day, 
depending on the high PV infeed.  

 
5. Summary  

The ongoing penetration of RES, especially in lower voltage 
levels, lead to a dramatically lack of needed system operation 
control funcitionalities as well as to enourmous increase of volatile 
generation. Therefore, this paper adresses their synergetic use in 
VPPs and their operational concepts. One basic advantage is the 
available schedule information for the system operator due to the 
centralized control for a defined network area. This can immensely 
optimize the DSO’s and TSO’s planning and operation process and 
enable generation process interventions (active and reactive power 
control) by involving the VPP control center, without having 
expensiv direct communication excess to each small unit. On top 
of that, it has been shown that the technical preconditions for the 
implementation of VPP in Germany are provided. Several suitable 
communication standards that meet the requirements of an 
intelligent power network and its decentralized generation units 
are already in use.Furthermore, the profit maximization concept 
indicates the generation of profit under currently given market 
conditions and without any renewable remuneration in the case 
study. But this result is without regarding costs for the operation of 
the VPP and this concept requires a sensitivity analysis to identify 
the minimum optimal number and kinds of generatin units to 
generate profit. However, there are many technical flexibilities like 
active and reactive power adjustments of decentralized generation 
units as well as storage systems, which can partly solve the 
uncertainty problem of demand and volatile generation forecast in 
particular as well as the contribution of system services. For this 
purpose, the concepts of intra-day schedule loyalty, control reserve 
maximization and redispatch maximization have been presented. 
The different concepts can be used in order to improve a stable and 
reliable system operation today and in the future. The presented 
technical concepts of CR and RD maximization algorithms are 
based on the profit maximization extended by fictious profits. This 
leads to the advantage that the algorithms enable the definition of 
needed monetary incentives to fulfill technical oriented operational 
concepts by optimal identification of fictious prices under 
changing market conditions. Furthermore, the case study 
demonstrates the importance of the information about location of 
generation units and day-ahead scheduling for CR and RD 

 
Figure 12. VPP generation unit schedule for maximization of negative SCR 

and negative RD 
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Figure 13. VPP intra-day deviation of generation in comparison to day-

ahead schedule  
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maximization, where the call of system services can dramatically 
change the power demand at the hand-over point.  

Eventually, the economical aspect is the most important one, 
especially from a VPP operator’s point of view. As long as there is 
no sufficient level of monetary incentives, a reasonable support for 
the power system will not be provided. Under the given market 
conditions and the validity of the German Renewable Energy Act 
the profit for a single generation unit is much higher as for a VPP 
system compound, especially with regard to installation costs for a 
communication system and control center. Nevertheless, the future 
market will be dominated by renewable energy sources, so that the 
VPP concept will become more and more important for 
maintaining and improving a reliable and secure power system 
operation. 

Limitations of the presented methods might be the 
computational time in case of increasing the number of constraints 
and by using MATLAB as the solver. For example, by defining 
individual technical and economical constraints for each 
generation unit in a VPP, the optimization complexity will increase 
dramatically, so that a more professional mathematical solver (e.g. 
Gurobi optimizer) is needed. Furthermore, the presented methods 
are day-ahead planning methods for a complete schedule over 96 
time steps without any interruption in between two time steps. A 
further challenge can be to transfer the concepts of CR and RD into 
intra-day operation by taking system states of network frequency, 
line congestions and voltage stability into account [41], under 
consideration to calculate a new optimal solution for each next 
time step. By taking this aspects into account, the mathematical 
problem will rise strongly depending on the size of the network, 
size of VPP and the assumptions made. 
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 Reliable operation of a power transformer with a certain load depends on the technical 
condition of individual construction parts and the ability to prevent defects that can cause 
a failure. During the lifecycle of a transformer, valuable data is constantly accumulated, 
which forms the basis for technical or risk assessment of the equipment. Therefore it also 
serves as a ground for the decisions on further operation, or repairs, or replacement. To 
achieve this goal, data need to be systematized. Since technical condition indexing allows 
combining various types of data including results of diagnostic tests is used within the 
framework of this research. 
As part of a larger risk assessment methodology, algorithms for two indicators are 
proposed in this paper, and they are based on results of electrical measurements and 
analysis of oil parameters, respectively. The novelty of the algorithms for indicators 
introduced in this paper is based on analysis of features specific to the power system in 
Latvia such as large proportion of aged transformers, low loading level, significant 
variation in oil volumes, and statistics on typical faults. Proposed limits of parameters are 
verified with data from operation history. Taking into account the differences in the 
measurement periodicity, the indicator that is based on electrical measurements assesses  
the individual constructive parts of the transformer (windings and core, bushing and on-
load tap changer) separately, whereas the other, indicator combines the results of oil 
parameters into a single assessment. These indicators were verified by using 30 
transformers from the Latvian power system and the obtained results coincide well with the 
operation history. 
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1. Introduction 

This paper is an extension of the results disseminated in the 
international conference paper relating to the development of risk 
indicator for power transformers based on electrical measurements 
[1]. This risk indicator is  part of a condition indexing algorithm 
that allows categorizing a large volume of technical data obtained 
during operation and maintenance of a power transformer into 
discrete risk categories. It provides information in a fast and 
systematic way, so that transformers can be easily compared and 
critical ones can be selected for further investigation.  

The main goal of this extended  paper is to present an algorithm 
for determining the numerical value of the indicator based on 
results of electrical measurements (EM indicator), as well as for 
establishing the numerical value of the indicator based on results 
of oil parameters analysiss. The outcome for both indicators is the 
risk category derived on a scale from 1 (lowest risk) to 5 (highest 
risk, outage expected or immediate action necessary). The 

proposed indicators correspond to diagnostic tests regularly 
performed on power transformers in  Latvian transmission system. 
However, significant differences in the periodicity of oil checks 
and electrical measurements determined the disparate structure of 
both algorithms and the mathematical methods selected. 

The proposed indicators have been verified with 30 case 
studies. Results of diagnostic tests both from  transformers that 
required repairing, and transformers in a normal operation 
condition were used. The authors express their gratitude to the 
Latvian Transmission System Operator (Augstsprieguma tikls, 
JSC) for providing data for the case studies. 

Different approaches are applied to develop appropriate and 
efficient algorithms for technical condition index which includes 
such common power transformer parameters as oil characteristics, 
dissolved gas analysis and electrical measurements [2]. 

Artificial neural networks (ANN) and adaptive neuro-fuzzy 
inference system (ANFIS) models, for instance, are no longer 
limited just for diagnosing faults and aging of power transformers. 
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These models can also be used to quantify the general condition of 
a power transformer [3], also as  synthetic risk assessment methods 
[4] and fuzzy logic [5]. 

The different diagnostic tools and methods, periodicity and 
power system charchteristics  are actually driving the need to 
develop a unique, expert-made assessment models for a certain 
power system. The novelty of the algorithms for indicators 
introduced in this paper is based on analysis of features specific to 
the power system in Latvia such as large proportion of aged 
transformers, low loading level, significant variation in oil 
volumes, and statistics on typical faults. Proposed limits of 
parameters are verified with data from operation history. The 
algorithms provide evaluation of the main constructive parts of a 
power transformer, and also the structure of indicator algorithms 
is planned as adjustable, if the amount of applied diagnostics tests 
is changed. 

2. Technical Condition Index as a Part of Risk Matrix 

Configurations of the risk matrix proposed for Latvian power 
system within the framework of this research is shown in Figure 1, 
and can be effectively used to evaluate each power transformer in 
the system, as well as to plan the maintenance or replacement of 
aged units. Risk matrix is divided into 3 parts, where green 
indicates a low-risk with no concern, blue indicates a moderate risk 
region or a transformer in a normal operation and technical 
condition, whereas the red region indicates a need for immediate 
action. The greatest attention will be paid to 4 cases depicted in 
Figure 1, that fall in the high-risk region. 

In Figure 1, the ordinate axis of the risk matrix, shows 
operation characteristics and it is based on such important 
parameters as transformer age, load, maintenance history, the 
existence of monitoring system, importance in the system (as 
additional option). Three indicators are used to determine the 
technical condition index. Together with scoring and weighting 
factors it is depicted as a value on abscise axis of the risk matrix. 
Parameters used to determine the technical condition index are 
given in Table 1 and they correspond to diagnostic tests regularly 
performed on power transformers in Latvian transmission system. 

The algorithm of the indicator based on dissolved gas analysis 
(DGA) is provided in [6]. It is based on assessment of 7 key gases 
shown in Table 1 and includes analysis of features specific to the 
power system in Latvia where power transformers are aged and 
variations in oil volumes are significant. Transformer loading, 
operation of the on-load tap changer (OLTC), and oil treatment are 
also taken into account in order to quantify this indicator. 

 
Figure 1. Proposed configuration of risk matrix 

The indicator based on electrical measurements for technical 
condition indexing of a power transformer is developed by 
evaluating separately 3 main parts of a power transformer: 
windings, bushings and OLTC. A failure of any of these parts may 
be critical for a power transformer, the surrounding equipment,  
environment and even service personnel. The indicator based on 
analysis of oil parameters such as flash point, dissipation factor, 
acidity and moisture content is developed as a combined approach 
of binary and fuzzy logic which allows evaluating the risk on basis 
of several oil parameters as a single entity. 

Both indicators are described in detail in the following chapters of 
this article. 

Table 1. Indicators for technical condition indexing 

Electrical measurements 
Windings 
and core Bushings OLTC 

Power factor, PF Power factor, PF Static resistance, 
SR 

Insulation resistance, 
Rm 

Insulation resistance,  
Rm Transition time & 

current ripple from 
dynamic resistance 

measurement 
(DRM) 

Short-circuit 
impedance, Zk Capacitance, C1 

No-load losses, P0 

Transformer oil 

Oil analysis DGA 

Dissipation factor H2, CH2 

Flash point C2H4 C2H6 

Moisture content C2H2 

Acidity CO, CO2 

 

3. Development of Electrical Measurement Indicator 

3.1. Winding and core 

Power factor, insulation resistance and short-circuit impedance 
allow verifying the technical condition of transformer windings, 
whereas variations in no-load losses reflect the condition of a 
transformer core. 

 A flowchart of a multi-step algorithm is shown in Figure 2. 
where scoring system for windings and core as a part of the EM 
indicator is derived on a scale from T=1 (lowest risk) to T=5 
(highest risk, outage expected).  

The first step is input of measured parameter values from  test 
reports: insulation resistance (Rm), power factor (PF), short-circuit 
impedance (Zk), no-load losses (P0), and winding temperature 
readings from a thermometer on a transformer.  

Next step is data processing. As a reference point, it requires 
data from the factory test report for a particular power transformer, 
as well as background information such as age, rated voltage, etc. 
This information is stored in a specific technical file that is 
prepared for each transformer in the system. This file is also used 
for other condition indexing indicators. Since the technical file 
contains limits for the evaluation of parameters shown in Table 2, 
modifications are restricted. 

http://www.astesj.com/
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During data processing the input data are modified into a 
suitable form for further analysis. PF values from the test report 
are calculated at base temperature of 20 ̊C. Thus the limits 
proposed in Table 2 and stored in the technical file can be applied 
for risk evaluation (E1 indicates low risk, and E5 – high risk). PF 
limits are based on recommendations provided in the standard 
IEEE C57.152-2013. On basis of maintenance experience, 
additionally value for level E5 were specified. PF=1.5% at 20 ̊C is 
an effective parameter for detecting high risk since moisture and 
contamination of windings in this case in practice proved to be too 
high for reliable operation. Another parameter used for high risk 
detection is the Dt coefficient. It is a ratio between the measured 
resistance and rated voltage of high voltage winding (Rm/Un). 
Coefficient Dt=1MΩ/kV at base temperature of 20 ̊C is set as the 
minimum insulation resistance limit [7]. For further analysis, 
values from the factory test report Rfact adjusted to base 
temperature are used as reference to evaluate if the decrease of 
measured Rm is acceptable. 

Limits for evaluation of short-circuit impedance Zk are based 
on [8] and given in Table 2. Two values of Zk between phases 
should be within E4 of each other. Lager deviation can indicate on 
mechanical deformation of windings. A single-phase connection 
no-load losses P0 measurement is a test that has been historically 
used for evaluating the magnetic system of power transformers in 
Latvia. A specific feature is that different test voltage is used 
(either 220V or 380V). It causes difficulties if evaluation is based 
on traditional comparative analysis to a factory test. In order to   
use results of a single measurement in this algorithm, limits based 
on statistical data and recommendations of [9] and performed 
study of measurement history of no-load losses from 100 
transformers [1]. 

3.2. Bushings 

Electrical measurement results can provide information about 
degradation of bushing insulation and help to avoid potential 
failures, such as bushing explosion and transformer winding 
deformation. Flowchart for bushing assessment is given in Figure 
3, and evaluation process is similar to the windings assessment 
described before. Although a 3-level scoring system is proposed as 
more suitable for bushings as more polarizing. It starts with 
evaluation of results of PF measurements for bushings by applying 
respective limits from Table 2. for data from test reports are used 
for input. The input is followed by the next step – data processing 
where all data are modified in a suitable form just like in the 
algorithm for windings and the core part. 

Table 2. Limits of parameters included in EM indicator 

Parameter 
Level 

E1 E3 E4 E5 
Windings and core 

PF, %, at 20 C̊ <0.5 0.5 1 ≥1.5 

P0 phase-phase, %  
P0 A-B>40                     
P0 A-B<20 
P0 A-C>4 

  

Zk phase-phase , %   ≥3  
Bushings 

PF, %, at 20 C̊ <0.5   ≥1 
On Load Tap Changer 

SRph-ph, % <2  >2         
(at least in 3 taps) ≥5 

Transition time, tt, ms <100   ≥200 
IN1,2, %   60  

 

If the measured PF value is above the limit E5 as it shown in 
Table 2 or the rated capacitance C1 of a bushing differs from 
factory measurement by more than 10 %, to reduce the risk of 
failure, it is advisable to remove the bushing from service [10].  

(Rm <0.7*Rfact 

or 
PF>E3)

or
P0 ph-ph>E3

Data processing
Windings and core

Dt<1 
or

 PF≥E5

Rm <0.5*Rfact 

or 
PF>E4

or
Zk ph-ph>E4

T=5

T=4

0.85*Rfact≤ Rm<2*Rfact

and
PF<E3

Yes

T=3

Rm ≥ 2*Rfact

and
Age ≥  20 years

T=2 T=3

T=1

Input

Yes

Yes

Yes

Yes

No

No

No

No

No

 
Figure 2. The algorithm of EM indicator for windings and core 

Data processing
Bushings

Dc<1 
or

1.3*C1fact>C1m>0.7*C1fact

or
PFC1>E5

B=5

Rm <0.5*Rfact 

or
(C1m<0.9*C1fact

and
PFC1>E1) 

B=3

PFC1<E1
and

  1.1*C1fact >C1m>0.9*C1fact

B=1

No

Input

NoYes

Yes

Yes

 
Figure 3. The algorithm of EM indicator for bushing 

3.3. OLTC 

The static resistance measurement (SRM) is an important tool 
in this industry and it is used to check for loose connections, 
broken strands, as well as high contact resistance in tap changer. 
For decades, SRM is performed for each tap in the tap changer for 
all power transformers in Latvia and the experience is significant. 
Therefore SRM is included in the OLTC algorithm as the 
exclusion rule which can only indicate if the risk is low or high. 
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For input in Figure 4, SRMs of all phases and all taps are assessed 
without the factory test report results; therefore the technical file is 
not needed.   

In accordance with [11], the agreement with limit E5 indicates 
on high risk and it is an important signal to consider the need to 
repair tap changer immediately. If the SRM difference between 
phases is within the limit E1, it indicates on low risk. If resistance 
in 3 taps exceeds the limit E1, it should be investigated and TC=4 
is assigned. 

Dynamic resistance measurement (DRM) allows detecting 
defects caused by contact coking, contact wear, oil-film layer 
deposition, deviating transition times, contact timing problems, 
maintenance errors and damaged transition resistors. Therefore as 
additional criterion for the OLTC assessment – the dynamic 
resistance measurement (DRM) is proposed [1] evaluating two 
parameters form test report: transition time, ms, and current ripple 
change IN1,2, %. The proposed limit values E1 and E5 shown in 
Table 2 are assigned on basis of [12] research and were verified by 
authors with analysis of 76 test reports of DRM. 

Data processing
OLTC

 SRph-ph ≥E5
or

(DRM)  tt≥E5

TC=5

(>3 taps) SRph-ph ≥E1
or

(DRM) IrA >E4

TC=4

SRph-ph <E1
and

(DRM)  tt<E1

TC=1

No

Input

NoYes

Yes

Yes

 
Figure 4. The algorithm of EM indicator for OLTC 

4. Development of Oil Indicator 

4.1. General description of oil indicator algorithm 

Generally mineral transformer oil is used in power 
transformers in power system of Latvia. Regularly measured oil 
parameter are dielectric strength, moisture content, acidity, 
dielectric dissipation factor, interfacial tension, viscosity, flash 
point, and sludge content. Method for assessment of the 
measurement results described in the national standard involves 
comparison of data obtained in laboratory with the given 
assessments limits, and conclusions are obtained for each oil 
parameter separately rather than as a single entity. The standard 
does not provide guidance on how to obtain one conclusion based 
on multiple contradicting input parameters. 

Fuzzy logic is widely applied for dissolved gas analysis (DGA) 
of power transformers [13, 14] since DGA contains relatively 
many input parameters. If binary logic is used a contradiction can 
occur, where some of the input parameters correspond with a good 
condition but others with a bad condition. Fuzzy logic can provide 
more detailed assessment of technical condition. For example, 
fuzzy logic based algorithm with acidity and interfacial tension of 
oil as input parameters is used to estimate remnant life of a power 
transformer [15]. Similar approach of data processing is described 
in [16] in which remaining service life of transformer in years is 
predicted based values of viscosity, resistivity, particle count, 

acidity and moisture content of oil. Another research [17] shows 
the possibility to combine measured values of moisture and acidity 
of oil, and the power factor of the winding to determine the type of 
transformer defect based on the physical and chemical condition 
of insulation in cases with contradicting input data values. 

Therefore within the framework of this research fuzzy logic as 
data processing method is used to develop a technical condition 
indicator for a power transformer based on measurement results of 
oil parameters. Four independent oil parameters (flash point, 
dissipation factor, acidity and moisture content) and additional 
parameter (changes in flash point value in two subsequent 
measurements) are used as input data as shown in Figure 5. Limits 
shown in Table 3 are based on typical values observed for 
transformers installed in transmission network in Latvia. As a 
result, algorithm calculates the value of transformer oil indicator 
within limits from K=1 – (low risk) to K=5 (high risk, immediate 
actions required). 

Flash point (FP) is the lowest temperature at which oil in 
certain conditions releases such amount of vapour that, together 
with air, creates a flammable mixture leading to fire hazard. 
Therefore, this parameter is proposed for indicating high risk. 
Based on practical experience in decision-making for transformer 
repairs dissipation factor (tanδ) is proposed as another parameter 
indicating high risk since it is sensitive to oil aging, moisture, as 
well as changes in contamination levels.  

Table 3. Proposed Limits for Oil Parameters 

Flash point, oC Upper 
limit 

Acidity, 
mgKOH/g 

Moisture 
content, 

ppm 
Tanδ, % 

125 or ≥Δ5 in 2 
subseqent 

measurements 

Level 1 <0.05 <5 <1 

Level 2 ≤0.075 ≤10 ≤2.5 

Level 3 >0.1 >15 >4 

 

 
Figure 5. Overall flowchart of oil indicator algorithm 
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Dissipation factor tanδ along with acidity and moisture content 
are proposed as criteria for medium risk evaluation. In order to 
reach a unified conclusion regarding the correlation between these 
independent oil parameters, the use of fuzzy logic is suggested. 

The operation of the algorithm begins with  reading the input 
parameters, namely results from the most recent oil measurement 
which then are stored in technical file that is prepared for each 
transformer in the system for possible repetitive usage. If any of 
the necessary oil parameters have not been measured in this 
particular testing, the algorithm assumes the value of that 
parameter as in Level 2 (see in Table 3).  

If the value of the parameter is repeatedly unknown, the 
approximation is performed in a logarithmic scale as shown in 
Figure 6 where approximated value aims for the Level 3, yet 
cannot reach it, since the difference from the maximum boundary 
is halved per iteration. 

 
Figure 6. Assumed values for unknown parameter value 

Next step of the proposed algorithm is the evaluation of 
exclusion cases indicating high risk (either flash point or changes 
in value of flashpoint or dissipation factor exceeds the limits of 
Level 3) or low risk (values of dissipation factor and moisture and 
acidity are all below limits of Level 1). Fuzzy logic calculation 
block activates if neither of the exception cases checks included in 
the algorithm is positive.  

4.2. Fuzzification 

Developed shape and slope for membership functions used 
within fuzzy logic calculation block of proposed algorithm is 
shown in Figure 7 originally, the selection of membership function 
shape and slope was carried out for each of the three oil 
parameters. Illustration of membership function for tanδ is shown 
in Figure 8. The triangle and trapeze forms were tested for M 
(medium risk) membership function, whereas slope was altered for 
L (low risk) and H (high risk) membership functions. All variations 
were tested by using the results of oil tests for 10 transformers with 
given maintenance history and different technical condition.  

 

Results show that output values are not affected by the shape 
of M membership function, however, in some cases  value changes 
were observed by alteration of the slope of L and H membership 
functions. After evaluation it was concluded that the combination 
of increased H membership function effect has the best correlation 
with technical condition based on maintenance history.  

 
Figure 7. Membership functions of oil indicator 

For obtaining corresponding output values, a rulebox is created 
as shown in Table 4. It contains all possible combinations. 
Altogether, there are 27 combinations, since for each of the 3 input 
parameters used in the fuzzy logic block 3 membership functions 
are assigned. The specific weight value is the minimum of all three 
membership values for a given combination. The specific weights 
are summed together for each result value and thus a fuzzified 
output is obtained. Afterwards, the gravitation centre of this output 
function is calculated. The obtained result is more precise, as more 
points are used for the calculation.  

4.3. Fuzzy inference and defuzzification 

An example is illustrated in Figure 7 with following values of 
oil parameters as input data from regular oil sample test of a 
particular 110 kV transformer: flash point, 139oC;  changes in flash 
point value between two subsequent measurements, 2oC; 
dissipation factor tanδ, 2.17%; acidity, 0.12mgKOH/g; moisture 
content, 10 ppm. Since exception cases included in the algorithm 
are negative in this case fuzzy logic calculation block activates. 

 

Table 4. Rulebox for fuzzy logic calculation block 

# 
Input Variables Corresponding 

output # 
Input Variables Corresponding 

output # 
Input Variables Corresponding 

output tan
δ AC MC tanδ AC MC tanδ AC MC 

1 L L L 2 10 H M L 3 19 L M H 3 
2 M L L 2 11 H L M 3 20 M M H 3 
3 L M L 2 12 H M M 3 21 H H L 4 
4 L L M 2 13 L H L 3 22 H H M 4 
5 M M L 2 14 M H L 3 23 H L H 4 
6 M L M 2 15 L H M 3 24 H M H 4 
7 L M M 2 16 M H M 3 25 L H H 4 
8 M M M 2 17 L L H 3 26 M H H 4 
9 H L L 3 18 M L H 3 27 H H H 4 
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 The membership of dissipation factor is 0.78, 1 for acidity and 
0.5 for moisture content. The specific weight is calculated as 0.5. 
This process is repeated for each matching combination. The 
gravitation centre of this output function is calculated, as well as 
the position of gravity centre on x axis is estimated as shown in 
Figure 9. The third of the position of gravity centre is the result and 
final output, in this case K=4 for oil indicator is obtained, which 
indicates a  rather high operation risk. 

a)    

b)  
Figure 8. Selection of the shape and slope for membership functions for tanδ: 
a) shape for M membership function;  b) slope for L and H membership function 
 
 

 

 

 

Figure 9. Estimation of output value 

5. Verification of EM and Oil Indicator 

Results of measurements within a time period of 8 years for 30 
power transformers are used to verify both indicators and see how 
they complement each other. It has to be noted that the power 
transformer park in Latvia is aged and power transformers installed 
between 1967 and 2000 were used for verification with different 
technical condition, repairing plans and failure rate.  Figure 10 
shows numerical values of EM and oil indicator obtained for the 
latest available measurement set of each transformer. Since 
polarized score is used omitting the values 2 and 4 for bushings 
and 2 and 3 for OLTC the combined score 3&4 is allocated in a 
separate column. Mainly a numerical value of 1 was assigned to 
parameters OLTC and bushings which reflects timely scheduled 
repairs. In those two cases where score value of 5 is assigned for 
bushings immediate decisions to replace them have been made by 
system operator. Similarly OLTC is repaired immediately if there1 
is a variation from normal operation or a problem is detected.  

 
Figure 10. Numerical values of indicator parameters of 30 power transformers 

Values 2 and 3 are obtained most frequently for oil analysis 
most showed result 2 and 3, which indicates either normal 
operation or marks out necessity for small maintenance works such 
as the change of silicagel in a thermosyphon.  In two cases when 
score of 4 for winding and core is assigned result dramatic decrease 
of winding isolation resistance and increase of power factor 
therefore obtained results concise well with operation history. 

For further analysis 4 cases from 30 were selected to illustrate 
how indicators together reveal the technical condition of a power 
transformer. Cases 1 to 3, plotted in Figure 11,  depicts the latest 
measurements available for three different transformers. Case 2 
reflects a transformer in an almost perfect technical condition. But 
in case 1, problems with OLTC can be noticed and analysis of 
measurement history revealed increased static resistance in 3 taps. 
Case 3 reveals bushing defect, caused by decreased insulation 
resistance in scheme C2 and increased power factor in scheme C1.  

 
Figure 11. Case studies results 

Since electrical measurements are performed on average once 
in four years EM indicator is more static.  Case 4, plotted in    
Figure 12, illustrates the role of the oil indicator as the first 
implication of a possible fault in a transformer since its results are 
more dynamic. It can be observed that technical condition of this 
particular transformer has decreased due to increase in moisture 
level over the years.  

 
Figure 12. Oil analysis results 
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6. Conclusions 

Literature review leads to a conclusion that methods for risk 
assessment of power transformers are mainly based on the results 
of performed diagnostic measurements and operation history. 
Since maintenance strategy may vary over the time and may 
depend on decisions by a particular transmission system operator 
the development of a modified risk matrix is a common global 
practice. 

Configuration of risk matrix for power transformers in Latvian 
transmission network proposed within the framework of this 
research is composed of three regions indicating low risk, 
moderate risk and high risk the last one requiring immediate 
action. The place of a transformer within the risk matrix depends 
on its technical condition index (x-axis) and such parameters of 
operational history as transformer age, load, maintenance history, 
importance in the system (y-axis). Technical condition index is 
established by calculating the numerical values of the three 
indicators and applying a scoring and weighting factor.  

To determine numerical values of the indicator based on oil 
analysis combined approach of binary and fuzzy logic proved to 
be successful since it allows evaluating risk based on several oil 
parameters as a single entity. Results from a verification confirm 
that higher output values are shown by transformers that have 
already attracted attention in practice. As oil analysis is done quite 
often, changes in values of this indicator are  first indication of a 
possible defect in a transformer and they substantiate the necessity 
for further testing. However, an indicator based on results of 
electrical measurements more effectively serves to detect faulty 
constructive parts more effectively and can be used as a basis for 
decisions on replacement of a bushing or repairs of an OLTC. 

Acknowledgment 
This paper has been partly supported by the State Research 

Program „LATENERGI”. 

Conflict of Interest  
The authors declare no conflict of interest. 

References 

[1] G. Poiss, S. Vitolina, “Development and Implementation of Risk Indicator 
for Power Transformers Based on Electrical Measurements”, 18th 
International Scientific Conference on Electric Power Engineering (EPE), 
Czech Republic, Kouty nad Desnou, 17-19 May, 2017, pp.425-428.  

[2] J. Haema, R. Phadungthin, “Development of Condition Evaluation for Power 
Transformer Maintenance”, 4th International Conference on Power 
Engineering, Energy and Electrical Drives, Istanbul, Turkey, 13-17 May 
2013. 

[3] Hamed Zeinoddini-Meymand, Behrooz Vahidi, “Health index calculation 
for power transformers using technical and economical parameters “, IET 
Science, Measurement & Technology, Volume: 10, Issue: 7, 10 2016. 

[4] Dun Lin,  Yao-Yu Xu,   Yu Liang, Yuan Li,  Ning Liu,  Guan-Jun Zhang, 
“A Risk Assessment Method of Transformer Considering the Economy and 
Reliability of Power Network”, 1st International Conference on Electrical 
Materials and Power Equipment (ICEMPE), Xi’an, China, 2017. 

[5] Juan. P. Lata , Diego. P. Chacón-Troya , R. D. Medina, “Improved tool for 
power transformer health index analysis”, IEEE XXIV International 
Conference on Electronics, Electrical Engineering and Computing 
(INTERCON), 2017. 

[6] G.Poiss, "Development of DGA Indicator for Estimating Risk Level of 
Power Transformers," 17th International Scientific Conference on Electric 
Power Engineering (EPE 2016), Prague, 16-18 May, 2016.  

[7] A Stitch in Time: The Complete Guide to Electrical Insulation Testing, 
Dallas: Megger, 2006. 

[8] Scope and norms of testing electric equipment (in Russian), RAO "UES of 
Russia", RD 34.45-51.300-97, 1997. 

[9] Kaganovich E. A., Reichman I. M., Power transformer tests up to 6300 kVA 
and voltages up to 35 kV, (in Russian), Energia, 1980. 

[10] Electric Power Transformer Engineering, Third Edition, James H. Harlow 
CRC Press,  May 16, 2012 by CRC Press 693 pages. 

[11] "IEEE Guide for Diagnostic Field Testing of Fluid-Filled Power 
Transformers Regulators and Reactors," IEEE Std. C57.104, 2013.  

[12] J. J. Erbrink, E. Gulski, J. J. Smit, R. Leich, B. Quak, and R. A. Malewski, 
"On-load tap changer diagnosis-an off-line method for detecting degradation 
and defects: Part 2," IEEE Electr. Insul. Mag., vol. 27, no. 6, pp. 27-36, 2011. 

[13] A. Abu-Siada, S. Hmood, and S. Islam, „A New Fuzzy Logic Approach for 
Consistent Interpretation of Dissolved Gas-in-Oil Analysis,” IEEE 
Transactions on Dielectrics and Electrical Insulation, vol. 20, pp. 2343 - 
2349, 2013. 

[14] B. Nemeth, S. Laboncz, and I. Kiss, „Condition Monitoring of Power 
Transformers using DGA and Fuzzy Logic” on Proc. 2009 IEEE Electrical 
Insulation Conference, Montreal, Canada, May 31-June 3, 2009, pp. 373-376 

[15] S Forouhari, and A Abu-Siada, „Remnant Life Estimation of Power 
Transformer Based on IFT and Acidity Number of Transformer Oil” on Proc 
IEEE 11th International Conference on the Properties and Applications of 
Dielectric Materials (ICPADM), Sydney, Australia, July 19-22, 2015, pp. 
552-555. 

[16] A. K. Kori, A. K. „Sharma, and A. K. Singh Bhadoriya, Intelligent 
Diagnostic Method for Ageing Analysis of Transformer,” Energy and Power 
Engineering, Vol. 4 No. 2, 2012, pp. 53-58 

[17] W. C. Flores, E. E. Mombello, J. A. Jardini, G. Ratta, and A. M. Corvo, 
„Expert system for the assessment of power transformer insulation condition 
based on type-2 fuzzy logic systems,” Expert Systems with Applications, 
vol. 38, pp. 8119-8127, 2011. 

 
 

http://www.astesj.com/
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Behrooz%20Vahidi.QT.&newsearch=true
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=4105888
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=4105888
http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=7577936
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Dun%20Lin.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yao-Yu%20Xu.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yu%20Liang.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yuan%20Li.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Ning%20Liu.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Guan-Jun%20Zhang.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.R.%20D.%20Medina.QT.&newsearch=true


www.astesj.com     155 

 

 

 

 

Influence of supply frequency on dissipation factor measurement and stator insulation diagnosis 

Cyrille Caironi*, Bernhard Fruth1, Detlef Hummes2, Rudolf Blank3  

1PDSS, Zurich, SWIZERLAND 

2American University of Kuwait, Safat, KUWAIT 

3B2Electronic, Klaus, AAUSTRIA,  

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received:  15 November, 2017 
Accepted: 08 January, 2018 
Online: 30 January, 2018 

 This paper is an extension of work originally presented in EIC-2017. It deals with influence 
of the supply frequency for dissipation factor measurements, mainly for tests under power 
frequency and low frequency. After a theoretical reminder, we present some experiments 
on single coils and stators of high voltage motors. Finally, we discuss the results and the 
desirability of choosing one or the other of these methods. 
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1. Introduction  

Dissipation factor, or tan δ, is currently used for the insulation 
diagnostics. While the tan δ measurements are mainly performed 
at power frequency, some methods based on the frequency steps 
[1] and very low frequency have been developed. The methods 
using very low frequency have some advantages in term of 
portability, power requirement, etc. but it is interesting to see the 
impact of the frequency on the quality of measurement and, 
subsequently, of the diagnostic. 

This paper presents the influence of the supply frequency on 
tangent delta measurement. The paragraph II reminds the 
theoretical bases. The paragraph III presents some experiments, 
firstly on single coil and secondly on a stator of high voltage motor. 
Test are performed at 0.1 Hz and 50 Hz. The analysis of the result 
presents some difference, especially on the sensitivity at relaxation 
phenomena. These differences are discussed, and we can define 
some interests on insulation diagnostic. 

2. Theory reminder 

Dielectric losses are currently measured and used for electrical 
machines diagnostics. To perform the dielectric loss  

measurement, the stator is considered as a capacitor and the theory 
supporting these measurements is based on the complex 
permittivity. Of course, this capacitor is imperfect.  

It is schematized by the capacitance with a resistance in 
parallel, both in series with a resistance and an inductance, in our 
case, we can neglect Ls (fig. 1).  

The real part of impedance is due to the series and parallel 
resistances Rs and Rp. Rs becomes important at high frequency 
when Rp has a dominating effect essentially at low frequency. 

 
Fig. 1: Real capacitor model (without Ls) 
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Rp is the picture of the losses due to the dielectric polarization, 
the dielectric resistance, leakage current and also charge 
redistribution phenomena. All these phenomena are involved at 
low frequency especially at industrial frequencies and lower. De 
facto we currently use the model within resistance in parallel which 
excludes Rs (1). 

𝐼𝐼 = 𝑗𝑗𝑗𝑗𝜀𝜀𝐶𝐶𝑈𝑈 = 𝐼𝐼𝑅𝑅𝑅𝑅 + 𝑗𝑗𝐼𝐼𝐶𝐶   (1) 

Due to the phenomena of relaxation and losses, the insulating 
materials permittivity is complex (2) 

𝜀𝜀 =  𝜀𝜀0 (𝜀𝜀𝑟𝑟′ − 𝑗𝑗 𝜀𝜀𝑟𝑟′′)   (2) 

In this arrangement, 𝜀𝜀𝑟𝑟′  is the component which defines the 
capacitive current (3) and 𝜀𝜀𝑟𝑟′′is the component which defines the 
current IRp corresponding at the active losses in phase with the 
voltage (4). 

𝜀𝜀𝑟𝑟′ =
𝐼𝐼𝐶𝐶

𝑗𝑗𝑗𝑗𝐶𝐶𝑈𝑈
   (3) 

𝜀𝜀𝑟𝑟′′ =
𝐼𝐼𝑅𝑅𝑅𝑅

𝑗𝑗𝐶𝐶𝑈𝑈
   (4) 

The tangent delta, or dissipation factor is defined as (5): 

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =
𝐼𝐼𝑅𝑅𝑅𝑅

𝐼𝐼𝐶𝐶
= 𝜀𝜀𝑟𝑟′′

𝜀𝜀𝑟𝑟′
= 1

𝑗𝑗𝐶𝐶𝑅𝑅𝑅𝑅
   (5) 

 

 
Fig. 2: effect of resonance and relaxation on permittivity (source [2]) 

Of course, we can see that the tangent delta is inversely 
proportional to the frequency. But the main interest of the low 
frequency is the physics of the material. The polarization and 
relaxation phenomena involved in dissipation of the insulation 
have different origins and each of them approximately can be 
linked to frequency (fig. 2) as presented in [2]. 

The electronic and ionic polarization have a high frequency level 
(around 1015 Hz for electronic polarization) this type of 
polarization is not interesting for the machine diagnostic in first 
approach. On the other hand, the relaxation phenomena linked to 
dipoles, space charges and interface charges are very interesting. 

These relaxation phenomena enable us to check precisely details 
like pollution and polymerization, which are visible at lower 
frequencies (less than 1 Hz) by tan δ analysis. 

Furthermore, the temperature influence is a particularly important 
factor as presented on figure 3 and figure 4 [3] and explained in 
[4]. 

It could be an advantage but also a risk because a variation on the 
temperature has a bigger impact at low frequency (less than 1 Hz) 
than at industrial frequency. 

 
Fig. 3: Typical real part of the permittivity of porous glass versus frequency 
and temperature (source [3]) 

 
Fig. 4: Typical imaginary part of the permittivity of porous glass versus 
frequency and temperature (source [3]) 

3. Experimental studies 

IEEE 433 recommends performing very low frequency tests at 
0.1 Hz [5] and the monitoring present on the market uses this 
frequency. Therefore, the tests are performed at frequency of 
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0.1 Hz and 50 Hz, in accordance to IEEE 433 [5] and to 
IEC 60034-27-3 [6]. 

3.1. Experiments on coils 

Tan δ measurements were performed on sample coils (7 kV 
rated) in steps of 1 kV from 1 kV to 9 kV. Measurements were 
performed successively at 0.1 Hz and 50 Hz. 

These tests show higher tan δ values with a 0.1 Hz frequency 
supply than with a 50 Hz supply (fig. 5). Therefore, these 
measurements confirm some explanations of the theoretical 
reminder and they are also in accordance to the related literature 
and different diagnostic methods proposed in [1]. 

Fig. 5: tan δ versus voltage on single Coil 

The difference of levels can be explained by a dielectric 
relaxation, which means a lowering of the dielectric losses with 
frequency, therefore 0.1 Hz is more sensitive than 50 Hz. 

The underlying physical mechanism is usually related to the 
polymerization degree of the impregnating resin and interfacial 
polarization [4]. 

The voltage dependence of the losses of the sample is very similar 
for both frequencies. At this step, we could consider that the 
frequency just influences the level of tan δ. In fact, the influence 
is also on the behavior of the tan δ versus voltage. 

3.2. Experiments on Stator 

Measurements were performed on a 1.5 MW, 11 kV motor in 
accordance to IEC 60034-27-3 [6] and customer requirements (fig. 
06). 

Capacitance measurements at 50 Hz and 0.1 Hz have a similar 
behavior (fig. 08), on the other hand, the tan δ has a different shape 
at 50 Hz and 0.1 Hz (fig. 07) 

As for a simple coil, the tan δ is higher at 0.1 Hz than at 50 Hz but 
of different shape (fig. 07). The measurement at 0.1 Hz shows a 
voltage dependence which is not present at 50 Hz. 

This nonlinear voltage dependences of rotating machine 
insulation properties typically stem from partial discharges and 
currents in endwinding corona protection. 

Evidence of the structural influence on the dielectric properties is 
shown in [4] as mechanical losses and dielectric losses largely 

coincide. This indicates that the 0.1 HZ test method can provide 
information about insulation quality, e.g. brittleness, shrinkage 
and risk of resin cracking caused by post-polymerization 

Partial discharges analysis, and especially PRPD, can complete 
the tan δ information. Of course, the tan δ and PRPD must be 
performed at the same frequency. 

 
Fig. 6: VLF supply and measurement instrumentation on 11 kV Stator 

 
Fig. 8: capacitance versus voltage on 11 kV Stator 

The patterns show solely the ionization phenomena and must 
be analyzed in accordance with the tan δ measurements. 
Furthermore, the noise phenomena have shown more important  
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using power frequency supplies. Phenomena linked to the noise 
can be solved by numerical tools presented in [7] and [8] 
especially in case of on-line PD monitoring. 

Fig. 09 shows PRPD pattern at the network power supply and 
Fig. 10 shows PRPD pattern at 0.1 Hz. Despite differences, 
both patterns give similar information, but the 0.1 Hz can be 
easily compared to the tan δ. 

 

Fig. 10: PRPD at 0.1 Hz on 11 kV Stator 

4. Extension to the Stator Insulation Diagnostic 

The paragraph II confirms the theoretical reminder presented in 
paragraph I. Especially on complete stators, tan δ measurement 
allow to see some more phenomena at 0.1 Hz, being undetectable 
at 50 Hz. 

In fact, the measurements at 0.1 Hz should be most efficient to the 
diagnostic phenomena linked to the complete insulation system 
[9]. Furthermore, the low frequency usage is not new. For 
example, measurements for CIGRE [10] was performed at 1Hz in 
1990 in order to:  

• do not have distortion of sinus wave (which is not perfect 
when it is provided by transformer at supply frequency) 

• reduce the pulse pile-up 
• have a cleaner PD pattern 
• the higher sensitivity to the structural properties of the 

composite material allows to more sensitively follow the 
resin post-polymerization 

• etc. 

However, the low frequency usage was costly in the beginning of 
the 90th, which is not the case anymore and this off-line 
monitoring procedure can be easily implemented and could be 
interesting to complement on-line monitoring which is de facto 
happening at power frequency. 

5. Conclusion 

tan δ measurement. It reminds the theoretical bases before present 
two different cases: a coil and a stator. Measurement were 
performed on two frequencies: 50 Hz (power frequency) and 
0.1 Hz. 

If similar diagnostic results together with partial discharge 
measurements, different defects can be detected or identified at 
lower power frequency. 

The low frequency measurements present some advantages. 
Especially the dielectric losses react more sensitive to structural 
changes. 

However, while diagnostics can be improved using low 
frequencies, criteria must still be developed if the low frequency 
method should be used for acceptance testing. Indeed, most of the 
tan δ criteria are established for power frequency tests and we 
have to perform further research in order to define reliable 
acceptance criteria. 

On the practical side, the instruments used by the authors have 
proven easily transportable, insensitive to noise and have very low 
power requirements in comparison to power frequency devices. 
So, that we feel, not only the enhanced diagnostic potential but 
also cost consideration, which justify more research efforts in that 
field. 
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 The main target of this article is to perform the multidimensional analysis of multipath 
propagation in an indoor and outdoor environment at higher frequencies i.e. 15 GHz, 28 
GHz and 60 GHz, using “sAGA” a 3D ray tracing tool. A real world outdoor Line of Sight 
(LOS) microcellular environment from the Yokusuka city of Japan is considered for the 
analysis. The simulation data acquired from the 3D ray tracing tool includes the received 
signal strength, power angular spectrum and the power delay profile. The different 
propagation mechanisms were closely analyzed. The simulation results show the difference 
of propagation in indoor and outdoor environment at higher frequencies and draw a special 
attention on the impact of diffuse scattering at 28 GHz and 60 GHz. In a simple outdoor 
microcellular environment with a valid LOS link between the transmitter and a receiver, 
the mean received signal at 28 GHz and 60 GHz was found around 5.7 dB and 13 dB 
inferior in comparison with signal level at 15 GHz. Whereas the difference in received 
signal levels at higher frequencies were further extended in an indoor environment due to 
higher building penetration loss. However, the propagation and penetration loss at higher 
frequency can be compensated by using the antenna with narrow beamwidth and larger 
gain.    
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1. Introduction  

This article is an extension of research work originally 
presented at International Wireless Communication and Mobile 
Computing (IWCMC’17) conference [1]. In reference [1], studies 
were made at 15 GHz only, and only outdoor propagation was 
studied. However, in this article the radio propagation at millimeter 
wave frequencies i.e. 60 GHz is additionally studied. Furthermore, 
the research work of this article also includes indoor propagation 
analysis, which was not done earlier in [1].  

Nowadays, the Fifth Generation (5G) of the mobile 
communication system is being actively discussed in both industry 
and academia [2-4]. Currently, various advanced wireless access 
technologies including High Speed Packet Access (HSPA), Long 
Term Evolution (LTE), and LTE-Advanced (LTE-A) are in 
operation. However, the ultimate solution for the ultra high 
capacity requirement of the future system is expected to be 
provided by the 5G. It is strongly believed that the higher 

frequency bands will play a vital role in meeting the capacity 
targets of the next generation of the cellular networks. The 
frequency bands between 700 MHz to 4 GHz are currently used by 
the mobile operators for radio transmission, and are already over 
loaded with current mobile technologies. Higher frequency bands 
offer wider spectrum. On the other hand, the higher path loss is 
also attributed with the higher frequency of operation [5]. The 
R&D organizations are extensively putting their effort for 
investigating the utilization of higher frequency bands for mobile 
communications [6]. The utilization of advanced antenna 
technologies such as Massive MIMO (MMIMO) and 
beamforming help in extending the coverage at higher frequencies.  

It is important to understand the radio propagation 
characteristics in order to properly design and to efficiently 
optimize the system. Classical coverage prediction models do- not 
provide the insight information about the channel (environment). 
However, the deterministic ray tracing models provide the 
multidimensional characteristics of the radio propagation 
environment [7]. Multipath propagation is a complex phenomenon 
and involves several propagation mechanisms e.g. specular 

ASTESJ 
ISSN: 2415-6698 

*Corresponding Author : Muhammad Usman Sheikh,  
Email : muhammad.sheikh@tut.fi  

Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 160-167 (2018) 

www.astesj.com   

Special issue on Advancement in Engineering Technology 

 

https://dx.doi.org/10.25046/aj030120  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj030120


M. U. Sheikh et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 160-167 (2018) 

www.astesj.com     161 

reflection, diffraction from the corners, transmission, diffraction 
from the rooftops, and diffused scattering [8]. Ray tracing is a 
promising technique for finding the possible paths between the 
transmitter and receiver.    

      At reference [9], the NTT DOCOMO provides the field 
measurement results of 5G radio system operating at the frequency 
of 15 GHz in an outdoor and indoor microcellular environment. 
One of the core targets of this article is to provide the simulation 
result for the scenario considered in [9], so that a comparison 
between the measured and simulated data can be made. For this 
purpose, the sAGA ray tracing tool based on Image Theory (IT) 
algorithm is utilized for the simulations. The radio propagation 
properties such as received signal strength, Power Angular 
Spectrum (PAS), and Power Delay Profile (PDP) at higher 
frequencies are also provided in this article. The simulation results 
presented in this article highlight the difference of propagation at 
different considered frequencies i.e. 15 GHz, 28 GHz and 60 GHz, 
and also highlight the difference of propagation in an outdoor and 
indoor environment. 

2. System Model and Environment 

2.1. System Configuration 

The Fifth Generation (5G) of the mobile communication system 
based on Time Division Duplex (TDD) operating at 15 GHz 
frequency is considered at reference [9]. The 5G communication 
system consists of four contiguous Component Carriers (CCs), and 
each CC is assumed to have 100 MHz bandwidth. Carrier 
Aggregation (CA) is employed to combine four component 
carriers. The transmission power per component carrier is set to 
27.3 dBm, which makes a total transmission power of the 
transmitter equals 33.32 dBm for 400 MHz bandwidth. The base 
station is installed with a directional antenna at the height of 8 m. 
The transmitter is located on the wall of the building. The base 
station antenna has a horizontal Half Power Beamwidth (HPBW) 
of 90° and a vertical HPBW of 10.5° and has a maximum antenna 
gain of about 14.5 dBi. A mechanical downtilt of 13.5° is used to 
restrict the propagation in small cell environment. Whereas at the 
receiver end the MS is assumed to have an omni directional 
antenna with 0 dBi gain. As, the target of this paper was to provide 
the simulation results for the system and environment considered 
in [9], therefore the same set of parameters and environment are 
assumed in this paper. 

2.2. Simulation Platform 

The “sAGA” a MATLAB based three-dimensional ray tracing 
tool is used for the simulations. The sAGA tool is indigenously 
developed by the authors of this paper. Unlike other quasi 3D ray 
tracing tool, sAGA performs full three dimensional ray tracing. 
Multipath propagation involves several mechanisms of 
interactions e.g. reflection, diffraction, transmission, and scattering. 
The sAGA ray tracing tool uses Image Theory (IT) to find all the 
possible reflected, diffracted, ground reflected, and rooftop 
diffracted paths with the given number of reflections and 
diffractions [10-12]. In case of reflected paths, the loss in energy 
due to specular reflection is given by the reflection co-efficient and 
depends upon the incident and the reflected angle of path and 
material permittivity. Whereas for the diffracted paths the 
diffraction loss is given by Berg’s recursive model [13]. The 

energy is scattered in the wide range of directions and the impact 
of scattering becomes significant at higher frequencies. Therefore, 
a concentric circle approach given at [14] is used to generate the 
scattering points on the walls of the building. Ray tracing requires 
detailed information about the simulation environment and 
provides accurate results. Three dimensional ray tracing requires 
3D map of the simulation environment. The computational 
complexity of the ray tracing algorithm increases with the increase 
in the number of supported reflections and diffractions.    

A. Simulation Environment 
For simulations, a small area from the Yokusuka city of Japan 

is selected. The Google map view of the targeted area is shown in 
Figure 1. For outdoor microcellular environment simulation, the 
parking area of NTT DOCOMO R&D center in Japan is 
considered, and for indoor simulation the office building is 
considered in this article. 

 
Figure 1. Google map view of targeted area. 

 Figure 2 illustrates the two dimensional simplified map of the 
considered area. The simplified map model consists of just five 
buildings. For outdoor coverage simulations, it is assumed that the 
MS is mounted on a vehicle at a height of 3.1 m. The MS is driven 
at the speed of 10 km/h along eight different routes (A1-A8) as 
shown in Figure 2. For indoor coverage simulations, two paths A9 
and A10 are considered. The path A9 is close to the exterior wall 
of the building, and path A10 is 7 m away from the exterior wall 
of the building. The location of the transmitter is marked with the 
blue spot. The transmitter antenna has the azimuth angle of 90° 
(facing towards North). All the outdoor and indoor simulation 
routes have a clear LOS with the transmitter. Two outdoor location 
points are marked as Pt1 and Pt2, and one indoor location point is 
marked as Pt3 in Figure 2. These static points are selected for 
Power Angular Spectrum (PAS) analysis. 

 For PAS simulations, a directive antenna with 14° HPBW in 
the horizontal domain and 10.5° HPBW in the vertical domain 
with 20 dBi maximum gain is used. It is assumed that a directive 
antenna on a receiver side at a height of 1.65 m is rotated by 360° 
in the azimuth plane with a step size of 4°. For ray tracing, the 
reflected path with the maximum three reflections, and diffracted 
path with single diffraction were found. The scatterers are spread 
over the surface of the walls of the building. The general system 
simulation parameters are summarized in Table I. 
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Figure 2. Illustration of simulation area and simulation routes. 

Table I. General system simulation parameters for route simulations. 

Parameters Unit Value 
Frequency GHz 15/28/60 
Single carrier component (CC) bandwidth MHz 100 
System bandwidth (4 CCs) MHz 400 
Transmission power per CC dBm 27.3 
Total transmission power dBm 33.32 
Transmitter height m 8 
Antenna downtilt ° 13.5 
MS height m 3.1 
Reflections   3 
Diffractions  1 
Diffuse scattering  Enabled 

 

2.3. Building Penetration Loss (BPL) 

 The signal experiences a penetration loss while penetrating 
from the outdoor environment to the indoor environment. Outdoor 
to indoor penetration loss is generally termed as Building 
Penetration Loss (BPL). The building penetration loss is the 
function of frequency and depends heavily on the material 
characteristics of the building; therefore the BPL can be 
significantly different for different material types at different 
frequencies. Generally, the old houses are composed of plane 
standard glass windows and concrete wall, while the Infrared 
Reflective (IRR) glass windows are commonly used in the new 
modern energy saving houses. In reference [15], the old buildings 
are assumed to have 30 % of the standard glass windows and 70 % 
of the concrete wall. Similarly, the assumption for new modern 
building type corresponds to the 70 % of the IRR glass windows 
and 30 % of the concrete wall. 

A simple model structure has been proposed in [15] to model 
a single material frequency dependent penetration loss. The 
penetration loss for different material types is provided at [16-20].  

 LSingle glass,dB = 0.1 ∗ FrequencyGHz + 1, (1) 

  LDouble glass,dB = 0.2 ∗ FrequencyGHz + 2, (2) 

    LIRR glass,dB = 0.3 ∗ FrequencyGHz + 23, (3) 

The penetration loss for the concrete wall as a function of 
frequency is modeled as 

LConcrete,dB = 4 ∗ FrequencyGHz + 5, (4) 

As the buildings are composite of windows and concrete wall, 
the building penetration loss for old buildings and new buildings 
is modeled as shown in (5) and (6), respectively [21]. 

LOld building,dB = −10Log10 �0.3 ∗ 10
−LDouble glass,dB

10  

+ 0.7 ∗ 10
−LConcrete,dB

10 �, 
(5) 

LNew building,dB = −10Log10 �0.7 ∗ 10
−LIRR glass,dB

10

+  0.3 ∗ 10
−LConcrete,dB

10 �, 
(6) 

The building penetration loss as a function of frequency for 
different building types is shown in Figure 3. 

 

Figure 3. Building penetration loss as a function of frequency. 

2.4. Indoor Propagation Loss 

In an indoor environment, generally the indoor walls are made 
up of standard glass alternatively plaster. In [15], two different 
indoor wall loss models are presented as a function of the 
frequency assuming an average wall distance of 4 m. The Indoor 
Loss Model 1 assumes an indoor wall of standard glass, whereas 
Indoor Loss Model 2 is based on the measurements performed in 
[16]. Two indoor wall loss models are modeled as shown in (7) 
and (8). Indoor loss as a function of frequency for two different 
indoor wall loss models, expressed as dB/m is shown in Figure 4. 

 
Figure 4. Indoor loss models as a function of frequency. 
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LWall loss,dB/m
(1) = LSingle glass,dB,                        (7) 

LWall loss,dB/m
(2) = 0.2 ∗ FrequencyGHz + 1.7, (8) 

3. Simulation Results and Discussions 

Figure 5 shows the received signal strength in dBm for eight 
outdoor and 2 indoor simulation routes. Figure 5(a), Figure 5(b) 
and Figure 5(c) shows the received signal strength along the paths 
at 15 GHz, 28 GHz and 60 GHz, respectively. It can be seen in 
Figure 5(a) that the maximum received signal strength of around 
-38 dBm is found in front of the BS antenna in the direction of the 
main lobe. However, the signal strength starts to degrade as the 
receiver starts to move away from the transmitter, and deviate 
from the direction of the main lobe of an antenna. The considered 
area for simulation was an open environment; therefore the LOS 
path always existed between the transmitter and receiver. 
Whereas there are signal fades along the routes due to the 
constructive and destructive addition of multipaths. The route A1 
and A6, and path A2 and A5 are symmetrical and are at almost 
equal distance from the transmitter. It is interesting to see that the 
signal strength along the route A6 is better compared with A1 due 
to more reflected and scattered multipaths from the wall of the 
nearby building. As soon as the MS crossed the building in route 
A6, the signal degradation due to the absence of a reflected path 
is witnessed. The mean received signal level of path A6 is -57.01 
dBm at 15 GHz. For indoor paths, old building type is considered. 
Path A9 is adjacent to path A6. However, due to building 
penetration loss the mean received signal level for path A9 is -
69.78 dBm assuming old building type. The mean received signal 
level is further drops to -75.12 dBm in case of new building type 
which consists of IRR glass. Path A10 is located more deep inside 
the building, and due to additional indoor wall loss the signal 
strength degrades more rapidly in an indoor environment. The 
difference between the received signal level at 15 GHz and two 
other higher frequencies is clearly evident. However, the path loss 
at higher frequency can be compensated by using the antenna with 
higher gain. 

Table II presents the mean received signal level for the 
different simulation routes at 15 GHz, 28 GHz and 60 GHz. 
Considering the outdoor simulation routes, the mean path loss 
difference of around 5.7 dB and 13 dB was found between 15 GHz 
and 28 GHz transmission, and between 15 GHz and 60 GHz 
transmission, respectively. Similarly, for indoor simulation paths 
the mean path loss difference is around 10.57 dB and 27.82 dB 
between 15 GHz and 28 GHz transmission, and 15 GHz and 60 
GHz transmission, respectively. As stated earlier, that the 
simulation routes A1 and A6 are symmetrical, however due to the 
presence of nearby wall for route A6 the mean received signal 
strength is around 1.25 dB and 1.43 dB better than A1 at 15 GHz 
and 28 GHz, respectively. Building penetration loss is the 
function of frequency and therefore the signal experiences higher 
penetration loss at higher frequencies. A significant difference 
was found between the received signal level of indoor user located 
in an old and new building type.  

 
(a) 

 
(b) 

 
(c) 

Figure 5. Received signal strength along the simulation route at, (a) 15 GHz, (b) 
28 GHz, and (c) 60 GHz. 

Table II. Mean RX level. 

Simulation route Mean RX level (dBm) 
15 GHz 

 
28 GHz 

 
60 GHz 

A1 -58.26 -64.16 -70.15 
A2 -54.96 -60.61 -68.57 
A3 -53.23 -58.46 -65.45 
A4 -52.37 -58.32 -66.45 
A5 -53.92 -60.88 -66.79 
A6 -57.01 -62.73 -70.98 
A7 -45.54 -51.49 -59.51 
A8 -63.09 -67.17 -74.90 
A9 (Old building) -69.78 -78.54 -91.65 
A10 (Old building) -75.12 -86.20 -104.4 
A9 (New building) -88.61 -98.66 -114.97 
A10 (New building) -93.94 -106.33 -127.73 
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  Figure 6(a) and Figure 6(b) show the cluster of rays at 15 
GHz reaching the outdoor location Pt1 and Pt2, respectively.  

 
(a) 

 
(b) 

Figure 6. Multipath rays at 15 GHz from TX to (a) Pt1, and (b) Pt2. 

The cluster of rays shown in Figure 6 includes wall reflected, 
ground reflected, diffracted and scattered paths. The impact of 
diffused scattering is clearly evident, and a considerable amount 
of energy at receiver points is coming through a large number of 
scattered paths. In Figure 6(a), the Pt1 is located in the middle of 
the simulation environment; therefore the walls of the building 
have clear visibility to the Pt1. Whereas, Pt2 is located closed to 
the wall of the nearby building, and the building on the right side 
of the TX does not have visibility to Pt2. Therefore, it can be seen 
in Figure 6(b) that there is no scattered path from the building on 
the right side of the transmitter. 

Figure 7(a), Figure 7(b) and Figure 7(c) shows the normalized 
power angular spectrum for location Pt1, Pt2, and Pt3 at 15 GHz, 
28 GHz, and 60 GHz, respectively. The PAS shown in Figure 7 
confirms that in the LOS condition the major contribution to the 
total received power comes through the LOS path, and through 
the specular reflected paths. However, at 28 GHz and 60 GHz the 
impact of diffused scattering is more significant than 15 GHz. An 
indoor environment has more scattering components due to 
nearby walls. It can be seen in Figure 7 that phenomenon of 
scattering has more significance at higher frequencies specifically 
in an indoor environment.  The Pt1 is located at an azimuth angle 
of 90°, and therefore at Pt1 the strongest LOS path has a Direction 

of Arrival (DoA) of -90° as shown in Figure 7. The next strongest 
path is the reflected path with -44° of DoA. 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Power angular spectrum for location Pt1, Pt2 and Pt3, (a) at 15 GHz, 
and (b) at 28 GHz. 

The LOS path has a 3D path length of 116 m; whereas the 
reflected path has a path length of 156 m i.e. 40 m longer than the 
LOS path. Therefore, the strength of the reflected path is almost 
17 dB and 22 dB less compared with the LOS path at 15 GHz and  

http://www.astesj.com/


M. U. Sheikh et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 160-167 (2018) 

www.astesj.com     165 

 

 

 

Figure 8. Power delay profile, (a) Pt1 (15GHz), (b) Pt2 (15GHz), (c) Pt3 (15GHz), (d) Pt1 (28GHz), (e) Pt2 (28GHz), (f) Pt3 (28GHz), (g) Pt1 (60GHz),  
(h) Pt2 (60GHz), and (i) Pt3 (60GHz). 

28 GHz, respectively. However, at 60 GHz due to the presence of 
a large number of scattering components the composite strength 
of received signal components at -44° of DoA is almost 10 dB less 
compared with LOS direction. The Pt2 is located on the right side 
of the transmitter and has a valid LOS link with the transmitter 

In Figure 7, the strongest path (LOS path) has around -120° of 
DoA and the other reflected path is reaching the receiver at -60°. 
At Pt2, the direct path has a path length of 98 m, and the reflected 
path has a path length of 104 m i.e. 6 m longer than the LOS path. 
Therefore, the strength of the reflected path is around 4 dB and 11 
dB less compared with the LOS path at 15 GHz and 28 GHz, 
respectively. Also, the impact of diffused scattering from the wall 
at an angle of -60 °  at 28 GHz and 60 GHz is visible. The 

considered microcellular case is a simple environment, and not a 
multipath rich outdoor environment. Therefore, the most of the 
energy at the receiver points is coming from a narrow direction 
only. However, in an indoor environment, due to a rich indoor 
scattering environment the PAS of incoming multipath is wide 
spread, especially at higher frequencies i.e. 28 GHz and 60 GHz. 

Figure 8 shows the Power Delay Profile (PDP) acquired 
through simulations of location Pt1, Pt2 and Pt3 at 15 GHz, 28 
GHz and 60 GHz. For Pt1, the reflected path has 40 m longer path 
length therefore the reflected path reaches the receiver point with 
a delay of around 0.125 𝜇𝜇𝜇𝜇 relative to LOS path, and the signal 
strength of the reflected path is around 16 dB less compared with 
LOS path. For Pt1, the power delay profile is almost identical at 
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15 GHz, 28 GHz, and 60 GHz. The Pt2 is located close to the wall 
of the building, and therefore the difference of path length 
between the reflected path and the LOS path is short. By 
comparing Figure 8(b), Figure 8(e), and Figure 8(h), it can be 
noted that the reflected path with slightly less signal strength than 
LOS path reaches the receiver point within a very short delay of 
0.01 𝜇𝜇𝜇𝜇. Other diffracted and scattered paths from the nearby wall 
also reach the receiver Pt2 with a short delay period. The power 
delay profile of Pt2 got smoother at higher frequencies due to a 
large number of scattering paths at higher frequencies. 

Indoor location Pt3 is located nearby the outdoor location Pt2. 
However, an indoor environment is a scattering rich environment 
and a larger number of scattering paths reach the receiver point 
with small delay. Therefore, the PDP of Pt3 is smoother compared 
with PDP of Pt2. It is interesting to find that the phenomenon of 
scattering becomes more prominent in higher frequencies, and the 
power of multipath components with short delay improves at 28 
GHz and 60 GHz. The mean delay spread in nanoseconds for 
static location points are given in Table III.  

Table III. Mean delay spread. 

Location 
Mean Delay Spread (ns) 

15 GHz 28 GHz 60 GHz 

Pt1 150 150 150 
Pt2 109 107 106 
Pt3 124 119 114 

 

4. Conclusion 

In this article, a multidimensional analysis of the multipath 
propagation in an outdoor and indoor microcellular environment 
has been carried out at higher frequencies i.e. 15 GHz, 28 GHz and 
60 GHz, by means of a sophisticated ray tracing tool. The 
simulations are performed using a simplified 3D map of a small 
area from the Yokusuka city of Japan. The considered outdoor 
simulation routes and outdoor static points represent an open 
environment scenario with valid LOS link between the transmitter 
and the receiver in a microcellular environment. Indoor simulation 
routes and an indoor static point were also considered for studying 
indoor propagation at higher frequencies. The simulation results 
presented for different simulation routes at 15 GHz are in a close 
relationship with a measurement results presented in [9]. Similarly 
at 15 GHz for the selected static points the power angular spectrum 
(PAS) at receiver end acquired through simulations are in a 
satisfactory agreement with the measured PAS given at [9]. The 
power angular spectrum (PAS) at receiver shows the direction of 
arrival of LOS, specular reflected, diffracted and diffused scattered 
paths. It was found that mean received signal strength in an outdoor 
environment for the selected simulation routes at 15 GHz is almost 
5.7 dB, and at 60 GHz the mean RX level is almost 13 dB inferior 
in comparison with the propagation at 15 GHz due to higher 
propagation loss at higher frequencies. The difference in a mean 
received signal in an indoor environment between 15 GHz and 28 
GHz is extended to nearly 10. 5 dB, and the difference between the 
mean received signal in an indoor environment between 15 GHz 
and 60 GHz is further stretched to 28.5 dB due to extra building 
penetration loss at higher frequencies. However, the higher path 
loss at 28 GHz and 60 GHz can be compensated by using an 

antenna with higher gain. The power delay profile acquired 
through simulations was found helpful in distinguishing the 
multipath richness of the environment. The indoor was found more 
scattering rich environment compared with outdoor environment.  
The absolute values of performance results presented in this article 
may vary depending upon the modeling impairment, antenna 
radiation pattern, simulation parameters and simulation 
environment. 
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1. Introduction  

This article is a continuation of the studies presented at the 
conference SIBCON-2017 [1]. 

Boolean algebra is known [2] as a leading mathematical tool 
for logic synthesis of two-valued digital structures. Almost all 
existing methods of logic synthesis are formed on its ground. The 
success of Boolean algebra is caused, among other things, by the 
fact that the Boolean representation of the realized logic function 
turned out to be rather technological: the circuit implementation of 
logic elements was relatively simple. TTL, C-MOS and ESL and 
other technologies occurred to be the most preferable for this 
purpose. 

Despite this, the history of the development of digital 
microelectronics knows the attempts to replace both the approach 
to logic synthesis (the use of spectral representations [3 - 6] using 
the arithmetic polynomials [7 - 9]) and technological realization 
(I2L, I3L, ...). 

The most significant contribution to the alternative theory of 
logic synthesis has been made by the threshold interpretation of 
Boolean algebra, called the threshold logic. 

Threshold logic related to one of the directions of synthesis of 
the digital structures [10], is constantly evolving. We know a 
significant number of publications devoted to this problem [11 – 
14]. For two-valued functions, the threshold synthesis problems 
have already been solved beginning from the well-known papers 
of М. Dertouzos [10]. One of the advanced approaches of synthesis 
for the k-valued threshold functions is considered in this article 
[11].  

The threshold logic was initially implemented in a two-valued 
version, but many publications on the multivalued threshold logic 
have recently appeared [14 - 17]. Why are they dedicated to the 
multivalued logic? The fact is that the multivalued logic is 
currently considered as a means of improving the quality 
characteristics of LSI (the ratio of “number of elements / number 
of links”, “total area / real-estate” of the crystal, etc.), which 
doesn’t require a drastic change in LSI technology. The authors of 
this article also follow this approach. 

To develop this ideology we proposed an alternative approach 
to the logic synthesis of digital devices - the replacement of the 
mathematical tool of Boolean algebra by another body of 
mathematics - linear algebra. Such a replacement entailed 
fundamental changes in various aspects of the implementation of 
digital structures: 
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- the potential realization of Boolean logic was replaced by the 
current linear implementation; 

 - the key operating mode of the elements was replaced by the 
linear one; 

- Boolean values of the variables took a quantitative form 
instead of the qualitative (logic) one; 

- the value of logic was determined not by the scheme, but by 
the significance of signals; 

- the output signal was presented by the difference of signals of 
two circuits operating in parallel, which improves the performance 
of digital structures. 

Thus, the use of linear algebra as a mathematical tool of the 
logic synthesis ensured the development of alternative methods for 
the logic synthesis of current digital circuits and their practical 
implementations. 

The authors published a number of papers [18-32] devoted to 
the synthesis of logic (nonthreshold) two-valued and multivalued 
digital structures. This paper considers the use of linear algebra as 
a mathematical tool for the logic synthesis of two-valued and 
multivalued, logic and threshold digital structures. 

The fuzzy concept of the “threshold synthesis” can be 
interpreted in two ways: 

- as a normal logic synthesis of digital structures with circuit 
implementation on threshold logic elements (any logic function 
can be implemented in this way); 

- as a logic synthesis of threshold logic functions (an arbitrary 
logic function can be implemented by a network of threshold logic 
elements). 

The purpose of this article is to propose logical and threshold 
current hardware components for constructing digital structures 
within the two specified areas. Within the framework of this goal, 
the authors’ solutions for the following tasks are given below: 

- since linear algebra is used as a mathematical tool for the logic 
synthesis of current logic structures, the article presents the main 
definitions and aspects of the practical use of linear algebra; 

- as there is a close relationship between the threshold and 
monotonic functions, the article gives a definition of the 
monotonic function and explains the ways of representing arbitrary 
functions by monotonic linear functions; 

- some versions of transformation of two-valued and 
multivalued monotonic functions into a threshold form in linear 
algebra are analyzed; 

- versions of circuit implementation of linear threshold logic 
elements are considered. 

2. Linear Algebra 
А. Definition of linear algebra. Let Р → 〈Р; +, ∙, 0.1〉 – field, 

〈А; +, ∙, θ〉 – algebra with two binary operations and one nullary 
operation. The system Λ → 〈А; +, ∙, θ, Р〉 is called linear algebra, 
if the following conditions are met: 

– the system Λ → 〈А; +, ∙, θ, Р〉 – linear (vector) space over the 
field Р; 

– distributivities of operations + and ∙ 

∀(a, b, c ∈ A) (a + b)c = ac + bc∧c(a + b) = ca +cb; 

– associativities of vector multiplication by elements of the 
field Р 

∀(a, b ∈ A)∧∀(k ∈ P) k(ab) = (ka)b = a(kb). 

В. Extension of linear algebra. 

Let А → 〈А; +, ∙, θ〉 – vector space of linear algebra Λ, Р → 〈Р; 
Ω = {ωk|k∈P}, 0.1〉 – field of linear algebra Λ, which contains the 
operations ωk, which in general case do not necessarily coincide 
with the operations of linear space А. Then the system Λ’ → 〈{А; 
+, ∙, θ}, {Р; Ω, 0, 1}〉 is called the extension of linear algebra Λ. 

When interpreting this algebraic system in a certain way, we 
can obtain algebras with different properties. For example, 
interpreting A as a set of terms of Boolean functions f(x1,…, xn), 
the operations “+” and “·” - as max(x1,…, xn), min(x1,…, xn), we 
obtain algebra А →〈А; max, min, θ; P〉. Similarly, leaving the 
semantics of operations in the original form (i.e., defining them as 
ordinary arithmetic operations), we can consider the reduced 
system as linear algebra on the set A of vectors in a linear space. 
The reduced algebraic system is considered below in this form. 

C. Creation of bases. To form the bases from logic variables, 
it is possible to construct different constructions of linearly 
independent vectors with given properties. The choice of 
operations for creation of the bases is made independently on the 
operations of linear space and can be determined by various 
(mathematical, circuit, technological and other) requirements. In 
the applied plan, this allows obtaining the ideologically unified 
(based on operations of linear space) circuit solutions of functional 
elements (from different implementations based on field 
operations). 

A basis is a system of m linearly independent vectors {F} = 
{ϕ0, ϕ1,..., ϕm-1}, which enables to describe any vector a ∈ A in the 
linear form 

𝑎𝑎 = ∑ 𝑎𝑎𝑖𝑖𝜑𝜑𝑖𝑖𝑚𝑚−1
𝑖𝑖=0  ,   (1)  

with respect to these vectors. 

Each vector of the basis {F} = {ϕ0, ϕ1,..., ϕm–1} is uniquely 
determined by the set of coordinates ϕi = {ϕi0 , ϕi1,..., ϕi,m–1}, with 
the help of which we can make a square matrix of order m: 

𝐹𝐹 = �

𝜑𝜑10         𝜑𝜑11
𝜑𝜑20        𝜑𝜑21

…        𝜑𝜑1,𝑚𝑚−1
…        𝜑𝜑2,𝑚𝑚−1…          …

𝜑𝜑𝑚𝑚−1,0 𝜑𝜑𝑚𝑚−1,1

…                …
    …      𝜑𝜑𝑚𝑚−1,𝑚𝑚−1

�, 

 

corresponding to the given basis {F}. 

Two bases {𝐹𝐹} = {𝜑𝜑1,𝜑𝜑2, … ,𝜑𝜑𝑚𝑚−1}  and {𝑌𝑌} =
{𝛾𝛾1, 𝛾𝛾2, … , 𝛾𝛾𝑚𝑚−1}, the matrices F and Y of which are inverse to each 
other, are reciprocal (dual). Besides, 

F ⋅ Y = E, 

where E − diagonal matrix of order m with εij = 1, when i = j and 
εij = 0, if i ≠ j, which is an orthonormal basis {E}.  
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Since the resolution of an arbitrary vector a over the basis  {F} 
has the form 

a = a0ϕ0 + a1 ϕ1 + ⋅⋅⋅ +am-1 ϕm-1, 

then, multiplying both parts of this resolution by γi, i = [0, m−1], 
we obtain: 

ai = a⋅γi = a⋅(Y⋅εi) = a⋅(F-1⋅εi). 

Then the procedure for representing (i.e. obtaining the values 
of the expansion coefficients) of the arbitrary vector a in the given 
basis {F} is reduced to performing the following operations: 

− construction of the basic matrix F; 

− construction of the inverse basic matrix F-1; 

− multiplication of the row-vector a by the column-vector of 
the matrix F-1 and computation of the expansion coefficients of the 
vector a over the basis {F}; 

− writing of the expression for the vector a in the linear form 
(1) with respect to the basis {F}. 

Example 1. Get a representation of the conjunction operation 
of two arguments 𝑥𝑥1&𝑥𝑥2 of the value 2 in the basis 

𝐹𝐹 = �
1
0

1
0

1
1

1
1

0
0

1
1

0
1

1
0

�,   (𝐹𝐹)−1 = 1
2
�
2
0

−1
   1

−1
−1

−1
   1

0
0

−1
   1

   1
   1

   1
−1

�.

  

So lu t ion.  

а) we represent the sequence of values of the two-valued logic 
function by the row-vector 

𝑥𝑥1&𝑥𝑥2 = [0, 0, 0, 1]; 

b) we multiply the resulting row-vector by the columns of the 
inverse basic matrix (𝐹𝐹)−1  and obtain the row-vectors of the 
expansion coefficients of the represented logic function with 
respect to the given basis and the expression of the conjunction 
operation   

𝑥𝑥1&𝑥𝑥2 = [0, 0, 0, 1] ∙
1
2
�
2
0

−1
   1

−1
−1

−1
   1

0
0

−1
   1

   1
   1

   1
−1

� = 

= [0, 0, 0, 1] ∙
1
2

[0, 1, 1,−1] =
𝑥𝑥1 + 𝑥𝑥2 − |𝑥𝑥1 − 𝑥𝑥2|

2
. 

It is noteworthy that the last expression has been known since 
1953 [3], but the author didn’t describe the method of its obtaining 
(more precisely, it was described later). 

The authors of this article propose three approaches to the 
creation of the basis vectors of linear bases, depending on the 
operations used for this purpose: 

- based on Boolean operations ∨ , &, ⊕, ∼, etc .; 

- based on the truncated difference operation ∸; 

- based on the comparison operation ≥. 

When using Boolean operations, the upper and lower “cuts” 
[14, 18] of variables of different orders are used as operands for 
creating basis vectors: 

– variables of the first order 𝑥𝑥(𝑖𝑖) = 𝑥𝑥&𝑖𝑖,  𝑥𝑥(𝑖𝑖) = 𝑥𝑥 ∨ 𝑖𝑖; 

– variables of the second order 

𝑥𝑥(𝑖𝑖𝑖𝑖) = 𝑥𝑥&𝑖𝑖 − 𝑥𝑥&𝑗𝑗, 𝑥𝑥(𝑖𝑖𝑖𝑖) = 𝑥𝑥 ∨ 𝑖𝑖 − 𝑥𝑥 ∨ 𝑗𝑗 

and so on. 

When using the truncated difference operation 

𝑥𝑥1 ∸ 𝑥𝑥2 = �𝑥𝑥1 − 𝑥𝑥2 when 𝑥𝑥1 ≥ 𝑥𝑥2;
     0        when 𝑥𝑥1 < 𝑥𝑥2, 

all logical operations are replaced by some combinations of this 
operation on variables involving operations of linear space. For 
example, the upper and lower “cuts” of the first and second orders 
are replaced by the expressions 

𝑥𝑥(𝑖𝑖) = 𝑖𝑖 ∸ (𝑖𝑖 ∸ 𝑥𝑥) = 𝑥𝑥 ∸ (𝑥𝑥 ∸ 𝑖𝑖); 

𝑥𝑥(𝑖𝑖) = 𝑖𝑖 + (𝑥𝑥 ∸ 𝑖𝑖) = 𝑥𝑥 + (𝑖𝑖 ∸ 𝑥𝑥); 

𝑥𝑥(𝑖𝑖𝑖𝑖) = (𝑥𝑥 ∸ 𝑗𝑗) ∸ (𝑥𝑥 ∸ 𝑖𝑖); 

𝑥𝑥(𝑖𝑖𝑖𝑖) = (𝑖𝑖 − 𝑗𝑗) ∸ (𝑥𝑥 − 𝑗𝑗). 

Similarly, Boolean operations on two variables are replaced by 
the following expressions: 

𝑥𝑥1&𝑥𝑥2 = 𝑥𝑥1
(𝑥𝑥2) = 𝑥𝑥2 ∸ (𝑥𝑥2 ∸ 𝑥𝑥1) = 𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2); 

𝑥𝑥1 ∨ 𝑥𝑥2 = 𝑥𝑥1(𝑥𝑥2) = 𝑥𝑥2 + (𝑥𝑥1 ∸ 𝑥𝑥2) = 𝑥𝑥1 + (𝑥𝑥2 ∸ 𝑥𝑥1); 

𝑥𝑥1⨁𝑥𝑥2 = 𝑥𝑥1 + 𝑥𝑥2 − 𝑘𝑘{1 ∸ [𝑘𝑘 ∸ (𝑥𝑥1 + 𝑥𝑥2)]}; 

𝑥𝑥1 ⊖ 𝑥𝑥2 = 𝑥𝑥1 − 𝑥𝑥2 + 𝑘𝑘{1 ∸ [1 ∸ (𝑥𝑥2 ∸ 𝑥𝑥1)]}; 

and others. 

When using the comparison operation, the above expressions 
are reduced to the following form 

𝑥𝑥(𝑖𝑖) = �(𝑥𝑥 > 𝑗𝑗);
𝑖𝑖−1

𝑖𝑖=0

 

𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖) = �(𝑥𝑥 > 𝑡𝑡);
𝑖𝑖−𝑖𝑖

𝑡𝑡=𝑖𝑖

 

𝑥𝑥(𝑖𝑖) = 𝑥𝑥 + �(𝑗𝑗 > 𝑥𝑥)
𝑖𝑖

𝑖𝑖=0

= 𝑖𝑖 + � (𝑥𝑥 > 𝑗𝑗);
𝑘𝑘−2

𝑖𝑖=𝑖𝑖+1
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𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖) = (𝑖𝑖 − 𝑗𝑗) − ∑ (𝑥𝑥 > 𝑡𝑡)𝑖𝑖−1
𝑡𝑡=𝑖𝑖 . 

 

It should be noted that the most interesting result of the studies 
is the fact of constructing logical structures based on truncated 
difference and comparison operations other than Boolean ones. 
Naturally, there are certain dependencies between the truncated 
difference and comparison operations, some of which are given 
below: 

-“truncated difference – comparison”: 

𝑥𝑥 ∸ 𝑖𝑖 = � (𝑥𝑥 > 𝑗𝑗);
𝑘𝑘−1

𝑖𝑖=𝑖𝑖+1

 

𝑖𝑖 ∸ 𝑥𝑥 = �(𝑗𝑗 > 𝑥𝑥);
𝑖𝑖

𝑖𝑖=1

 

𝑗𝑗 ∸ (𝑥𝑥 ∸ 𝑖𝑖) = �[(𝑖𝑖 + 𝑝𝑝) > 𝑥𝑥];
𝑖𝑖

𝑝𝑝=1

 

𝑗𝑗 ∸ (𝑖𝑖 ∸ 𝑥𝑥) = (𝑗𝑗 ∸ 𝑖𝑖) + � (𝑥𝑥 > 𝑝𝑝)
𝑖𝑖∸𝑖𝑖

𝑝𝑝=𝑖𝑖−1

; 

- “comparison - truncated difference”: 

𝑥𝑥 ≤ 𝑖𝑖 = 1 ∸ {1 ∸ [(𝑖𝑖 + 1) ∸ 𝑥𝑥]}; 

𝑥𝑥 < 𝑖𝑖 = 1 ∸ [1 ∸ (𝑖𝑖 ∸ 𝑥𝑥)]; 

𝑥𝑥 ≥ 𝑖𝑖 = 1 ∸ [1 ∸ (𝑥𝑥 ∸ 𝑖𝑖)]; 

𝑥𝑥 > 𝑖𝑖 = 1 ∸ [(𝑖𝑖 + 1) ∸ 𝑥𝑥]; 

𝑥𝑥1 > 𝑥𝑥2 = 1 ∸ [1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2)]; 

𝑥𝑥1 ≥ 𝑥𝑥2 = 1 ∸ {1 ∸ [(𝑥𝑥1 ∸ 𝑥𝑥2) + 1]}; 

𝑥𝑥1 < 𝑥𝑥2 = 1 ∸ {1 ∸ [(𝑥𝑥2 ∸ 𝑥𝑥1) + 1]}. 

3. Monotonic Logic Functions 
Regarding the close connection between threshold and 

monotonic functions, we present some known results obtained in 
linear algebra in a simpler and more obvious way. 

А. Construction of sequences of nondecreasing componentes. 
Suppose we have an arbitrary vector 𝑎𝑎 = (𝑎𝑎0, 𝑎𝑎1, , … , 𝑎𝑎𝑚𝑚−1) ∈
𝑍𝑍𝑚𝑚. We renumber the components of the vector with k-ary n-bit 
numbers. The vector a∈ Zm is called monotonically increasing 
(decreasing), if for a bitwise comparison of k-ary number codes of 
the components ai and aj we have:  

∀(𝑖𝑖, 𝑗𝑗 ∈ 𝑍𝑍𝑚𝑚)𝑖𝑖 ≥ 𝑗𝑗 ⇒ 𝑎𝑎𝑖𝑖 ≥ 𝑎𝑎𝑖𝑖 ∧ 𝑖𝑖 ≤ 𝑗𝑗 ⇒ 𝑎𝑎𝑖𝑖 ≤ 𝑎𝑎𝑖𝑖.      (2) 

The bitwise comparison of k-ary number codes of the 
components enables to single out the sequences of nondecreasing 
(nonincreasing) components. 

The necessity to create these sequences is that for the 
monotonicity of the vector, condition (2) must be met in each 
sequence. Hence follows the first factor of simplicity of the 
analysis results in linear algebra: to verify the vector by 
monotonicity it is sufficient to establish its monotonicity within 
each sequence. This reduces the amount of computation and the 
overall complexity of the verification process. 

The sequences of nondecreasing components are constructed 
as follows. The set G of components (constituents 1) of logic 
functions of the chosen number of n variables is divided into n 
groups 𝐺𝐺 = {𝑔𝑔0, … ,𝑔𝑔𝑛𝑛−1}. Each group 𝑔𝑔𝑖𝑖𝑡𝑡 includes the sequences 
of nondecreasing components with starting numbers t, 𝑖𝑖 ≤ 𝑡𝑡 ≤
𝑛𝑛 − 1, determined by the following  relation  

𝑘𝑘𝑖𝑖 − 𝑘𝑘𝑖𝑖−1 ≤ 𝑗𝑗 ≤ 𝑘𝑘𝑖𝑖+1 − 𝑘𝑘𝑖𝑖 − 1, 

in this case we take (𝑘𝑘𝑖𝑖 − 𝑘𝑘𝑖𝑖−1)�
𝑖𝑖=0

= 0. The starting numbers are 
component numbers that should be compared with the values of 
the other elements in the sequence. Each sequence contains 
components with numbers the decimal equivalents of which are 
determined as 𝑡𝑡 + 𝑘𝑘𝑡𝑡, 𝑡𝑡 + 𝑘𝑘𝑡𝑡+1, … , 𝑡𝑡 + 𝑘𝑘𝑛𝑛−1. As a result, the entire 
sequence generally takes on the form 

𝑔𝑔𝑖𝑖𝑡𝑡 = {𝑔𝑔𝑡𝑡 ,𝑔𝑔𝑡𝑡 + 𝑘𝑘𝑡𝑡,𝑔𝑔𝑡𝑡 + 𝑘𝑘𝑡𝑡+1, … ,𝑔𝑔𝑡𝑡 + 𝑘𝑘𝑛𝑛−1}. 

Thus, it is possible to construct the sequences of nondecreasing 
components for the given values of k and n. The sequence graphs 
of nondecreasing components for k = 2, k = 3 and n = 3 are shown 
in Figure 1. The digits in the circles denote the decimal numbers 
of the vector components, and the sequence itself includes a certain 
vertex and the nearest right vertexes connected with it by the lines. 

0 4
2
1

6
5
3 7

 
a 

0 9
3
1

18
12
6

10
4

2

21
15
19
13
7

11
5

24

22
16
20
14
8

25

23
17 26  

b 
Figure 1:  Sequence graphs of the nondecreasing components 

for k = 2, k = 3 and n = 3. 

Example 2. Construct sequences of nondecreasing components 
for k = n = 3. Since n = 3, there are 3 groups of sequences with 
starting numbers 0, 1 and 2 for the initial data under consideration. 

For group “0”, the value of t0 varies in the range 

30 − 3−1 ≤ 𝑡𝑡0 ≤ 31 − 30 − 1, 

or        0 ≤ 𝑡𝑡0 ≤ 1. 
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Therefore, this group includes two sequences with the initial 
elements t00 = 0 and t01 = 1. The first sequence g00 of the group “0” 
contains the elements with numbers t00,  t00 + 30 ,  t00 + 31,  t00 + 32 

, i.e. 0, 1, 3, 9. The second sequence g01 of the group “0” comprises 
the elements with numbers t01 , t01 + 30 ,  t01 + 31,  t01 + 32 ,  i.e. the 
elements with numbers 1, 2, 4, 10. 

Similarly, for group 1, the value of t1 is 

31 − 30 ≤ 𝑡𝑡1 ≤ 32 − 31 − 1, 

or  

2 ≤ 𝑡𝑡1 ≤ 5. 

Consequently, this group includes sequences with the initial 
elements g1t = 2... 5, and each sequence of the group comprises the 
elements with numbers t1j, t1j + 31, t1j + 32.  

Finally, for group 2, the value of t2 is 

32 − 31 ≤ 𝑡𝑡2 ≤ 33 − 32 − 1, 

or  

6 ≤ 𝑡𝑡2 ≤ 17, 

i.e. this group contains sequences with the initial elements g2t = 6 
... 17,  and each sequence includes the elements with numbers t2j, 
t2j + 32. Thus, we obtain the sequence structure of nondecreasing 
components in the form shown in Figure. 1b. 

The monotonicity property of vectors from Zm enables to obtain 
various representations of an arbitrary vector by means of 
monotonic vectors. Let’s consider such representations in the 
following three variants: 

− the difference of two monotonic vectors that have a value 
greater than the significance of the represented vector; 

− the algebraic sum of monotonic vectors of the same value as 
the original vector; 

− the algebraic sum of monotonic vectors of the value, the 
smaller value of the represented vector.  

В. The problem of representing the logic function by the 
difference of two monotonic vectors of greater significance is 
solved by the following algorithm [18]: 

Algorithm 1. 

1. i=0.         b0 = a0,                c0 = b0 − a0; 

2.      1≤ i ≤ m – 1. 

   𝑏𝑏𝑖𝑖 = � 𝑏𝑏𝑖𝑖−1 𝑤𝑤ℎ𝑒𝑒𝑛𝑛  𝑎𝑎𝑖𝑖 < 𝑎𝑎𝑖𝑖−1
𝑏𝑏𝑖𝑖−1 + 𝑎𝑎𝑖𝑖 − 𝑎𝑎𝑖𝑖−1 𝑤𝑤ℎ𝑒𝑒𝑛𝑛 𝑎𝑎𝑖𝑖 ≥ 𝑎𝑎𝑖𝑖−1

,  𝑐𝑐𝑖𝑖 = 𝑏𝑏𝑖𝑖 − 𝑎𝑎𝑖𝑖; 

3.       i = m,  the end. 

Here i and i−1 are neighboring indices of the elements in the 
sequence of nondecreasing components, 𝑚𝑚 = 𝑘𝑘𝑛𝑛. The validity of 
the algorithm results from the following elementary arguments. 

1. Let b0 = a0 , then c0 = b0 − a0 = 0.  

2. Let the pair of components aδδ and aγγ satisfies the condition 
of monotonicity, i.e. 𝑎𝑎𝛿𝛿 ≤ 𝑎𝑎𝛾𝛾 . In this case 

𝑎𝑎𝛿𝛿 − 𝑎𝑎𝛾𝛾 ≥ 0, 

and, consequently, from the identity 

𝑏𝑏𝛾𝛾 = 𝑏𝑏𝛿𝛿 + 𝑎𝑎𝛾𝛾−𝑎𝑎𝛿𝛿 , 

it follows that 

𝑏𝑏𝛾𝛾 ≥ 𝑏𝑏𝛿𝛿, 

i.e. 𝑏𝑏𝛾𝛾 also meets the monotonicity condition. 

3. If the pair of components a γ  and a δ  doesn’t fulfill the 
condition of monotonicity, i.e. 𝑎𝑎𝛿𝛿 ≥ 𝑎𝑎𝛾𝛾γ , then, taking 𝑏𝑏𝛾𝛾 = 𝑏𝑏𝛿𝛿  we 
remain the monotonicity condition for the components of the 
vector b again. 

Example 3. Construct a representation of the vector a = {0, 1, 
1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0} as a difference of two monotonic 
vectors for k = 2, n = 4, m = kn = 16. 

The sequence of nondecreasing components for this case has 
the following form: 

Table 1 

g Sequences Values of 
components 

0 0, 1, 2, 4, 8 0, 1, 1, 1, 1 

1 1, 3, 5, 9, 1, 0, 0, 0 

2 2, 6, 10 1, 0, 1 

 3, 7, 11 0, 1, 1 

3 4, 12 1, 1 

 5, 13 0, 1 

 6, 14 0, 1 

 7, 15 1, 0 

 

We construct the components of the vectors b and c: 

𝑏𝑏0 = 0 𝑐𝑐0 = 0 

𝑏𝑏1 = 𝑏𝑏1 + 𝑎𝑎1 − 𝑎𝑎0 = 1 𝑐𝑐1 = 0 

𝑏𝑏2 = 𝑏𝑏1 + 𝑎𝑎2 − 𝑎𝑎1 = 1 𝑐𝑐2 = 0 

𝑏𝑏3 = 𝑏𝑏1 = 1 𝑐𝑐3 = 1 

𝑏𝑏4 = 𝑏𝑏2 + 𝑎𝑎4 − 𝑎𝑎2 = 1 𝑐𝑐4 = 0 

𝑏𝑏5 = 𝑏𝑏1 = 1 𝑐𝑐5 = 0 

𝑏𝑏6 = 𝑏𝑏2 = 1 𝑐𝑐6 = 1 

𝑏𝑏7 = 𝑏𝑏3 + 𝑎𝑎7 − 𝑎𝑎3 = 2 𝑐𝑐7 = 1 

𝑏𝑏8 = 𝑏𝑏4 + 𝑎𝑎8 − 𝑎𝑎4 = 1 𝑐𝑐8 = 0 

𝑏𝑏9 = 𝑏𝑏5 + 𝑎𝑎9 − 𝑎𝑎5 = 1 𝑐𝑐9 = 1 
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𝑏𝑏10 = 𝑏𝑏6 + 𝑎𝑎10 − 𝑎𝑎6 = 2 𝑐𝑐10 = 1 

𝑏𝑏11 = 𝑏𝑏7 + 𝑎𝑎11 − 𝑎𝑎7 = 2 𝑐𝑐11 = 1 

𝑏𝑏12 = 𝑏𝑏8 + 𝑎𝑎12 − 𝑎𝑎8 = 1 𝑐𝑐12 = 0 

𝑏𝑏13 = 𝑏𝑏9 + 𝑎𝑎13 − 𝑎𝑎9 = 2 𝑐𝑐13 = 1 

𝑏𝑏14 = 𝑏𝑏6 + 𝑎𝑎14 − 𝑎𝑎6 = 1 𝑐𝑐14 = 1 

𝑏𝑏15 = 𝑏𝑏7 = 2 𝑐𝑐15 = 2 

The described algorithm demonstrates one more fact, which 
confirms the simplicity of analysis in linear algebra. 

As it can be seen from the example, when using the described 
algorithm in the general case, the value of the original vector does 
not coincide with the significance of the resolution vectors. 

C. The expansion of the arbitrary logic function of n arguments 
into the algebraic sum of monotonic logic functions of the same 
value of the following form 

𝑓𝑓�𝑥𝑥�(𝑛𝑛)� = (−1)𝑖𝑖 ∑ 𝜑𝜑𝑖𝑖�𝑥𝑥�(𝑛𝑛)�𝑝𝑝
𝑖𝑖=0 , 

where p ≤ kn, 𝜑𝜑𝑖𝑖�𝑥𝑥�(𝑛𝑛)� − monotonic expansion functions with the 
property ϕ1 ⊃ ϕ2  ⊃…, are made in accordance with the following 
algorithm [18]. 

Algorithm 2. 

1. We choose a minimal summation of the positive summands 
of the arithmetic-logical representation of the logic function 
𝑓𝑓�𝑥𝑥�(𝑛𝑛)�  covering (in the logical sense) all other positive 
summands, and combine it by the operation ∨. Thus, we form the 
first expansion function 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)� . To remain the equality, all 
possible logical products of summands from 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)�  with the 
signs defined as (–1)j, where  1 < j < s, s is a number of summands 
in 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)� , are added to 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)� .  Then we reduce similar 
terms and represent the initial logic function 𝑓𝑓�𝑥𝑥�(𝑛𝑛)�  in the 
following form 𝑓𝑓�𝑥𝑥�(𝑛𝑛)� = 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)� − 𝑓𝑓1�𝑥𝑥�(𝑛𝑛)�, where 𝑓𝑓1�𝑥𝑥�(𝑛𝑛)� 
is a remainder of the initial function after reduction of similar 
terms. 

2. We repeat clause 1 for 𝑓𝑓1�𝑥𝑥�(𝑛𝑛)�. As a result, the initial logic 
function is represented in the following form 

𝑓𝑓�𝑥𝑥�(𝑛𝑛)� = 𝜑𝜑1�𝑥𝑥�(𝑛𝑛)� − 𝜑𝜑2�𝑥𝑥�(𝑛𝑛)� + 𝑓𝑓2�𝑥𝑥�(𝑛𝑛)�. 

3. We repeat clause 2 until the remainder of the initial logic 
function becomes zero. 

Since the number of arguments of the logic function is n, and 
the violation of monotonicity is possible in each of the k values of 
each argument, then, the maximum number of the expansion 
functions doesn’t exceed 2n(k–1). 

The process convergence follows from the fact that each 
successive resolution vector eliminates some violation of 
monotonicity in the original vector and doesn’t introduce new 
monotonicity violations, since it is monotonic itself.  

The problem of representing the arbitrary logic function by the 
algebraic sum of monotonic functions of the same value can be 

solved analytically. As is known [13], the minimal disjunctive 
normal form (DNF) of the monotonic logic function doesn’t 
contain inversions over variables. Consequently, the given logic 
function must be reduced to the representation in the form of the 
algebraic sum of such functions. To do this, we must perform the 
following actions: 

− conversion of the Boolean expression of the logic function 
into the linear one using the following identities 

𝑥𝑥1 ∨ 𝑥𝑥2 = 𝑥𝑥1 + 𝑥𝑥2 − 𝑥𝑥1𝑥𝑥2; 

�̅�𝑥 = 1 − 𝑥𝑥; 

– inverse transformation to the given (that doesn’t contain 
inversions over variables) form. 

Example 4. Obtain the two-valued logic function mapping of 
three arguments 

𝑓𝑓�𝑥𝑥�(3)� = (0,1,1,0,1,0,0,1), 

into the algebraic sum of monotonic logic functions. 

Solution. The logic function is represented by a vector of 
values. Its linear representation has the following form 

𝑓𝑓�𝑥𝑥�(3)� = 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 − 2𝑥𝑥1𝑥𝑥2 − 2𝑥𝑥1𝑥𝑥3 − 2𝑥𝑥2𝑥𝑥3 +
4𝑥𝑥1𝑥𝑥2𝑥𝑥3. 

Now we obtain the mapping of this function into the algebraic 
sum of monotonic functions. The first expansion function is 
formed from the first three summands, covering in aggregate all 
the remaining positive terms of sum: 

𝑓𝑓�𝑥𝑥�(3)� = (𝑥𝑥1 ∨ 𝑥𝑥2 ∨ 𝑥𝑥3 + 𝑥𝑥1𝑥𝑥2 + 𝑥𝑥1𝑥𝑥3 + 𝑥𝑥2𝑥𝑥3 − 𝑥𝑥1𝑥𝑥2𝑥𝑥3) − 

−2𝑥𝑥1𝑥𝑥2 − 2𝑥𝑥1𝑥𝑥3 − 2𝑥𝑥2𝑥𝑥3 − 4𝑥𝑥1𝑥𝑥2𝑥𝑥3 = 

= 𝜑𝜑1(𝑥𝑥�3) − 𝑥𝑥1𝑥𝑥2 − 𝑥𝑥1𝑥𝑥3 − 𝑥𝑥2𝑥𝑥3 + 3𝑥𝑥1𝑥𝑥2𝑥𝑥3. 

The subsequent expansion functions are obtained in the same 
way: 

𝑓𝑓�𝑥𝑥�(3)� = 𝜑𝜑1�𝑥𝑥�(3)� − (𝑥𝑥1𝑥𝑥2 ∨ 𝑥𝑥1𝑥𝑥3 ∨ 𝑥𝑥2𝑥𝑥3 + 𝑥𝑥1𝑥𝑥2𝑥𝑥3 +

+𝑥𝑥1𝑥𝑥2𝑥𝑥3 + 𝑥𝑥1𝑥𝑥2𝑥𝑥3 + 𝑥𝑥1𝑥𝑥2𝑥𝑥3 − 𝑥𝑥1𝑥𝑥2𝑥𝑥3) + 3𝑥𝑥1𝑥𝑥2𝑥𝑥3 =

= 𝜑𝜑1�𝑥𝑥�(3)� − 𝜑𝜑2�𝑥𝑥�(3)� + 𝜑𝜑3�𝑥𝑥�(3)�. 

To obtain the threshold representation of the initial function, it 
suffices to transform the monotonic functions of the resulting 
expansion into the threshold form and to perform their algebraic 
addition. 

Each conjunctive term of any logical expansion function is 
transformed into the threshold form in accordance with the 
following identical equation 

𝑥𝑥𝑖𝑖𝑥𝑥𝑖𝑖 … 𝑥𝑥𝑠𝑠 = 𝑃𝑃��𝑥𝑥𝑖𝑖+𝑥𝑥𝑖𝑖 + ⋯+𝑥𝑥𝑠𝑠� > 𝑡𝑡 − 1�, 

where t - a number of arguments in the term, P - the predicate 
symbol. Then all the terms are reduced to the common value of the 
right-hand side with the introduction of the corresponding 
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coefficients for the variables, then they are added together and the 
threshold value of the received sum is determined. 

Let’s explain the transformation of the monotonic logic 
function into the threshold form with the function from the 
previous example. 

With the transformation of 𝜑𝜑1�𝑥𝑥�(3)� everything is simple: 

𝜑𝜑1�𝑥𝑥�(3)� = 𝑥𝑥1 ∨ 𝑥𝑥2 ∨ 𝑥𝑥3 = 𝑃𝑃1[(𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3) > 0]; 

The transformation of 𝜑𝜑2�𝑥𝑥�(3)�  looks somewhat more 
complicated: 

𝜑𝜑2�𝑥𝑥�(3)� = 𝑥𝑥1𝑥𝑥2 ∨ 𝑥𝑥1𝑥𝑥3 ∨ 𝑥𝑥2𝑥𝑥3 = 

= 𝑃𝑃2[(𝑥𝑥1 + 𝑥𝑥2) > 1 + (𝑥𝑥1 + 𝑥𝑥3) > 1 + (𝑥𝑥2 + 𝑥𝑥3) > 1] = 

𝑃𝑃2[(2𝑥𝑥1 + 2𝑥𝑥2 + 2𝑥𝑥3) > 2] = 𝑃𝑃2[(𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3) > 1]; 

The transformation of 𝜑𝜑3�𝑥𝑥�(3)� is produced just as easily as 
𝜑𝜑1�𝑥𝑥�(3)�: 

𝜑𝜑3�𝑥𝑥�(3)� = 𝑥𝑥1𝑥𝑥2𝑥𝑥3 = 𝑃𝑃3[(𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3) > 2]. 

Thus, to realize the considered logic function, three threshold 
logic elements are required. The simplicity of the transformations 
in linear algebra becomes obvious. 

D. Representation of the arbitrary vector by the vectors of 
lower significance. This problem has many solutions. The variant 
considered below assumes the solution of this problem in two 
stages: 

- obtaining a representation of the arbitrary vector from Zm by 
the vectors of lower significance; 

- transformation of the obtained representation into the 
representation by means of monotonic vectors. 

Let us first consider the solution of the first stage of the 
problem. The representation of the arbitrary vector by the lower-
valued vectors can be obtained by weighting (each resolution 
vector is included into the final representation with some weight 
coefficient) or unitary (each resolution vector is included into the 
final representation with a unitary weight coefficient) coding. 

1. It is known from the theory of numbers [33] that any number 
a can be uniquely represented in the following form: 

∑ 𝑎𝑎𝑠𝑠−𝑖𝑖𝑘𝑘𝑠𝑠−𝑖𝑖𝑠𝑠
1 ,            (3)   

where s = [logk a] − the closest integer to logk a, as-i − the values of 
the expansion coefficients of the number a in the k-valued number 
system. Due to the uniqueness, this relation determines the 
isomorphism between any number a and the described 
representation of this number. 

The quantity аs–i can be determined from the following 
relation: 

𝑎𝑎𝑠𝑠−𝑖𝑖 = 𝑎𝑎 �𝑚𝑚𝑚𝑚𝑚𝑚 𝑘𝑘𝑠𝑠−𝑖𝑖+1�−𝑎𝑎 �𝑚𝑚𝑚𝑚𝑚𝑚 𝑘𝑘𝑠𝑠−𝑖𝑖�
𝑘𝑘𝑠𝑠−𝑖𝑖

. 

This operation is linear 

𝑎𝑎 + 𝑏𝑏 = �𝑎𝑎𝑠𝑠−𝑖𝑖

𝑠𝑠

𝑖𝑖=1

𝑘𝑘𝑠𝑠−𝑖𝑖 + �𝑏𝑏𝑠𝑠−𝑖𝑖

𝑠𝑠

𝑖𝑖=1

𝑘𝑘𝑠𝑠−𝑖𝑖 = 

= ∑ (𝑎𝑎𝑠𝑠−𝑖𝑖 + 𝑏𝑏𝑠𝑠−𝑖𝑖)𝑠𝑠
𝑖𝑖=1 𝑘𝑘𝑠𝑠−𝑖𝑖; 

 

𝜆𝜆𝑎𝑎 = ∑ 𝜆𝜆𝑎𝑎𝑠𝑠−𝑖𝑖𝑠𝑠
𝑖𝑖=1 𝑘𝑘𝑠𝑠−𝑖𝑖 = 𝜆𝜆∑ 𝑎𝑎𝑠𝑠−𝑖𝑖𝑠𝑠

𝑖𝑖=1 𝑘𝑘𝑠𝑠−𝑖𝑖, 

thus, it is applicable to the vectors of the linear space. If now we 
associate the vector a to the number a in the linear space Zm, and 
the weighted sums of the vectors as−i of the spaces 𝐾𝐾1𝑚𝑚 and 𝐾𝐾2𝑚𝑚 to 
the weighted sums ∑ 𝑎𝑎𝑠𝑠1−𝑖𝑖

𝑠𝑠1
𝑖𝑖=1 𝑘𝑘𝑠𝑠1−𝑖𝑖   and ∑ 𝑎𝑎𝑠𝑠2−𝑖𝑖

𝑠𝑠2
𝑖𝑖=1 𝑘𝑘𝑠𝑠2−𝑖𝑖  

correspondingly, then the expression (3) is equivalent to the 
representation of the vector а ∈ Zm by the weighted sum of the 
vectors from 𝐾𝐾1𝑚𝑚   or 𝐾𝐾2𝑚𝑚  respectively. Since in both spaces the 
vector a is uniquely represented, both representations are 
isomorphic. Let’s call such a representation by coding, and the 
corresponding linear operator - by the encoding operator. 

Let the vector а ∈ Zm in the canonical basis be represented as 

𝑎𝑎 = 𝑎𝑎1𝑒𝑒1 + 𝑎𝑎2𝑒𝑒2 + ⋯+ 𝑎𝑎𝑚𝑚𝑒𝑒𝑚𝑚. 

Using expression (3), we expand each coordinate of the vector 
a with respect to the bases k1 and k2. As a result, we obtain its 
representation in the following form 

𝑎𝑎𝑖𝑖 = �𝑎𝑎𝑖𝑖,𝑠𝑠1−𝑖𝑖

𝑠𝑠1

𝑖𝑖=1

𝑘𝑘1
𝑠𝑠1−𝑖𝑖 , 

or 

𝑎𝑎𝑖𝑖 = �𝑎𝑎𝑖𝑖,𝑠𝑠2−𝑖𝑖

𝑠𝑠2

𝑖𝑖=1

𝑘𝑘2
𝑠𝑠2−𝑖𝑖, 

 

where ai,s-i − the expansion components of the number ai (i − е 
vector components ai of the vector representation a). 

Then the vector representation a in each of the spaces can be 
described in the following form 

𝑎𝑎 = �𝑎𝑎1,𝑠𝑠−1𝑘𝑘𝑠𝑠−1 + 𝑎𝑎1,𝑠𝑠1−2𝑘𝑘
𝑠𝑠−2 + ⋯+ 𝑎𝑎1,0𝑘𝑘0� + 

+�𝑎𝑎2,𝑠𝑠−1𝑘𝑘𝑠𝑠−1 + 𝑎𝑎2,𝑠𝑠1−2𝑘𝑘
𝑠𝑠−2 + ⋯+ 𝑎𝑎2,0𝑘𝑘0� + ⋯

+ �𝑎𝑎𝑚𝑚,𝑠𝑠−1𝑘𝑘𝑠𝑠−1 + 𝑎𝑎𝑚𝑚,𝑠𝑠1−2𝑘𝑘
𝑠𝑠−2 + +𝑎𝑎𝑚𝑚,0𝑘𝑘0�, 

or 

𝑎𝑎 = �𝑎𝑎1,𝑠𝑠−1 + 𝑎𝑎2,𝑠𝑠−1 + ⋯+ 𝑎𝑎𝑚𝑚,𝑠𝑠−1�𝑘𝑘𝑠𝑠−1 + 

+�𝑎𝑎1,𝑠𝑠−2 + 𝑎𝑎2,𝑠𝑠−2 + ⋯+ 𝑎𝑎𝑚𝑚,𝑠𝑠−2�𝑘𝑘𝑠𝑠−2 + ⋯ 

+�𝑎𝑎1,0 + 𝑎𝑎2,0 + ⋯+ 𝑎𝑎𝑚𝑚,0�𝑘𝑘0. 

Thus, the arbitrary vector a can be written in the following form 

𝑎𝑎 = ���𝑎𝑎𝑖𝑖,𝑠𝑠−𝑖𝑖

𝑚𝑚

𝑖𝑖=1

� 𝑘𝑘𝑠𝑠−𝑖𝑖
𝑠𝑠

𝑖𝑖=1

, 
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i.e.  а is represented by the weighted sum s of the vectors from 𝐾𝐾1𝑚𝑚 
or 𝐾𝐾2𝑚𝑚 

Example 5. Let k1 = 10, n = 1.  The problem is to represent the 
vector a = {0, 1, 3, 9, 7, 6, 9, 4, 3, 8} by its k2-weighted and k2-
unitary sums of the vectors when k2 = 3.  

Solution. Since �𝑙𝑙𝑙𝑙𝑔𝑔𝑘𝑘2𝑘𝑘1� = ⌈𝑙𝑙𝑙𝑙𝑔𝑔310⌉ = 2, then the vector a 
can be represented by the weighted sum of three vectors а2, а1 and 
а0. The coordinates of the highest weight vector а2 are determined 
as 

𝑎𝑎2 =
𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚33 − 𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚32 

32
= 

=
(0139769348) − (0130760438)

9
= (0001001000).

 
The components of the subsequent vectors а1 and а0 are 

determined similarly: 

𝑎𝑎1 =
𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚32 − 𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚31 

31
= 

=
(0130760348) − (0100100102)

3
= (0010220112); 

𝑎𝑎0 =
𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚31 − 𝑎𝑎 𝑚𝑚𝑙𝑙𝑚𝑚30 

30
= 

=
(0100100102) − (0000000000)

1
= (0100100102).

 
Thus, 

𝑎𝑎 = ∑ 𝑎𝑎𝑖𝑖3𝑖𝑖3
0 = (0001001000)32 + (0010220112)31 +

(0100100102)30.
 2. We now represent the arbitrary number a as follows: 

𝑎𝑎 = ∑ (𝑎𝑎 − ∑ 𝑎𝑎𝑖𝑖𝑠𝑠−1
𝑖𝑖=0 )𝑠𝑠−1

𝑖𝑖=0 &(𝑘𝑘2 − 1),   (4)           

where s - the nearest larger integer 

𝑠𝑠 = �𝑘𝑘1−1
𝑘𝑘2−1

�. 

 
For the reasons stated above, this representation is also an 
isomorphism. 

If we associate each coordinate of the vector a with its 
representation in form (4), we obtain: 

𝑎𝑎 = �𝑎𝑎1&(𝑘𝑘2 − 1) + �𝑎𝑎1 − 𝑎𝑎11&(𝑘𝑘2 − 1)� +⋯+ 𝑎𝑎1 −�𝑎𝑎1𝑖𝑖

𝑠𝑠−1

𝑖𝑖+1

�&(𝑘𝑘2 − 1) + 

+ �𝑎𝑎2&(𝑘𝑘2 − 1) + �𝑎𝑎2 − 𝑎𝑎21&(𝑘𝑘2 − 1)�+ ⋯+ 𝑎𝑎2 −�𝑎𝑎2𝑖𝑖

𝑠𝑠−1

𝑖𝑖+1

�&(𝑘𝑘2 − 1) + ⋯ 

+ �𝑎𝑎𝑚𝑚&(𝑘𝑘2 − 1) + �𝑎𝑎𝑚𝑚 − 𝑎𝑎𝑚𝑚1&(𝑘𝑘2 − 1)�+ ⋯+ 𝑎𝑎𝑚𝑚 −�𝑎𝑎𝑚𝑚𝑖𝑖

𝑠𝑠−1

𝑖𝑖+1

�&(𝑘𝑘2 − 1). 

 

Thus, 

𝑎𝑎 = �𝑎𝑎𝑖𝑖 ,
𝑠𝑠−1

0

 

where 𝑎𝑎𝑖𝑖 = (𝑎𝑎 − ∑ 𝑎𝑎𝑖𝑖𝑠𝑠−1
𝑖𝑖+1 )&(𝑘𝑘2 − 1), i.e. the arbitrary vector а ∈ 

Zm is represented by the k2-unitary sum of vectors from Zm. 

Example 6. Present the original vector from the previous 
example using unitary coding. 

Solution. Since under the same initial conditions 𝑠𝑠 = �10−1
3−1

� =
4, the vector a can be represented by the unitary sum of five vectors 
а4, а3, а2, а1 and а0, where 

𝑎𝑎4 = 𝑎𝑎&(3 − 1) = (0139769438)&(3 − 1) =
(0122222222); 

𝑎𝑎3 = (𝑎𝑎 − 𝑎𝑎4)&(3 − 1) = (0012222212); 

𝑎𝑎2 = (𝑎𝑎 − 𝑎𝑎4 − 𝑎𝑎3)&(3 − 1) = (0002222002); 

𝑎𝑎1 = (𝑎𝑎 − 𝑎𝑎4 − 𝑎𝑎3 − 𝑎𝑎2)&(3 − 1) = [0002102002]; 

𝑎𝑎0 = (𝑎𝑎 − 𝑎𝑎4 − 𝑎𝑎3 − 𝑎𝑎2 − 𝑎𝑎1)&(3 − 1) = 

= [0001001000]. 

Thus, 

𝑎𝑎 = �𝑎𝑎𝑖𝑖

3

0

= (0122222222) + (0012222212) + 

+(0002222002) + (0002102002) + 

+0001001000. 

The solution of the second stage of the problem, i.e. the 
transformation of the obtained representation into the 
representation by means of monotonic lower-valued vectors, can 
be obtained on the base of algorithm 2. 

Thus, the body of the linear space theory determines easy-to-
use means of representing arbitrary vectors of any given value by 
monotonic vectors of greater, similar or lesser significance, and 
also converting monotonic functions to the threshold form. 

4. Synthesis of Logic and Threshold Elements 
In linear algebra, the logic function is represented by a 

weighted algebraic sum of terms. As a whole the variables, terms 
and function take values from the set of numbers 0, 1, ..., k - 1. The 
algebraic sum is realized by operations of the linear space, and 
individual terms - depending on the choice made - by other 
operations chosen for technical, technological or operational 
reasons. In this article, “Truncated Difference” and 
“Comparison” are used as such operations. In the future, the 
developers of linear LSIs can be motivated to choose other 
operations. Thus, the process and the possibilities of logic 
synthesis will be further demonstrated on the bases based on the 
truncated difference and comparison operations. 

To solve the problems of logic synthesis in linear algebra, first, 
it is necessary to solve the problem of the formation of bases. 

In Boolean algebra, 17 previously defined functionally 
complete systems of logic functions of two arguments are known 
[34]. Selecting any of them, you can get its linear analog and 
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perform a logic synthesis of the circuit that implements the given 
logic function according to the established algorithm. Therefore, it 
is possible to construct bases as a mapping of Boolean functionally 
complete systems to a linear space. For truncated difference and 
comparison operations, the bases can be formed directly. 

To form the bases, we need: 

- a set of operations; 

- a set of generating functions. 

The following operation are considered as the basic ones: 

- logical operations in their traditional understanding; 

- operation “truncated difference”; 

- operation “comparison”. 

Constants 1, logical variables 1x , 2x , …, nx  and their totals 
subjected to the effect of basic operations are used as generators 
for the formation of bases. 

The following methods of logic synthesis of digital structures 
are considered: 

- direct synthesis in a given basis (logic synthesis in the linear 
space); 

- synthesis with preliminary transformation of the value of the 
given function (for example, a multivalued two-digit 
implementation); 

- synthesis with preliminary expansion of the given function 
into the algebraic sum of monotonic functions (threshold 
synthesis). 

The first method is the most obvious and consists in the 
representation of the realized logic function in the chosen basis. 

The second method presupposes a preliminary representation 
of the realized function in the form of an algebraic sum of logic 
functions larger, smaller or equal to the original value. The 
methods of this transformation have been described in the previous 
section. 

Finally, the third method consists of the preliminary 
representation of the realized function by the algebraic sum of 
monotonic logic functions. In this case, each monotonic function 
is realized by a single threshold element. 

Note that the synthesis of digital structures with increasing of 
their complexity, as usual, requires the involvement of methods of 
system engineering. 

A. Basic operations of logic synthesis. The set of operations 
most often used to represent logic functions will be considered as 
basic operations of logic synthesis. In Boolean algebra, such 
operations can be considered as operations of the basic functional 
system AND (&), OR (˅), (  ̅), and also the operations “modulo 2 
sum” (⊕), “logic equivalence” (~) “dual stroke” (↓), “Sheffer 
stroke” (|), “prohibition with respect to х1 (х2)” (𝑥𝑥1�̅�𝑥2) , 
“implication from х1 to х2)” (𝑥𝑥1 ∨ �̅�𝑥2 ), majority operation 𝑥𝑥1 ⋕
𝑥𝑥2 ⋕ 𝑥𝑥3. 

By basic operations of linear algebra we mean arithmetic 
operations (operations of the linear space), as well as operations 
used to form bases. We classify the current realizations of logical 
operations: the difference module, the truncated difference, the 

arithmetic sum and the difference, the multiplication by a constant 
coefficient, the operations of changing the sign to them. Perhaps 
there are other arithmetic operations suitable for the use in linear 
logic synthesis, but they are not considered in this article. 

Since our task is logic synthesis in linear algebra, we start with 
the logic synthesis of basic operations of linear algebra. 

Algebraic sum. The operation is realized by the assembly 
connection of conductors, over which the currents flow. The 
conditional graphic representation of the operation of the algebraic 
sum is shown in Figure 2. 

   

 I0

I1

I0-I1

I0 > I1

 I0

I1

I1-I0

I0 < I1

 
Figure 2: Conditional graphical representation of the algebraic addition of 

currents. 

The arithmetic sum differs from the algebraic one in that in the 
latter case the signals of only one sign (i.e. only inflowing or only 
flowing out) are fed to the input of the element. From the output, 
the sum of the signals is removed. The positive direction of the 
input currents is the current direction to the connection point Σ1, 
i.e. the positive current flowing into the connection point. The 
negative direction of the input currents is the direction of the 
current from the connection point of the conductors Σ1, i.e. 
negative - the current flowing from the connection point. For the 
output (resulting) current, the positive direction is the direction 
from the connection point Σ1, and the negative direction - to the 
connection point Σ1, 

The number of positive and negative inputs is determined by 
the function being implemented. Since the logical variables take 
values from the positive semi-axis of the numerical axis, when 
subtracting, it is necessary to meet the condition that the total sum 
of the negative summands (current quanta) doesn’t exceed the total 
sum of the positive terms of the sum. Otherwise, instead of the 
algebraic sum, the truncated difference operation is performed, in 
which the subtraction from zero is a logical component of this 
operation and which carries the meaning of the comparison 
operation with zero (Figure 3) 

        

  _.x1

-x2

-y -y
-x2

_.

 
Figure 3:  Conditional graphic representation of the truncated difference operation. 

The operation of multiplying (dividing) by a constant 
coefficient consists in multiplying the input signal by several 
outputs and then combining the outputs of the multiplied signal 
(when multiplying) or outputting some part of the input signal 
(when dividing), as shown in Figure 4. 

The comparison operation is used to determine the relationship 
between the compared variables. It can be performed in two forms: 
in the relative form, i.e. in the form of determining the difference 
in the values of the variables, or in the absolute form, i.e. in the 
form of the “more-less” comparison itself. The conditional graphic 
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symbols of the comparison elements in these forms are shown in 
Figure 5. 

x
 

-y
 

y-x

 
а 

 
-x y

 
-yx

 
b 

Figure 4: Conditional graphic representation of the operation of  
multiplication (a) and division (b). 

-x1

-x2

-y
 x1

x2

y

 
а 

 

-x2

y−
 x1

x2

y
-x1

 
b 

Figure 5: Conditional graphic representation of the comparison operation:   
relative (a) and absolute (b). 

The operation of changing the sign of terms allows changing 
the sign of the term, thereby transforming it from the summand to 
the subtrahend and vice versa. It is performed by the current 
inverter, the conditional graphic representation of which is shown 
in Figure 6. 

           

  
x -y -x y

1 1

 
а                                     b 

Figure 6: Conditional graphic representation of the operation of changing the sign. 

The operation of changing the sign can functionally be 
combined with the operations of multiplication and division by the 
constant coefficient. 

B. Formation of bases. The bases being formed are bases of the 
linear space, and according to the form they are sets of variables 
and their various combinations (terms) combined by the selected 
operations. We can approach to the formation of bases from 
different sides. For the two-valued synthesis, as it was shown 
above, it is possible, for example, to construct bases equivalent to 

17 functionally complete systems (logical-arithmetic), and then 
create their analogs in linear algebra.  

To form the multivalued bases, we can use the cuts of 
multivalued variables (10 combinations of such cuts are proposed 
in [18]), and then construct their analogs in linear algebra. Such a 
solution is also applicable for the two-valued bases. The problem 
of forming the bases is solved uniformly for the cuts of any type, 
so we demonstrate its solution on the basis of the upper cuts of the 
first level, which are analogs of the functionally complete system 
AND, NOT (OR, NOT). 

The bases of this type for k = 2, n = 2 and n = 3, and for k = 3, 
n = 2 are given below. For each basis, the basic and inverse 
matrices are presented. Two-digit operations & and ∨ and their 
multivalued analogs 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1𝑥𝑥2)  and 𝑚𝑚𝑎𝑎𝑥𝑥(𝑥𝑥1𝑥𝑥2)  are used as 
generating operations. Therefore, the bases of this type are called 
logical-arithmetic. 

The two-valued logical-arithmetic bases of two variables have 
the form: 

- conjunctive (AND, NOT) 

&(В1,В1)(2) =

⎣
⎢
⎢
⎢
⎡

1
𝑥𝑥1

(1)

𝑥𝑥2
(1)

𝑥𝑥1
(1)𝑥𝑥2

(1)⎦
⎥
⎥
⎥
⎤

= �

1
𝑥𝑥1
𝑥𝑥2

𝑥𝑥1&𝑥𝑥2

� = �
1
0

1 1 1
1 0 1

0
0

0 1 1
0 0 1

�; 

�&(В1,В1)(2)�
−1

= �
1
0
0
0

−1
   1
   01

−1
   0
   1
   1

   1
−1
−1
   1

�; 

- disjunctive (OR, NOT) 

∨ (В1,В1)(2) =

⎣
⎢
⎢
⎢
⎡

1
𝑥𝑥1

(1)

𝑥𝑥2
(1)

𝑥𝑥1
(1) ∨ 𝑥𝑥2

(1)⎦
⎥
⎥
⎥
⎤

= �
1
0

1 1 1
1 0 1

0
0

0 1 1
1 1 1

�; 

(∨ (В1,В1)2)−1 = �
1
0
0
0

     0
     0
   −1

   1

   0
−1
    0
    1

−1
   1
   1
−1

�. 

The two-valued logical-arithmetic bases of three variables 
have the similar form: 

&(В1,В1,𝐵𝐵1)(2) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
𝑥𝑥1𝑥𝑥2
𝑥𝑥1𝑥𝑥3
𝑥𝑥2𝑥𝑥3
𝑥𝑥1𝑥𝑥2𝑥𝑥3⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1
0 1

1 1
0 1

0 0
0 0

1 1
0 0

1 1
0 1

1 1
0 1

0 0
1 1

1 1
1 1

0 0
0 0

0 1
0 0

0 0
0 0

0 0
0 0

0 0
0 1

0 1
0 1

0 0
0 0

1 1
0 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

; 

�&(В1,В1,𝐵𝐵1)(2)�
−1

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
 1 −1
0    1

−1 −1
   0     0

0   0
0   0    1     0

0     0

   1   1
−1 −1

  1 −1
  0   1

−1 −1
   1    0

−1   1
   0 −1

 0    0
 0    0

    0     1
    0     0

 0    0
0   0     0     0

 0     0

   0 −1
   0   1

−1   1
   0 −1

   0    0
   0    0    1 −1

 0    1⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 
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∨ (В1,В1,𝐵𝐵1)(2) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3

𝑥𝑥1˅𝑥𝑥2
𝑥𝑥1˅𝑥𝑥3
𝑥𝑥2˅𝑥𝑥3

𝑥𝑥1˅𝑥𝑥2˅𝑥𝑥3⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1
0 1

1 1
0 1

0 0
0 0

1 1
0 0

1 1
0 1

1 1
0 1

0 0
1 1

1 1
1 1

0 1
0 1

1 1
0 1

0 0
0 1

1 1
1 1

0 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

; 

�∨ (В1,В1,𝐵𝐵1)(2)�
−1

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
   1     0
   0      0

     0    0
     0    0

   0     0
   0      0

     0   0
     0 −1

   0    0
   0    0     0 −1

−1    1
   0 −1
   0    1

    0    1
    1 −1

  0    0
0     0  

  0   0
−1   0

 0 −1
0    1

   0    0
   1    1

−1   0
   1     0

    0    1
    1 −1

   1     1
−1 −1

    0 −1
−1    1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . 

The three-valued logical-arithmetic analogs of these 
bases look like this: 

- conjunctive 

𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1

(1)

𝑥𝑥1
(2)

𝑥𝑥2
(1)

𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1),𝑥𝑥2

(1)�
𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1

(2), 2𝑥𝑥2
(1)�

𝑥𝑥2
(2)

𝑚𝑚𝑖𝑖𝑛𝑛�2𝑥𝑥1
(1),𝑥𝑥2

(2)�
𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1

(2),𝑥𝑥1
(2)� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 1

2 2 2
0 2 2
0 1 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

 

�𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3)�
−1

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 −1    0
0    0    0
0    0    0

−1    1    0
   2 −2    0
−1    1    0

   0    0    0
−1    1    0
   1 −1    0

0    2 −1
0    0    0
0    0    0

   0 −2    1
   0    2 −1
   0    0    0

   
0     0    0
0 −1    1
0    1 −1

0 −1    1
0    0    0
0    0    0

   0    1 −1
   0    0    1
   0 −1    0

   
0    0    0
0    0 −1
0    0    1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

- disjunctive 

𝑚𝑚𝑎𝑎𝑥𝑥(𝐵𝐵1,𝐵𝐵1)(3) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥2

(1)

𝑥𝑥2
(2)

𝑥𝑥1
(1)

𝑚𝑚𝑎𝑎𝑥𝑥�𝑥𝑥2
(1),𝑥𝑥1

(1)�
𝑚𝑚𝑎𝑎𝑥𝑥�𝑥𝑥2

(2), 2𝑥𝑥1
(1)�

𝑥𝑥1
(2)

𝑚𝑚𝑎𝑎𝑥𝑥�2𝑥𝑥2
(1),𝑥𝑥1

(2)�
𝑚𝑚𝑎𝑎𝑥𝑥�𝑥𝑥2

(2),𝑥𝑥1
(2)� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1
0 0 0
0 0 0

1 1 1
1 1 1
1 1 1

1 1 1
1 1 1
2 2 2

0 1 1
0 2 2
0 0 0

0 1 1
1 2 2
0 1 1

0 1 1
2 2 2
0 2 2

0 1 2
0 1 2
0 1 2

0 1 2
2 2 2
1 1 2

0 1 2
2 2 2
2 2 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

 

�𝑚𝑚𝑎𝑎𝑥𝑥(𝐵𝐵1,𝐵𝐵1)(3)�
−1

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1    0    0
0    0    0
0 −1    0

   0 −1    0
   0    2    0
   0 −1    0

   
0    0    0
0 −1    0
0    1     0

0    0    0
0    0    0
0    2 −1

   0    2 −1
   0 −2    1
   0    0    0

 
   0    0    0
   0    1 −1
   0 −1    1

0    0    0
0    0    0
0 −1    1

−1 −1    1
   2    0 −1
−1    1    0

   0    0     0
−1    0     1
   1    0  −1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . 

 

To obtain linear analogs of the above logical-arithmetic bases, 
we can use the relations that establish the connection between 
logical operations, on the one hand, and with the operations used 
to form the bases of linear space, on the other hand. For the bases 
of the considered type these relations are as follows: 

- logical operations - truncated difference operation 

𝑥𝑥(𝑖𝑖) = 𝑖𝑖 ∸ (𝑖𝑖 ∸ 𝑥𝑥) = 𝑥𝑥 ∸ (𝑥𝑥 ∸ 𝑖𝑖); 

𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖) = 𝑥𝑥(𝑖𝑖𝑖𝑖) = (𝑥𝑥 ∸ 𝑗𝑗) ∸ (𝑥𝑥 ∸ 𝑖𝑖); 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) = 𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2) = 𝑥𝑥2 ∸ (𝑥𝑥2 ∸ 𝑥𝑥1); 

𝑚𝑚𝑎𝑎𝑥𝑥(𝑥𝑥1, 𝑥𝑥2) = 𝑥𝑥1 + (𝑥𝑥2 ∸ 𝑥𝑥1) = 𝑥𝑥2 + (𝑥𝑥1 ∸ 𝑥𝑥2). 

- logical operations - comparison operation  

𝑥𝑥(𝑖𝑖) = �(𝑥𝑥 > 𝑗𝑗);
𝑖𝑖−1

𝑖𝑖=0

 

𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖) = 𝑥𝑥(𝑖𝑖𝑖𝑖) = ∑ 𝑃𝑃𝑡𝑡(𝑥𝑥 > 𝑡𝑡)𝑖𝑖−𝑗𝑗
𝑡𝑡=1 ; 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) = 𝑃𝑃{[(𝑥𝑥1 > 0) + (𝑥𝑥2 > 0)] > 1} + 

+𝑃𝑃{[(𝑥𝑥1 > 1) + (𝑥𝑥2 > 1)] > 1}; 

𝑚𝑚𝑎𝑎𝑥𝑥(𝑥𝑥1, 𝑥𝑥2) = 𝑃𝑃{[(𝑥𝑥1 > 0) + (𝑥𝑥2 > 0)] > 0} + 

+𝑃𝑃{[(𝑥𝑥1 > 1) + (𝑥𝑥2 > 1)] > 0}. 

Using the above relations, we can easily obtain linear analogs 
of the above bases: 

- conjunctive k = 2, n = 2 and n = 3 

&(В1,В1)(2) =

⎣
⎢
⎢
⎢
⎡

1
𝑥𝑥1

(1)

𝑥𝑥2
(1)

𝑥𝑥1
(1)𝑥𝑥2

(1)⎦
⎥
⎥
⎥
⎤

= �

1
𝑥𝑥1
𝑥𝑥2

(𝑥𝑥1 + 𝑥𝑥2) ∸ 1
� = �

1
0

1 1 1
1 0 1

0
0

0 1 1
0 0 1

�;     

�&(В1,В1)(2)�
−1

= �
1
0
0
0

−1
   1
   01

−1
   0
   1
   1

   1
−1
−1
   1

�; 

&(В1,В1,𝐵𝐵1)(2) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3
𝑥𝑥1𝑥𝑥2
𝑥𝑥1𝑥𝑥3
𝑥𝑥2𝑥𝑥3
𝑥𝑥1𝑥𝑥2𝑥𝑥3⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3

(𝑥𝑥1 + 𝑥𝑥2) ∸ 1
(𝑥𝑥1+𝑥𝑥3) ∸ 1
(𝑥𝑥2+𝑥𝑥3) ∸ 1

(𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3) ∸ 2⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1
0 1

1 1
0 1

0 0
0 0

1 1
0 0

1 1
0 1

1 1
0 1

0 0
1 1

1 1
1 1

0 0
0 0

0 1
0 0

0 0
0 0

0 0
0 0

0 0
0 1

0 1
0 1

0 0
0 0

1 1
0 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

; 
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�&(В1,В1,𝐵𝐵1)(2)�
−1

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
 1 −1
0    1

−1 −1
   0     0

0   0
0   0    1     0

0     0

   1   1
−1 −1

  1 −1
  0   1

−1 −1
   1    0

−1   1
   0 −1

 0    0
 0    0

    0     1
    0     0

 0    0
0   0     0     0

 0     0

   0 −1
   0   1

−1   1
   0 −1

   0    0
   0    0    1 −1

 0    1⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

 

- disjunctive k = 2, n = 2 and 3 

∨ (В1,В1)2 =

⎣
⎢
⎢
⎢
⎡

1
𝑥𝑥1

(1)

𝑥𝑥2
(1)

𝑥𝑥1
(1) ∨ 𝑥𝑥2

(1)⎦
⎥
⎥
⎥
⎤

= �

1
𝑥𝑥1
𝑥𝑥2

𝑥𝑥1 + (𝑥𝑥2 ∸ 𝑥𝑥1)
� = 

= �
1
0

1 1 1
1 0 1

0
0

0 1 1
1 1 1

�, 

 

(∨ (В1,В1)2)−1 = �
1
0
0
0

     0
     0
   −1

   1

   0
−1
    0
    1

−1
   1
   1
−1

�, 

∨ (В1,В1,𝐵𝐵1)(2) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3

𝑥𝑥1˅𝑥𝑥2
𝑥𝑥1˅𝑥𝑥3
𝑥𝑥2˅𝑥𝑥3

𝑥𝑥1˅𝑥𝑥2˅𝑥𝑥3⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
𝑥𝑥1
𝑥𝑥2
𝑥𝑥3

1 ∸ [1 ∸ (𝑥𝑥1 + 𝑥𝑥2)]
1 ∸ [1 ∸ (𝑥𝑥1 + 𝑥𝑥3)]
1 ∸ [1 ∸ (𝑥𝑥2 + 𝑥𝑥3)]

1 ∸ [1 ∸ (𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3)]⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1
0 1

1 1
0 1

0 0
0 0

1 1
0 0

1 1
0 1

1 1
0 1

0 0
1 1

1 1
1 1

0 1
0 1

1 1
0 1

0 0
0 1

1 1
1 1

0 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

�∨ (В1,В1,𝐵𝐵1)(2)�
−1

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
   1     0
   0      0

     0    0
     0    0

   0     0
   0      0

     0   0
     0 −1

   0    0
   0    0     0 −1

−1    1
   0 −1
   0    1

    0    1
    1 −1

  0    0
0     0  

  0   0
−1   0

 0 −1
0    1

   0    0
   1    1

−1   0
   1     0

    0    1
    1 −1

   1     1
−1 −1

    0 −1
−1    1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . 

Similarly, we obtain linear analogs of multivalued bases: 

- conjunctive, k = 3, n = 2 

𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
1 ∸ (1 ∸ 𝑥𝑥1)

𝑥𝑥1
1 ∸ (1 ∸ 𝑥𝑥2)

[1 − (1 ∸ 𝑥𝑥1)] − (1 ∸ 𝑥𝑥2)
𝑥𝑥1 ∸ 2(1 ∸ 𝑥𝑥2)

𝑥𝑥2
2[1 − (1 ∸ 𝑥𝑥1)] − (2 ∸ 𝑥𝑥2)

𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2) ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 1

2 2 2
0 2 2
0 1 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

�𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3)�
−1

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 −1    0
0    2 −1
0 −1    1

−1    1    0
   0 −2    1
   0    1 −1

   0    0    0
   0    0    0
   0    0    0

0    0    0
0    0    0
0    0    0

   2 −2    0
   0    2 −1
   0    0    1

−1     1   0
   0 −1    1
   0  0 −1

0    0    0
0    0    0
0    0    0

−1    1    0
   0    0    1
   0 −1    0

   
1 −1      0
0    1 −1
0    0    1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

- disjunctive 

𝑚𝑚𝑎𝑎𝑥𝑥(𝐵𝐵1,𝐵𝐵1)(3) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
1 ∸ (1 ∸ 𝑥𝑥1)

𝑥𝑥1
1 ∸ (1 ∸ 𝑥𝑥2)
1 ∸ (𝑥𝑥1 + 𝑥𝑥2)

𝑥𝑥2 + {2[1 ∸ (1 ∸ 𝑥𝑥1)] ∸ 𝑥𝑥2}
𝑥𝑥2

𝑥𝑥1 + {2[1 ∸ (1 ∸ 𝑥𝑥2)]∸ 𝑥𝑥1}
𝑥𝑥1 + (𝑥𝑥2 ∸ 𝑥𝑥1) ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 1 1
0 1 2

1 1 1
1 1 1
2 2 2

1 1 1
1 1 1
2 2 2

0 0 0
0 2 2
0 1 2

1 1 1
1 2 2
1 1 2

2 2 2
2 2 2
2 2 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 ; 

�𝑚𝑚𝑎𝑎𝑥𝑥(𝐵𝐵1,𝐵𝐵1)(3)�
−1

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1    0    0
0    0    0
0    0    0

   0 −1    0
   0    2 −1
−1 −1    1

 0    0    0
 0    0    0
 0    0    0

0    0    0
0    0    0
0    0    0

   0    2 −1
   0 −2    2
   2    0 −1

 
0 −1    1
0   1 −2
0   0    1

0 −1    0
0    2 −1
0 −1    1

   0 −1    1
   0    0 −1
−1    1    0

 
0    1 −1
0 −1    2
0    0 −1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 . 
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C. Logic synthesis of basic functions. The resulted conditional 
graphic designations of operations of the linear space can be used 
for graphic representation of basic Boolean logic operations in 
linear algebra and construct functional schemes of logic elements 
on their base. For this it is sufficient: 

- to choose the basis from the listed above; 

- to use the previously described technique of logic synthesis 
in linear algebra. 

We choose a conjunctive version of the chosen basis as an 
object of logic synthesis in which we perform a logic synthesis of 
the two-valued and three-valued functions of circular shift 

(𝑥𝑥1&𝑥𝑥2)⨁1 = [1 1 1 0], 

and 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1 = [1 1 1 1 2 2 1 2 0], 

and 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1 = [2 2 2 2 0 0 2 0 1]. 

In accordance with the above, the first action is to obtain the 
expansion vector of the value vector of the function in terms of the 
basis. Multiplying the vectors written above by the columns of the 
inverse matrix of the bases &(В1,В1)(2) and 𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3) results 
in the following:  

𝑤𝑤[(𝑥𝑥1&𝑥𝑥2)⨁1] = [0 1 1 − 2]; 

𝑤𝑤[𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1] ⇒ [1 0 0 0 3 0 0 0 − 2]; 

𝑤𝑤[𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1] ⇒ [2 0 0 0 − 3 0 0 01]. 

Weighing the basis vectors with respect to the obtained 
coefficients, we obtain expressions of the logic functions in the 
given basis 

(𝑥𝑥1&𝑥𝑥2)⨁1 = 1 − (𝑥𝑥1 + 𝑥𝑥1 − 2𝑥𝑥1&𝑥𝑥1); 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1 = 1 + 3𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� − 2𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�; 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1 = 2 − 3𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� + 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�. 

The functional schemes corresponding to these expressions are 
shown in Figure 7 a, b, c. 

To obtain the equivalent expressions of the functions in linear 
analogs of the logical-arithmetic basis under consideration, one 
can proceed in two ways: 

- replace the used basis vectors with their linear analogs in the 
expressions obtained; 

- use the above relations between logic and linear operations 
and convert the expressions written above into the linear form. 

In all three cases, we obtain the following results: 

(𝑥𝑥1&𝑥𝑥2) ⊕ 1 = 1 − {𝑥𝑥1 + 𝑥𝑥1 − 2[(𝑥𝑥1 + 𝑥𝑥1) ∸ 1]}; 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊕ 1 = 1 + 3{[1 ∸ (1 ∸ 𝑥𝑥1)] ∸ (1 ∸ 𝑥𝑥2)} − 

−2{[(𝑥𝑥1 ∸ 1) + (𝑥𝑥2 ∸ 1)] ∸ 1}; 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1 = 2 − 3{[1 ∸ (1 ∸ 𝑥𝑥1)] ∸ (1 ∸ 𝑥𝑥2)} + 

+{[(𝑥𝑥1 ∸ 1) + (𝑥𝑥2 ∸ 1)] ∸ 1}. 
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Figure 7: Functional schemes of the logical-arithmetic realization of the 
circular shift operation: a - two-valued, b - three-valued with a shift to the right,    

c - three-valued with a shift to the left. 

The functional schemes corresponding to these expressions are 
shown in Figure 8, a, b, c. 

The difference between the linear representations obtained 
from the arithmetic-logical representation is the possibility of 
physical realization. The authors of the article have obtained more 
than 25 patents for the circuit implementation of two-valued and 
three-valued logic circuits. 

D. Expansion of the arbitrary function into the algebraic sum 
of monotonic functions of the same value. To obtain the 
representation of the functions under consideration by the 
algebraic sum of monotonic functions, we expand them into the 
algebraic sum of monotonic functions within each value. For the 
two-valued function, the sequence graph of nondecreasing 
components has the form shown in Figure 9. 
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Figure 8: Functional schemes of the linear realization of the circular shift operation 
based on the truncated difference: a - two-valued, b - three-valued with a shift to 

the right, c - three-valued with a shift to the left. 

0
1
2

3  
Figure 9: Sequence graph of nondecreasing components of the two-valued  

functions of two variables. 

The structure of the expansion function of the equivalence 
�̅�𝑥1�̅�𝑥2 ∨ 𝑥𝑥1𝑥𝑥2 = (𝑥𝑥1&𝑥𝑥2) ⊕ 1 into the algebraic sum of monotonic 
functions is given in Figure 10. 
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Figure 10: The structure of the expansion of the two-valued function �̅�𝑥1�̅�𝑥2 ∨ 𝑥𝑥1𝑥𝑥2  

into the algebraic sum of monotonic functions. 

Here and below, the double circle marks the terms the values 
of which violate the monotonicity of the function. 

It follows from the structure of the expansion that the 
representation of the function under consideration by the algebraic 
sum of monotonic functions has the following form 

𝑓𝑓�𝑥𝑥�(2)� = (𝑥𝑥1&𝑥𝑥2) ⊕ 1 = 1 − 𝑥𝑥1 ∨ 𝑥𝑥2 + 𝑥𝑥1&𝑥𝑥2. 

Carrying out the similar transformations for the three-valued 
functions, the sequence graph of nondecreasing components of 
which is shown in Figure 11. 
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Figure 11: Sequence graph of nondecreasing components of the three-valued 

functions of two variables. 

we obtain the following representations of the functions under 
consideration by the algebraic sum of monotonic functions: 

- for 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1. 
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Figure 12: The structure of the expansion of the three-valued function 
𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1,𝑥𝑥2)⨁1 into the algebraic sum of monotonic functions. 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1 = 1 −𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� − 

−2𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)� + 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)�; 

− for 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1. 
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Figure 13: The structure of the expansion of the three-valued function 
𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1,𝑥𝑥2)⊖ 1 into the algebraic sum of monotonic functions. 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1 = 2 − 2𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� +

+𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�. 
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To obtain the equivalent representations of the expansion 
functions in linear analogs of the basis under consideration, we can 
proceed in the same way as with the functions themselves. 

Expansion of the arbitrary function into the algebraic sum of 
smaller value. 

We consider this operation with the help of the above 
transformation of the three-valued function 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1,  by 
unitary and weighted coding of the values of variables and 
functions. 

In these cases, the encoding of variables and functions looks 
like this: 

- unitary coding 
x x2 x1 

0 0 0 

1 0 1 

2 1 1 

Hence, it follows that for the unitary coding 

𝑥𝑥 = 𝑥𝑥1 + 𝑥𝑥2;   

– weighted coding 
x x2 x1 

0 0 0 

1 0 1 

2 1 0 

 

It follows that at the weighted coding 

𝑥𝑥 = 𝑥𝑥1 + 2𝑥𝑥2. 

Using the basic and its inverse matrix, we obtain the 
expressions for the two-valued expansion functions from the  
multivalued arguments: 

- for the unitary coding 

𝑓𝑓1 = 1 + 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� − 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�; 

𝑓𝑓2 = 2𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� − 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�; 

𝑓𝑓 = 𝑓𝑓1 + 𝑓𝑓2; 

- for the weighted coding 

𝑓𝑓1 = 1 −𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)�; 

𝑓𝑓2 = 2𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(1), 𝑥𝑥2

(1)� − 𝑚𝑚𝑖𝑖𝑛𝑛�𝑥𝑥1
(2), 𝑥𝑥2

(2)�; 

𝑓𝑓 = 𝑓𝑓1 + 2𝑓𝑓2. 

The representation of the three-valued function 
𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1  by the two-valued ones for both versions of 
coding is given in Table 2. 

Table 2 ─ The expansion of the three-valued function 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1,𝑥𝑥2)⨁1  into the sum 
of the two-valued ones 

𝑥𝑥2 𝑥𝑥1 Unitary Weighted 

𝑓𝑓2 𝑓𝑓1 𝑓𝑓2 𝑓𝑓1 

0 0 0 1 0 1 

0 1 0 1 0 1 

0 2 0 1 0 1 

1 0 0 1 0 1 

1 1 1 1 1 0 

1 2 1 1 1 0 

2 0 0 1 0 1 

2 1 1 1 1 0 

2 2 0 0 0 0 

 

Replacing the three-valued variables with the two-valued ones 
in accordance with the rules given above, we obtain the two-valued 
expansion functions in the following form: 

- for the unitary coding 

𝑓𝑓1 = 1 − 𝑥𝑥11𝑥𝑥12𝑥𝑥21𝑥𝑥22; 

𝑓𝑓2 = 𝑥𝑥11𝑥𝑥21 − 𝑥𝑥11𝑥𝑥12𝑥𝑥21𝑥𝑥22; 

- for the weighted coding 

𝑓𝑓1 = 1 − 𝑥𝑥11𝑥𝑥21; 

𝑓𝑓2 = 2𝑥𝑥11𝑥𝑥21 − 𝑥𝑥11𝑥𝑥12𝑥𝑥21𝑥𝑥22. 

The functional schemes of the linear realization of the circular 
shift operation by the expansion into the sum of the two-valued 
functions are shown in Figure 14. 
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Figure 14: Functional schemes of linear realization of the circular shift operation 
by the expansion into the sum of the two-valued functions: a - on the basis of the 

unitary coding, b - on the basis of the weighted coding. 
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For the threshold representation and the subsequent threshold 
realization, it suffices to transform the equations obtained above 
into the threshold form. After completing this transformation, we 
get: 

- for the unitary coding 

𝑓𝑓1 = 1 > [(𝑥𝑥11+𝑥𝑥12+𝑥𝑥21 + 𝑥𝑥22) > 3]; 

𝑓𝑓2 = [(𝑥𝑥11+𝑥𝑥21) > 1] − [(𝑥𝑥11+𝑥𝑥12+𝑥𝑥21 + 𝑥𝑥22) > 3]; 

- for the weighted coding 

𝑓𝑓1 = 1 − [(𝑥𝑥11+𝑥𝑥21) > 1]; 

𝑓𝑓2 = 2[(𝑥𝑥11+𝑥𝑥21) > 1] − [(𝑥𝑥11+𝑥𝑥12+𝑥𝑥21 + 𝑥𝑥22) > 3]. 

The functional schemes shown in Figure 15 correspond to 
these equations. 
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Figure 15: Functional schemes of linear realization of the circular shift operation 
by the expansion into the sum of the threshold two-valued functions: a - on the 

basis of the unitary coding, b - on the basis of the weighted coding. 

 

The considered complex of transformations of logic functions 
in linear algebra proves useful in the design of digital structures for 
various applications. 

5. Circuitry of the Linear Logic and Threshold Elements 
A. Basic functional nodes of digital logic elements. The 

implementation of the mathematically predetermined set of linear 
operations over the current signals requires the corresponding set 
of hardware. The circuit implementation of digital signal 
transformation functions based on the mathematical tool of linear 
algebra can be reduced to performing a relatively simple set of 
operations over the current signals. These operations include: 

- conversion of the standard logic signals into the binary 
current signals matched with a reference current quantum I0; 

- formation of the multivalued (non-binary) algebraic sums of 
current signals; 

- performing the comparing operations of the received sums 
with the given levels of the reference currents. 

These operations are typical for analog microcircuitry, 
therefore the main nodes of various functional elements can be 
constructed on the basis of the widely used analog structures. In 
addition, TTL circuitry and CMOS circuitry of these operations 
completely coincide. 

The reference signal driver. It is designed to generate voltages 
that provide operational modes of elements of digital circuits 
synthesized in linear algebra. The schematic configuration of the 
driver is shown in Figure 16. 

 

 
Q1

Q2

Q3

Q4

R

Vcc

Voff

Eoff1

Eoff2

Voff

(+)

(─)

 
Figure 16: Reference signal driver. 

The symmetric structure of the reference signal source is 
necessary for realizing the operations of converting “inflowing” 
and “flowing out” currents when creating the algebraic sums of 
variables in the mathematical tool of linear algebra. The only 
current-stabilizing two-terminal network, in particular case the 
resistor R, determines the levels of all reference signals. )(+

offV  and 
)(−

offV  are reference for setting the operating modes of current 
mirrors, and Еoff1 and Еoff2 - for setting the offset in the comparators 
of the currents. It can also be replaced by some semiconductor 
structure, and then the circuit becomes completely homogeneous 
and highly technological. It is also possible to make the two-
terminal network R as an external element, which will allow 
changing the power consumption and the associated characteristics 
of the LSI during the debugging process. 

The reference current source (RCS, Figure 17). The operating 
mode of the RCS is set by the reference voltages )(+

offV for the 

current sources and )(−
offV for the current sinks. The problem of 

constructing the RCS for digital circuits synthesized in linear 
algebra is completely similar to their problems in analog circuitry.   

                                                  
а                                        b 

Figure 17: RCS of: a – the current current, b – the current sink. 
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The current follower (logic interpretation - direction 
converter). It is intended for the coordination of current directions 
at their algebraic summation. The schematic configurations of 
some versions of current followers in TTL circuitry are shown in 
Figure 18. 

Ix Iy
 

Vcc

Ix Iy

 
а                                       b 

Figure 18: Current direction converter of: a – the sink current,  b - the source 
current. 

Circuitry of CMOS converters of the current direction is 
similar. 

Algebraic current adder. It is an wired pack of the outputs of 
current mirrors with current directions determined by the 
mathematical representation of the realized logic function. To 
agree the operating modes of subsequent elements, it is provided 
with a buffer stage. The schematic configuration of the algebraic 
adder is shown in Figure 19. 

Ix1

Ix2

Ix1 – Ix2

-(Ix2 – Ix1)

2
ccV

     

x1 y1=-(x1-x2)

y2=x2-x1
-x2

2
ccV

 
a                                       b 

Figure 19: Algebraic current adder: 
a - TTL circuit, b - CMOS circuit. 

Current comparators. They are designed to determine the 
excess value of one of the input currents over the other. The 
schematic configurations of current comparators are given in 
Figures 20 and 21. 

 

x1

-x2

y1=x2-x1

y2=-(x1-x2)

Vcc

2
ссV

y1=x2-x1x1

-x2 y2=-(x1-x2)

Vcc

2
ccV

  
a                                                b 

Figure 20: Comparator based on the truncated difference: 
a - bipolar circuit, b - CMOS circuit. 

In the circuit in Figure 21, the excess of one of the input 
currents (Ix1) over the other (Ix2) is determined by subtracting the 
second current from the first. One of the compared currents must 
be a source current and the second one – a current sink. Such a 
comparator is applicable for any logic value. 

 
Vcc

Ix1

Ix2

I0

Ix2>Ix1 Ix1>Ix2

Voff
(─)

2
ccV

Vcc

I0

Ix1

Ix2

Ix1>Ix2 Ix2>Ix1

Voff
(+)

2
ccV

 
а                                                          b 

Figure 21: Current сomparator based on the comparison: a - for current sinks,       
b - for source currents. 

In the circuit of Figure 21, a at Ix1 > Ix2 the left-hand transistor 
of the differential stage (DS) is closed and the current of the current 
mirror “leaves” through the right transistor of the DS. At Ix1 < Ix2, 
the right transistor of the DS is closed and the current of the current 
mirror “goes” through the left transistor. The output current of the 
DS I0 is the current sink. 

In the circuit in Figure 21, b everything appears in a similar 
way, but with other current directions. Such a scheme is applicable 
for implementation of the two-valued digital structures. 

In the previous section, the difference between the two-valued 
and multivalued implementations of the comparison operation is 
shown. In the latter case, it is possible to determine not only the 
fact, but the magnitude of the excess of one input signal over 
another one. In Figure 22 there is a circuit of the three-valued 
comparator performing such a modified comparison operation. 

x1

-x2

I0I0 I0

Rload1 Rload2

Vcc

2
ccV 2

ccV

 
Figure 22: Modified multivalued comparator based on the comparison. 

Such a scheme can be constructed for any value, increasing 
accordingly the number of parallelly operating DSs available to 
work with different values of currents. 

Logic elements AND, OR, NOT. The representations of the 
operations of the two-valued basic functionally complete system 
in linear algebra using the truncated difference have the following 
form 
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𝑥𝑥1&𝑥𝑥2 = (𝑥𝑥1 + 𝑥𝑥2) ∸ 1; 

𝑥𝑥1 ∨ 𝑥𝑥2 = 1 ∸ [1 ∸ (𝑥𝑥1 + 𝑥𝑥2)]; 

�̅�𝑥 = 1 − 𝑥𝑥. 

The schematic configuration of these elements are shown in 
Figures 23, 24 and 25, correspondingly. 

Vcc 

1

-x2-x1

y=-(x1+x2)-1

Voff
(+)

2
ccV

 
Figure 23: Schematic configuration of the element AND. 

Vcc 

-x1 -x2

1 1

y=-{1-[1-(x1+x2)]}..

Voff
(+)

Voff
(+)

2
ccV

2
ccV

 
Figure 24: Schematic configuration of the element OR. 

Vcc 

1

-x

y = ─ (1─ x)

Voff
(+)

2
ccV

 
Figure 25: Schematic configuration of the element NOT. 

Comparing the schemes shown in Figures 24 and 25, it is easy 
to see that removing the circuit of in Figure 25 from the scheme of 
Figure 24, we obtain the OR-NOT element. 

Logic element “Inhibition”. The representation of the two-
valued operation in linear algebra using the truncated difference 
has the following form 

𝑥𝑥1&�̅�𝑥2 = 𝑥𝑥1 ∸ 𝑥𝑥2. 

For the multivalued version, the two-valued inversion 
operation (in accordance with the accepted generalization 
ideology) should be replaced with the direct 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2 ⊕ 1),  or 
inverse min 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2 ⊖ 1)  cycle operation, or left unchanged; 
i.e. in the following form 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 1 ∸ 𝑥𝑥2). Other ideologies of 
generalization are also possible. 

When using the comparison operation, the above expressions 
for operations of the functionally complete system take the 
following form 

𝑥𝑥1&𝑥𝑥2 = (𝑥𝑥1 + 𝑥𝑥2) > 1; 

𝑥𝑥1 ∨ 𝑥𝑥2 = (𝑥𝑥1 + 𝑥𝑥2) > 0; 

�̅�𝑥 = 1 > 𝑥𝑥. 

The implementation of these functions on the basis of the 
comparison operation can be performed with the help of the 
universal logic element (ULE), the schematic configuration of 
which is shown in Figure 26. 

I1
*=I0

I1

Ix1

Out.i1

RR

R R

Ini

Q1

Q2

Q3* Q4*

Q3 Q4

Out.i2

I1=I0

Out.i2
*Out.i2

Vcc

2
ccV

2
ccV

 
Figure 26: Basic scheme of the universal logic element. 

At the inequality I1 < Ix1, the source difference current is 
generated at the node In.i of the ULE. It will “go” to the emitter of 
the transistor Q1, increasing the voltage at the first input (In.1) of 
the voltage comparator up to the value VOFF + Ube1, where Ube1 ≈ 
0.7V - voltage of the open emitter junction of the transistor Q1. In 
this case, the input transistors Q3 and Q4 of the voltage comparator 
(VC) switch to the inverse states - the collector current of the 
transistor Q3 becomes zero, and the transistor Q4 starts to transmit 
the current of the reference current source I2 = I0 to the second 
current output (Out.i2) of the ULE. 

Thus, depending on the difference in the numerical values of 
the currents I1 and Ix1, the output currents of the ULE take one of 
two values: either it is the current of the reference current source I1 
= I0 or “zero” (no current). Since the current I1 (𝐼𝐼1∗) is equal to the 
current quantum I0, then in one of the current outputs of the voltage 
comparator a standard current signal I0 of one of the logic levels is 
generated, and in its second output - an inverse logic level signal. 
Depending on the numerical values of I1 (I1 = 0,5I0, I1 = I0, I1 = 1,5I0) 
and the methods of forming the input current signals of the ULE 
(Figure 26), various logic functions can be performed, for example 

http://www.astesj.com/


N. I. Chernov et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 168-190 (2018) 

www.astesj.com     186 

– �̅�𝑥 = 1 − 𝑥𝑥  at 𝑦𝑦1 = �𝐼𝐼0 𝑎𝑎𝑡𝑡 𝐼𝐼1 > 𝐼𝐼𝑥𝑥
0 𝑎𝑎𝑡𝑡 𝐼𝐼1 ≤ 𝐼𝐼𝑥𝑥

; 

– 𝑥𝑥1&𝑥𝑥2 = (𝑥𝑥1 + 𝑥𝑥2) > 1  when 𝑦𝑦1 = �𝐼𝐼0 𝑎𝑎𝑡𝑡 1,5𝐼𝐼1 > 𝐼𝐼𝑥𝑥
0 𝑎𝑎𝑡𝑡 1,5𝐼𝐼1 ≤ 𝐼𝐼𝑥𝑥

; 

– 𝑥𝑥1 ∨ 𝑥𝑥2 = (𝑥𝑥1 + 𝑥𝑥2) > 0  if  𝑦𝑦1 = �𝐼𝐼0 𝑎𝑎𝑡𝑡 0,5𝐼𝐼1 > 𝐼𝐼𝑥𝑥
0 𝑎𝑎𝑡𝑡 0,5𝐼𝐼1 ≤ 𝐼𝐼𝑥𝑥

. 

In the last two expressions 𝐼𝐼𝑥𝑥 ≡ 𝑥𝑥1 + 𝑥𝑥2. 

The element considered above can be used as a logic element, 
or as a threshold one; i.e. the generalization of the ordinary and 
threshold logics in the linear representation is very close. In the 
first case, unitary variables are fed to the inputs of the element. 
Besides, the number of inputs must correspond to the number of 
the variables. In the second case, the weighted sum of the variables 
should be fed to the “positive” input, and the constant equal to the 
calculated threshold value should be fed to the “negative” input. It 
is noteworthy that the described element can serve as an element 
of the homogeneous matrix, which can be used for matrix synthesis 
of the current digital structures. In addition, it is possible to 
construct universal current logic modules on its basis. 

Similarly, the Ban operation can be expressed in terms of the 
truncated difference as 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, {𝑥𝑥2 + 1 ∸ 𝑘𝑘[1 ∸ (𝑥𝑥2 ∸ 1)]}); 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, {𝑥𝑥2 − 1 + 𝑘𝑘[1 ∸ 𝑥𝑥2]}), 

and through the comparison - as 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, [𝑥𝑥2 + 1 ∸ 𝑘𝑘(𝑥𝑥2 > 2)]); 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, {𝑥𝑥2 − 1 + 𝑘𝑘[1 > 𝑥𝑥2]}), 

Cut formers. In fact, the cut former is an input signal limiter at 
the given level. As a former, the schemes that implement the 
operations 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) (upper cuts) and 𝑚𝑚𝑎𝑎𝑥𝑥(𝑥𝑥1, 𝑥𝑥2) (lower cuts) 
can be used. 

Buffer output stage. The combination of the algebraic adder 
and the current follower (converter) can be applied as a buffer 
output stage. With the help of the latter, the given number of the 
output circuits can be arranged to provide the required output 
branching factor. 

B. The synthesis of logical schemes. Let’s consider it through 
the example of the two-valued and multivalued circular shift 
elements discussed above. They can be represented as a single 
operation in the form 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2 ⊕ 1) or 𝑚𝑚(𝑥𝑥1, 𝑥𝑥2 ⊖ 1), or as a 
compound operation, i.e. as the sequential combination of 
operations working on one another 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)  or 𝑚𝑚𝑎𝑎𝑥𝑥(𝑥𝑥1, 𝑥𝑥2) 
and operations ⨁1 or ⊖1, that is, in the form 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊕ 1 or 
𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊖ 1. We confine ourselves to the synthesis of the 
circuits using the operation 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2). 

In accordance with [17-32], the synthesis of the functional 
scheme corresponding to any logic function consists in multiplying 
the row-vector of the values of the function by the inverse basic 
matrix and obtaining the expansion vector of the function from the 
selected basis, and then recording the representation of the function 
as a weighted sum of the basis vectors. We perform the synthesis 
of the selected schemes using the basis presented below. 

In the two-valued case, the element AND-NOT has an 
arithmetic-logical representation, described by the expression 

𝑥𝑥1&𝑥𝑥2�������� = 1 − 𝑥𝑥1&𝑥𝑥2, 

which can be represented by the truncated difference in the 
following form 

𝑥𝑥1&𝑥𝑥2�������� = 1 − [(𝑥𝑥1 + 𝑥𝑥2) ∸ 1], 

 and by comparison - in the following form 

𝑥𝑥1&𝑥𝑥2�������� = 1 > [(𝑥𝑥1 + 𝑥𝑥2) > 1]. 

The schematic configurations of the elements can be 
constructed directly according to these expressions. Figure 27 
shows an element scheme based on the truncated difference. 

x1 x2

Vcc

Out1 Out2

Voff
(+)

Voff
(─)

2
ccV

 
Figure 27: Schematic configuration of the element of AND-NOT based on the 

truncated difference. 

We proceed similarly for the three-valued schemes in the first 
case (by the single operation). Using the basis 

𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3) =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1
1 ∸ (1 ∸ 𝑥𝑥1)

𝑥𝑥1
1 ∸ (1 ∸ 𝑥𝑥2)

[1 − (1 ∸ 𝑥𝑥1)] − (1 ∸ 𝑥𝑥2)
𝑥𝑥1 ∸ 2(1 ∸ 𝑥𝑥2)

𝑥𝑥2
2[1 − (1 ∸ 𝑥𝑥1)] − (2 ∸ 𝑥𝑥2)

𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2) ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 2

1 1 1
0 1 1
0 1 2

0 0 0
0 0 0
0 0 0

1 1 1
0 1 1
0 1 1

2 2 2
0 2 2
0 1 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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with the inverse matrix 

�𝑚𝑚𝑖𝑖𝑛𝑛(𝐵𝐵1,𝐵𝐵1)(3)�
−1

= 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 −1    0
0    2 −1
0 −1    1

−1    1    0
   0 −2    1
   0    1 −1

   0    0    0
   0    0    0
   0    0    0

0    0    0
0    0    0
0    0    0

   2 −2    0
   0    2 −1
   0    0    1

−1     1   0
   0 −1    1
   0  0 −1

0    0    0
0    0    0
0    0    0

−1    1    0
   0    0    1
   0 −1    0

   
1 −1      0
0    1 −1
0    0    1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

we obtain the following results for the single operation: 

- resolution vectors  

𝑤𝑤(𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁1) = [1 0 0 0 3 0 0 0 − 2]; 

𝑤𝑤(𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊝ 1) = [2 0 0 0 − 3 0 0 0 1]; 

- linear expressions of the functions 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)⨁ 1 = 1 + 3[1 − (1 ∸ 𝑥𝑥1) − (1 ∸ 𝑥𝑥2)] −. 

−2[𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2)] . 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ⊝ 1 = 2 − 3[1 − (1 ∸ 𝑥𝑥1) − (1 ∸ 𝑥𝑥2)] + 

+[𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2)]. 

The schematic configuration of the element of the right circular 
shift, synthesized directly from the above expression, is shown in 
Figure 28. 
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−+=

=⊕=

Vcc
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2
ccV

2
ccV

2
ccV

2
ccV

 

Figure 28: CMOS element of the right circular shift. 

The schematic configuration of the element of the left circular 
shift, synthesized directly from the expression given above, is 
given in Figure 29. 

Similarly, for the compound operation: 

- the resolution vector 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) 

𝑤𝑤�𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)� = [0 0 0 0 0 0 0 0 1], 

- linear expression of the function  𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) = 𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2).                     (5) 

-х1

х2

х1

-1 -1

Vcc

min (x1,x2) 1=

Out1

= min (x1,x2)-1+
+3[1-min (x1,x2)]

-

2
ccV

2
ccV

2
ccV

2
ccV

 

Figure 29: CMOS element of the left circular shift. 

Similarly, for the compound operation: 

- the resolution vector 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) 

𝑤𝑤�𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2)� = [0 0 0 0 0 0 0 0 1], 

- linear expression of the function  𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) 

𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) = 𝑥𝑥1 ∸ (𝑥𝑥1 ∸ 𝑥𝑥2).                     (5) 

- resolution vectors of the operations 𝑥𝑥⨁1 or 𝑥𝑥 ⊖ 1: 

𝑤𝑤(𝑥𝑥⨁1) = [1 3 − 2]; 

𝑤𝑤(𝑥𝑥 ⊝ 1) = [2 − 3 1]. 

- linear expressions of the functions: 

𝑥𝑥 ⊕ 1 = 1 + [1 ∸ (1 ∸ 𝑥𝑥)] − 2𝑥𝑥; 

𝑥𝑥 ⊝ 1 = 2 − 3[1 ∸ (1 ∸ 𝑥𝑥)] + 𝑥𝑥. 

The schematic configuration of the element 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2) ,  
synthesized directly from expression (5) discussed above, is shown 
in Figure 30. 

 

-x1

-x2

Vcc

-[x1-(x1-x2)]2
ccV

2
ccV

 
Figure 30: Schematic configuration of the element 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1,𝑥𝑥2). 

The schemes of the elements of the left and right cycles are 
shown in Figures 31 and 32. 
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-( x     ⃝1)

Vcc
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2
ccV
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ccV

 
Figure 31: Element of the right cycle. 
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2
ccV

2
ccV
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Figure 32: The element of the left cycle. 

To obtain the final expression in the procedure for synthesizing 
a particular logic element, it is sufficient to substitute 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2), 
for x in the last expression, and for the circuit implementation, - 
use the above implementation of the function 𝑚𝑚𝑖𝑖𝑛𝑛(𝑥𝑥1, 𝑥𝑥2), then 
connect the circuit (𝑥𝑥⨁1) or (𝑥𝑥 ⊝ 1) to its output. 

C. To demonstrate the possibilities of the sequential circuit 
synthesis, we use the results of the logic element synthesis obtained 
above. 

Boolean approach to the logic synthesis of triggers consists in 
supplying the memory element with a control circuit that provides 
a specified law for the operation of a specific type of the trigger. In 
the two-valued case, the memory element is a scheme of two 
2AND-NOT elements covered by the positive feedback (Figure 
33): 

&

&
1x

0x
1y

0y

 
Figure 33: Two-valued trigger (memory element). 

The linear synthesis of the two-valued triggers in linear algebra 
does not differ fundamentally from Boolean synthesis [17]. The 
schematic configuration of the trigger can be constructed in the 
same way as it is done in Boolean logic (for example – Figure 34): 

When moving to higher values while remaining the general 
idea of synthesis, it is necessary to use the elements and operations 
that are a generalization of the two-valued operations and logic 
elements. The operations min (x1,x2)  and max (x1,x2) are 
generalization of the operations & and ˅ is. As for the inversion 
operation, to generalize it for a multi-valued case it is convenient 
to represent it in the form of �̅�𝑥 = 𝑥𝑥⨁1 = 𝑥𝑥 ⊝ 1 and generalize it 

by a circular shift of Post (left or right). The general functional 
configuration of the memory element based on three-valued 
elements of the direct circular shift is shown in Figure 35. 

Vcc

RS

Voff
(+) Voff

(+)

Voff
(─)

Voff
(─)

2
ccV

2
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Figure 34: Two-valued RS-flip-flop in the studied basis based on the truncated 

difference. 
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Figure 35: Three-valued trigger on the elements of the direct circular shift. 

The general functional configuration of the memory element 
based on the three-valued elements of the inverse circular shift is 
given in Figure 36. 

 

x0

x2

x1

y2
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y1

&

&

&

Ө1
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Ө1
 

Figure 36: Three-valued trigger on the elements of the inverse circular shift. 

The functional schemes of the memory elements of higher 
significance look similar. 

Thus, to construct any multivalued memory element, it is 
necessary to synthesize the elements of direct and inverse circular 
shifts. To create a trigger of the given type (D-, RS-, JK-, etc.), it 
is required to equip the memory element with the corresponding 
control circuit. 

The control circuits of the memory elements are constructed on 
the base of the verbal description of the operation of a specific type 
of the trigger. The result of the analysis of this description is the 
detection of logic control functions for each input of the memory 
element. 

For example, the RS-flip-flop operates according to the 
following algorithm: 

- the values of the input signals S = R =  k –1 correspond to the 
storage mode; 
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- the signal S increases the trigger state index relatively to the 
current state towards the state k-1, and the signal R reduces the 
state index towards the state “0”; 

- the value of the state index change is equal to the value of the 
input signal: the signal equal to 1 can increase (or decrease) the 
current state index by 1, the signal equal to 2 - by 2, etc .; besides, 
the signal S increases the trigger state index to the state k-1, and 
the signal R reduces the state index to “0”; the state change on the 
cycle is impossible (we leave this for the universal triggers!); 

- to change the trigger state index relatively to the current state 
i, the signal S can take values from 1 to k-1-i (larger values are 
equivalent to the value of k-1-i). Similarly, the signal R can take 
the values from 1 to i -1 (larger values are equivalent to the value 
i -1); 

- all combinations are inhibited combinations of values of the 
input signals, except 0 – k-1, 1 – k-1, k-2 – k-1, k-1 – k-1, k-1 – 0, 
k-1 – 1, …, k-1– k-2. 

Now it is possible to synthesize the logic function of the control 
circuit of the RS-flip-flop. Its output signal is a multi-valued signal 
x that sets the next state of the memory element, and the input 
signals are multivalued signals S and R, as well as the current 
trigger state index. 

The truth table of the control functions of the three-valued RS-
flip-flop, compiled on the basis of this description, has the 
following form: 

S R 
1tQ +  0x  1x  2x  

0 2 
2Q  0 1 1 

1 2 
1Q  1 0 1 

2 2 
tQ  1 1 1 

2 1 
1Q  1 0 1 

2 0 
0Q  1 1 0 

From the last table it follows that the logic functions for 
controlling the state of the memory element are described as 
follows: 

𝑥𝑥0 = 𝑃𝑃(𝑆𝑆 > 0) = 1 ∸ (1 ∸ 𝑆𝑆); 

𝑥𝑥1 = 1 > [1 > (1 > 𝑆𝑆)] > [1 > (1 > 𝑅𝑅)] = 

= 1 ∸ [1 ∸ |1 ∸ 𝑆𝑆|] ∸ [1 ∸ |1 ∸ 𝑅𝑅|]; 

𝑥𝑥2 = 𝑃𝑃(𝑅𝑅 > 0) = 1 ∸ (1 ∸ 𝑅𝑅). 

The combination of the memory element circuit and the control 
circuit results in the implementation of the trigger of the given 
type. 

Similarly, arguing, we can obtain the logical control functions 
of the three-valued D-flip-flop: 

𝑥𝑥0 = (1 ∸ 𝐶𝐶)&(1 ∸ 𝐷𝐷) = 1 ∸ [(1 ∸ 𝐷𝐷) ∸ 𝐶𝐶] = 

= 1 ∸ [(1 ∸ 𝐶𝐶) ∸ 𝐷𝐷]; 

𝑥𝑥1 = (1 ∸ 𝐶𝐶)&[𝐷𝐷 ∸ 2(𝐷𝐷 ∸ 1)] = 1 ∸ {𝐷𝐷 ∸ [2(𝐷𝐷 ∸ 1) ∸ 𝐶𝐶]} = 

1 ∸ [1 ∸ (|𝐷𝐷 ∸ 1| + 𝐶𝐶)]; 

𝑥𝑥2 = (1 ∸ 𝐶𝐶)&(𝐷𝐷 ∸ 1) = 1 ∸ [(𝐷𝐷 ∸ 1) ∸ 𝐶𝐶] = 

= 𝐷𝐷 ∸ [(1 ∸ 𝐶𝐶) ∸ 1]. 

In the same way, we can obtain the description of the control 
system of any other multivalued trigger, the number of types of 
which is certainly greater than the two-valued one. 

Combining the control circuit and the memory element in 
series, it is possible to obtain the schematic configuration of the 
trigger of any type and any value. 

6. Conclusion 
1. The mathematical tool of linear algebra can be newly applied 

in problems of logic synthesis and circuit implementation of the 
current digital structures. 

2. Linear algebra: 

- enables to create not only a two-valued, but also a really 
properly functioning multivalued element base for digital signal 
processing devices; 

- conduces the design of the digital element base with the 
improved technological, technical and operational characteristics 
(in comparison with the potential logic based on Boolean algebra); 

- can serve as a basis for creating LSI on the basis of matrix 
fields of homogeneous elements (as in modern Altera design 
systems, etc.); 

- improves the reliability of current digital LSIs synthesized on 
its basis, under extreme operating conditions (temperature, 
radiation, in-phase interferences, etc.). 

3. Two-valued and three-valued triggers based on cyclic shift 
elements are considered. It is shown that in the transition to greater 
significance, while preserving the general idea of synthesis, it is 
necessary to use operations that are generalizations of two-valued 
operations and the corresponding logical elements. 

4. The presents a basic set of current logic elements for the 
devices of automation, which allows solving the problems of 
transformation of the current signals in a different and more 
efficient way. 

5. In the schemes of the developed class is provided a 
differential representation of the output signal that minimizes the 
effect of temperature and radiation on their basic parameters. 
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 The key objective of this study is to analyse the heat transfer processes involved in the 
evaporation and condensation of water in a water distillation system employing a 
thermoelectric module. This analysis can help to increase the water production and to 
enhance the system performance. For the analysis, a water distillation unit prototype 
integrated with a thermoelectric module was designed and fabricated. A theoretical model 
is developed to study the effect of the heat added, transferred and removed, in forced 
convection and laminar flow, during the evaporation and condensation processes. The 
thermoelectric module is used to convert electricity into heat under Peltier effect and 
control precisely the absorbed and released heat at the cold and hot sides of the module, 
respectively. Temperatures of water, vapour, condenser, cold and hot sides of the 
thermoelectric module and water production have been measured experimentally under 
steady state operation. The theoretical and experimental water production were found to 
be in agreement. The amount of heat that needs to be evaporated from water-vapour 
interface and transferred through the condenser surface to the thermoelectric module is 
crucial for the design and optimization of distillation systems. 
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1. Introduction 

Salt water is about 97% of the world’s water, but less than 3% 
is fresh water. In this small fraction, only 0.3% of the fresh water 
is used by humans. Many places in the world, for example the 
developing countries, are facing water crises because of population 
growth and climate change [1-3]. Generating drinkable water from 
salt water (desalination) is one of the most important approaches 
to solve this issue without any serious impact on the environment 
[4-7]. Desalination can be achieved using two methods which are 
reverse osmosis technology and thermal distillation through 
evaporation and condensation processes [8-10].  

Evaporation and condensation are fundamentally convection 
heat transfer processes involving phase change. When the 
temperature of water at given pressure is increased to the saturation 
temperature, water will evaporate. Similarly, condensation occurs 
when the temperature of a vapour is reduced below its saturation 
temperature. In the thermal distillation systems, control the 

evaporation and condensation rates lead to enhance the water 
production by increasing the water and vapour temperatures and 
decrease the condenser temperature. However, these processes 
consume energy and needs to enhance its performance [11-15].  

There are various integrated technologies for water distillation 
systems, one of these is thermoelectric (TE) technology. 
Thermoelectric modules have no moving parts and a long life. 
They are noiseless, easy to control, and compact in size, consume 
a small amount of energy and so cause less pollution. The principle 
of the thermoelectric module is based on the Peltier, Seebeck and 
Thomson effects. The thermoelectric modules can be employed for 
refrigeration (Peltier), power generation (Seebeck) and 
temperature sensing (Thomson) [16-20]. The basic concept of 
thermoelectric modules is to convert thermal energy directly into 
electrical energy and vice versa. As a temperature gradient is 
established within a thermoelectric module, voltage difference is 
produced (under Seebeck mode) and a DC current will be created. 
As a DC current is applied within a thermoelectric module, 
temperature difference is established between the hot and cold 
sides of the module (under Peltier mode). The Peltier modules are 
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employed in the thermal distillation systems to generate freshwater 
by using the cold side of the module to enhance water 
condensation. Recently, considerable amount of researches have 
been used thermoelectric technology to increase the water 
production rate and consequently enhance the system performance 
[21-28]. Hence, previous thermoelectric distillation systems are 
not comprehensive enough to properly analyse the evaporation and 
condensation processes under steady state operation. 

 This paper considers applying energy conservation to the 
system including the amount of thermal energy entering and 
leaving the system under steady state operation. This study aims to 
recognise the beneficial heat for water production and also governs 
the evaporation and condensation rates to become equilibrium 
under controlled conditions. 

2. System Description 

A designed water distillation system consists of an aluminium 
chamber placed a top water bath and one thermoelectric module 
placed between outer surface of the chamber and a water heat 
exchanger. The cold side of the thermoelectric module is mounted 
on the top aluminium surface as an inclined condenser, whereas 
the hot side of the module is attached to the water heat exchanger 
to enhance heat flow. Figure 1 shows the main parts of the system. 

 
Figure 1. Schematic diagram of the main parts of the water distillation system. 

3. Theoretical Model 

Theoretical modelling of the water distillation system can be 
an effective tool for predicting system performance. A set of 
equations that describes convection heat transfer, fluid flow and 
phase change are employed to calculate the amount of heat 
involved in the evaporation and condensation processes and the 
rates of the evaporation and condensation in the system. 

3.1. Assumptions 

In the theoretical model, the following assumptions were 
formed: 1) The thermal properties of water at a pure state; 2) 
Vapour displays ideal gas behaviour; 3) Water and vapour flow are 
Laminar; 4) Thermal conductivity of the aluminium condenser is 
constant. 5) Convection heat transfer coefficients of water and 
vapour inside the chamber are constant. 

3.2. Heat Balance 

The model uses energy equations to predict heat added for the 
evaporation process and that removed by the condensation process 
from water and vapour phases, respectively as shown in Figure 2a. 

 
Figure 2. Schematic diagram of: a) The heat balance of the system, b) Evaporation 
and condensation parameters and c) Hot and cold sides of the thermoelectric 
module in the system. 

Firstly, the conservation of energy at the water-vapour surface 
for steady state operation is applied. Three heat transfer terms are 
shown in the system; 1) the heat added Q add to increase or maintain 
the temperature of the water which is corresponding to the 
electrical power supply to the heater in the system, 2) The rate of 
internal energy difference (∆𝑈𝑈̇  ) of the water, 3) the heat required 
for the evaporation from the water-vapour surface area which is 
called in this study the evaporation heat Q evap. Applying the energy 
conservation to the system, the energy balance takes the form: 

 𝑄𝑄𝑎𝑎𝑎𝑎𝑎𝑎  –  𝑄𝑄𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒. =  ∆�̇�𝑈 (1) 

At the isothermal process, water temperature remains 
unchanged. The heat added will be equal to the evaporation heat 
(∆�̇�𝑈 = 0). In that analysis, the following equation is formed to 
determine the evaporation heat: 

 𝑄𝑄𝑎𝑎𝑎𝑎𝑎𝑎  =  𝑄𝑄𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒. (2) 

The rate of produced vapour 𝑚𝑚𝑒𝑒̇  can be calculated based on the 
evaporation heat and the latent heat of evaporation ℎ𝑓𝑓𝑓𝑓 at a given 
water temperature using Steam Tables [29]. 

 𝑚𝑚𝑒𝑒 =̇  𝑄𝑄𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒./ℎ𝑓𝑓𝑓𝑓 (3) 

Secondly, the thermal resistance network between the fluids (water 
film and ambient) and the transmission surface (aluminium 
condenser) is used to calculate a removed heat 𝑄𝑄𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟.  .The 
removed heat is a heat released when the vapour condenses to form 
a water film. It is a function of overall convective heat transfer 
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coefficient ℎ𝑐𝑐 , condenser surface area (𝐴𝐴𝑐𝑐  = 0.081 m2) and the 
temperature difference between the water film 𝑇𝑇𝑓𝑓 (It is a very thin 
layer of condensed water as shown in Figure 2b) and the condenser 
surface 𝑇𝑇𝑠𝑠. 

 𝑄𝑄𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟. =  ℎ𝑐𝑐  𝐴𝐴𝑐𝑐  (𝑇𝑇𝑓𝑓 −  𝑇𝑇𝑠𝑠) (4) 

 ℎ𝑐𝑐 = 1/( 1
ℎ𝑓𝑓

+ 𝐿𝐿
𝑘𝑘𝐴𝐴𝐴𝐴

+ 1
ℎ𝑎𝑎

) (5) 

where ℎ𝑓𝑓 is the water film heat transfer coefficient which is 
assumed 100 W/m2 K (the water film at slow velocity and free 
convection in the system),  ℎ𝑎𝑎  is the ambient heat transfer 
coefficient which is assumed 10 W/m2 K and 𝑘𝑘𝐴𝐴𝐿𝐿  is the thermal 
conductivity of the aluminium condenser which is assumed 205 
W/m. K [30]. The temperature of the water film is calculated as an 
average between the vapour 𝑇𝑇𝑒𝑒  and the condenser surface 
temperatures [31]. 

 𝑇𝑇𝑓𝑓 = (𝑇𝑇𝑒𝑒 + 𝑇𝑇𝑠𝑠)/2 (6) 

Thirdly, heat flow through the thermoelectric module is 
determined by the principles of thermoelectrics under Peltier mode 
[32]. The absorbed heat 𝑄𝑄𝑐𝑐  at the cold side of the thermoelectric 
module is: 

 𝑄𝑄𝑐𝑐 = 𝛼𝛼 𝐼𝐼 𝑇𝑇𝑐𝑐 − 𝐾𝐾(𝑇𝑇ℎ − 𝑇𝑇𝑐𝑐) − 0.5𝑅𝑅𝐼𝐼2 (7) 

where α is the Seebeck coefficient of thermoelectric module 
(assumed to be 0.02 V/K and remains unchanged), I is a DC 
electric current supply to the thermoelectric module, (𝑇𝑇ℎ − 𝑇𝑇𝑐𝑐) is 
the temperature difference between the hot and cold sides of the 
module (see Figure 2c), K is the thermal conductance of the 
module (assumed to be 0.1 W/K) and R is the electric resistance of 
the thermoelectric module (measured value = 0.152 Ω). The first, 
second and third terms of the right side of Eq. (7) describe the 
Peltier heat at the cold side of the module, Fourier heat conduction 
and Joule heating, respectively.  

The heat balance between the removed heat, the absorbed heat 
and losses can be expressed as: 

 𝑄𝑄𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎. = 𝑄𝑄𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟. −  𝑄𝑄𝑐𝑐 − 𝑄𝑄𝑙𝑙𝑟𝑟𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠    (8) 

where 𝑄𝑄𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎. is the condensation heat which is the net amount 
of heat for water condensation and 𝑄𝑄𝑙𝑙𝑟𝑟𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠 is the heat losses from 
the condenser surface to the surrounding. The heat losses is 
calculated based on the temperature difference between the 
condenser and the ambient  𝑇𝑇𝑎𝑎 , the convection heat transfer 
coefficient of the ambient and the area of the condenser surface: 

 𝑄𝑄𝑙𝑙𝑟𝑟𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠 = ℎ𝑎𝑎 𝐴𝐴𝑐𝑐 (𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎) (9) 

The rate of the water condensation can then be calculated based 
on the condensation heat and the latent heat of condensation  𝐿𝐿𝑓𝑓𝑓𝑓 
at the water film temperature using Steam Tables [29]. 

 𝑚𝑚𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎.̇ = 𝑄𝑄𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎. 𝐿𝐿𝑓𝑓𝑓𝑓⁄  (10) 

Finally, it is important to calculate the coefficient of performance 
of the system COP, which is a ratio of the useful cooling provided 
(condensation heat) to the power required (the total power input to 
the system 𝑃𝑃𝑡𝑡𝑟𝑟𝑡𝑡𝑎𝑎𝑙𝑙). 

 𝐶𝐶𝐶𝐶𝑃𝑃 = 𝑄𝑄𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎./𝑃𝑃𝑡𝑡𝑟𝑟𝑡𝑡𝑎𝑎𝑙𝑙  (11) 

4. Experimental Setup 

A simplified thermoelectric distillation system was designed 
and constructed as shown in Figure 3a and b, which consists of an 
Aluminium condenser chamber, a thermoelectric module, a water 
heat exchanger, a constant temperature water bath and two variable 
power supplies.  

 
Figure 3. a) Aluminium condenser chamber and b) The experiment setup. 

The condenser was fabricated using aluminium sheet (1.5 mm 
thickness). It was placed on the top of the water bath. One 
thermoelectric module (4 cm x 4 cm) was used in this study. The 
water bath and the module were powered by variable power 
supplies. Cold water was circulated through the water heat 
exchanger to release the absorbed heat of the module. For effective 
heat transfer rate, a heat sink compound was used to paste the hot 
and the cold sides of the module to the water heat exchanger and 
the condenser, respectively.  

Five thermocouples were placed at five different positions in 
the system to measure the temperatures of the air, vapour, 
condenser surface and hot and cold sides. The water production 
was collected and measured every 10 minutes. To examine the 
experiments more precisely, specifications of the components used 
in the experiments, together with the module properties and 
manufacturers information are listed in Table 1. Accuracies, 
ranges and standard uncertainty of measured instruments are listed 
in Table 2. 

Table 1. Properties of the components used in the experiments. 

Component Properties Model / Supplier 

Thermoelectric 
Module 

Area: 40 x 40 mm2  
Thickness: 3.3 mm Current = 
8.5 A and Voltage = 15.4 V 

CP-14-127-045 

Laird 
Technologies 

Water Bath Fluid Temperature = -30 – 
150 oC, Tank Size = 24 L, 
Voltage = 115 V and Current = 
11.5 A 

GP-300 

NESLAB 
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Table 2. Accuracies, ranges and standard uncertainty of the measurement 
instrumentations. 

Instrument Accuracy Range Standard 
uncertainty 

Thermocouple (type 
K) 

0.1 oC -75 - 250 oC 0.06 oC 

Thermometer Fluke 52 0.05 oC -200 – 1372 oC 0.03 oC 

Thermometer RS 206 0.1 oC -100 – 1000 oC 0.05 oC 

Weir 423 power 
supply 

0.01 V 

0.002 A 

0-15 V 

0-2 A 

0.006 V 

0.001 A 

Portable variable 
transformer 
CMCTV10 

0.01 V 

0.02 A 

0-300 V 

0-10 A 

0.005 V 

0.01 A 

5. Results and Analyses 

The experiments have been conducted at constant water flow 
rate through the water heat exchanger. The thermoelectric module 
was powered at constant voltage of 10 V and current of 2 A. In all 
experiments, the water production from the system is equalized 
the water condensation. All experiments were repeated three 
times for accuracy under steady state operation. 

5.1. Water Production at Different Water Temperatures 

Figure 4 shows the water production at different water 
temperatures under one-hour system operation, with and without 
using thermoelectric module for cooling process (without using 
TE module means using a cold water in the water heat exchanger 
for cooling process). The water production was increased when 
the water temperatures increased from 40 oC to 70 oC. It can be 
seen also from the Figure that the water production was enhanced 
twice when using the thermoelectric module for cooling. 

 
Figure 4. Water production under one-hour system operation at different water 
temperatures. 

5.2. Distillation System at Constant Water Temperature 

These experiments have been conducted at constant water 
temperature 50 oC. This temperature was chosen to study as an 
average of the maximum range of the water temperatures in solar 
stills due to the solar irradiation in Middle East in summer (45 oC 
– 55 oC) [33-36]. For steady state operation, the water bath was 

powered at constant voltage of 40 V and current of 0.25 A in order 
to keep water temperature at 50 oC. The thermoelectric module 
was also powered at constant voltage of 10 V and current of 2 A 
in order to keep the cold side temperature of the module at 28 oC. 
Therefore, the evaporation heat, the absorbed heat and the total 
input power to the system are constant. 

5.2.1 Water Production Reliability 

Figure 5 shows the water production after three hours of the 
thermoelectric system operation. It can be seen from the figure 
that the water production was approximately constant with time 
which confirms the condensation heat was also constant. 

 
Figure 5. Water production after three hours thermoelectric system operation. 

5.2.2 Thermal Behaviour of the System Components 
 

Five different temperatures were measured in the water 
distillation system during the first hour of thermoelectric 
operation. The temperatures including; the condenser surface, 
vapour, ambient, hot and cold sides of the thermoelectric module. 
It was noticed that all temperatures except the ambient have same 
behaviour with time as shown in Figure 6.  

 
Figure 6. Temperatures variation of the system components. 

It was found that the cold side temperature was lower than 
the condenser surface temperature which indicates that the 
thermoelectric module was provided cooling to the condenser. 
The temperature difference between the hot and cold sides of the 
thermoelectric module was small which means that the 
thermoelectric module pumped properly the heat from the 
condenser chamber to the water heat exchanger. At the beginning 
of the experiments, there was a decrease of the temperatures of 
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the condenser, the hot and cold sides because of the response of 
the thermoelectric operation. After 10 minutes of the 
thermoelectric system operation, the temperatures were remained 
approximately constant. 

5.2.3 Validation with the Experimental Data 
 

Figure 7 shows the theoretical and experimental amount of 
water production during the first hour of thermoelectric system 
operation. The water condensation rate was calculated 
theoretically using equation (10) at constant latent heat of 
condensation (at 37.3 oC water film temperature). The water 
production rate (condensed and collected in the system) was 
measured experimentally every 10 minutes. The theoretical model 
predicts well the rate of water production with reasonable 
agreement. There is a slight difference between the experimental 
and calculated theoretical values and this is due to losses during 
the evaporation and condensation process. 

 
Figure 7. Water production validation with the experimental data. 

5.2.4 Percentage of the Beneficial Heat for Water Production 
 

 
Figure 8. The percentage of the beneficial heat in the system. 

Figure 8 shows the heat analysis in the water distillation 
system under steady state operation. It can be seen that the 
percentage of the beneficial heat, which is used for the water 
production, was about 91% based on equation (2) and equation 
(8), while the percentage of the heat losses to the surroundings 
was about 9% based on equation (9). The coefficient of 
performance of the system was 0.3 based on equation (11) under 
one-hour thermoelectric system operation. 

5.2.5 Equilibrium between Evaporation and Condensation Rates 
 

The rate of evaporation is dependent on the surface area of 
the water-vapour interface and the water temperature. When these 
factors remain constant, the rate of evaporation will be constant. 
As well as, the rate of condensation is dependent on the surface 
area of the condenser and the temperature of condenser (which is 
entirely dependent on the temperature of the cold side of the 
thermoelectric module). When these three factors are constant, the 
rate of condensation will be constant. 

Figure 9 shows the evaporation and condensation rates for 
one-hour system operation at different cold side temperature 
based on equation (3) and equation (10), respectively. The 
evaporation rate was maintained steady at constant heat added 
(10W) and water temperature (50 oC). When the cold side 
temperature of the module was decreased from 28 oC to 22 oC by 
increased the current supply to the module from 2 A to 3 A, there 
was a continual increase in the condensation rate.  

 
Figure 9. Equilibrium between evaporation and condensation rates. 

 
Figure 10. Heat transfer analyses of the system. 

The rates of the evaporation and condensation became 
approximately equilibrium at 22 oC cold side temperature and 50 
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oC water temperature. When the current supply increased to 3.5 A 
(19 oC cold side temperature), the condensation rate was 
decreased with increasing the absorbed heat at the cold side of the 
thermoelectric module. However, in this case, the cooling was 
excess.  

Based on the results in Figure 9, the heat transfer analyses of 
the water distillation system is shown in Figure 10. As a 
conclusion, these results show that the heat involved in the 
evaporation and condensation processes are an important 
consideration in the design of an effective distillation system. 

6. Conclusions 

This study has been investigated to apply the law of 
conservation of energy to a water distillation system using a 
thermoelectric module. A theoretical model has been developed to 
predict the rates of the evaporation and condensation. The 
theoretical analysis of the heat required for evaporation and 
condensation processes in the thermoelectric water distillation 
system was carried out to assist in design of high performance 
thermal distillation system. This analysis is an effective tool for 
energy saving issues. A prototype distillation system integrated 
with one thermoelectric module was designed and fabricated to 
measure the rates of the evaporation and condensation under one-
hour steady state. The results show that there is a reasonable 
agreement between the theoretical model and the experimental 
data, the percentage of the beneficial heat for the water production 
was about 91% and the rates of the evaporation and condensation 
became approximately equilibrium at 22 oC cold side temperature 
and 50 oC water temperature. 
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The contemporary electrical power systems (EPS) impose increased requirements for the 
functionality of the protection systems. The necessity of improved EPS stability is in some 
extent resulting of the increased integration of renewable sources of electrical energy. The 
future grid development gives perspective for connection of more converter based 
generations. The power electronic schemes and associated functional requirements impose 
necessity of high speed, sensitive, selective and reliable operation of the protection devices. 
These requirements have always been target of the protection equipment producers and grid 
operators. The electronic converting schemes specifics impose these requirements for the 
protection devices in more straightened way, as the converter connected generator may need 
to trip in shorter time than classical machine generator. In the article is presented a 
generalized overview of some of the characteristics of the digital “relay” protection devices, 
and approach for device selection is proposed. Investment planning may utilize such 
approach in order to have an optimal design from financial point of view. 
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1 Introduction 

During the last decades the protection systems went through 
extensive technological advance. Practically the term “relay 
protection” becomes a bit obsolete, or depicting only the particular 
sector of automation of the EPS. There is a sustainable tendency 
more converter based generations to be grid connected [1]. Several 
cases of severe black-outs [2,3,4,5] imposed increased 
requirements in respect to EPS protection. The results of post-fault 
analysis for such events indicated, that normative documents in 
many countries were in some extent obsolete. In result many new 
rules and design principles were adopted to enhance the EPS 
stability, power quality improvement of operation and 
maintenance flexibility [6,7]. Cyber security is also an important 
issue for the contemporary EPS automation schemes, and in result 
of the tendency for transfer to digital technologies, this problem 
will stand for the future as well [9,10,11]. The electrical/electronic 
equipment vulnerability to other natural phenomena like extreme 
solar activity [10] also imposes challenges for the protection 
systems. “Magnetic storms/solar protuberances” have already 
impacted the operation of EPS protection and control systems 

[10]. The protection devices recordings for fault events can be a 
valuable source of data for the analysis of the pre-history and 
consequences of the event [8,9,12]. 

The functionality of the “relay” protection systems can be 
observed from different aspects. The optimal design solution for 
particular scheme of protection system can be estimated by 
different indices as functional applicability, reliability, 
compatibility with site conditions, maintenance, MMI (Man-
Machine Interface) specifics, etc. 

In order to achieve an optimal selection of protection 
devices / IEDs for particular application, object of interest is the 
characterizing criteria to be systematized and evaluated with 
“structured” approach. First of all such approach can help to create 
a “template form” for estimation equipment compliance with 
user’s requirements. The elaboration of such approach may also 
ease the selection of equipment out of several alternatives. If 
preliminary set of requirements / criteria for protection equipment 
selection (or protection and control) is available, it can be 
systematized in groups with the respective listed characteristics. 

The paper is based on study of 5 different vendors of digital 
protection devices / IEDs. All studied devices were tested for 
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functional behavior: fault conditions were simulated, connected to 
PC with firmware for data transfer of settings, logs of events 
analyzed, etc. The samples of equipment were analyzed in 
laboratory conditions. 

Each of the protection device characteristics can be assigned to 
a more generalized group, and in such manner they can be 
presented as: 

1) Operational principle, functional applicability, applicability 
for the particular object (scheme); 

2) Compliance with the respective standards, state /grid 
operator, utility/ requirements, and client’s specific rules; 

3) Reliability indices; 
4) Self-test function, level of self-test, self-test signaling; 
5) Overall construction – general characteristics; 
6) Overall construction – internal structure; 
7) Overall construction – set of functions (electrical, 

technological protections); 
8) Intelligent Electronic Devices (IED) characteristics; 
9) Installation location conditions compatibility; 
10) Compatibility with power supply; 
11) Compatibility with peripheral devices; 
12) Firmware (software); 
13) Man – machine interface (MMI) characteristics; 
14) Interfaces to other systems; 
15) Service time, without necessity of maintenance / servicing; 
16) Data / event registration; “oscillographic” recorder functions 

/wave form records/; 
17) Functionality to operate in centralized/decentralized systems 

for protection and control; 
18) Functionality to receive (and redistribute) centralized 

synchronization; 
19) Functionality to provide functions for Wide Area Protection 

(WAP), grid (EPS) level protection functions (load shedding, 
etc.); 

20) Functionality for control of commutation apparatus, 
interlocking between devices, etc.;  

21) Modular design, options for upgrade and extension; 
22) Service life, guaranteed under the specified operating 

conditions; 
23) Guaranteed period for service, procurement of spare parts, 

firmware update / support; 
24) Unauthorized access protection; 
25) References for application, other; 
26) Financial aspects. 

2 Proposed method for estimation of digital protection 
devices applicability 

In result of study on the vendors proposed devices, the required 
characteristics and protection devices specifics by 
users / regulations, generalization was made. The above listed 
general characteristics (1-26) do not cover all possible categories 
to estimate the devices specifics. They are presented as general list 
of IED functionality features, but not pretending to envelope in 
completeness all applicable characteristics. The qualitative 
estimation of the level of fulfillment of the designer / investor 
requirements for each characteristic can be ranked as: 

 }0{ ii re ÷= , (1) 
where ri is the maximal ranking for each characteristic. For the 

presented example list of 26 groups of generalized characteristics, 
for each group the value 𝐸𝐸𝑐𝑐 can be calculated. It can be calculated 
on basis of the sum of score ranking points 𝑒𝑒𝑖𝑖 for each sub-
characteristic pertaining to the respective group: 

 ∑
=

=
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where n is the number of grouped “sub-characteristics”. 

For equipment evaluation based on 26 generalized characterizing 
features, can be written: 

 ∑
=

=
m

j
jcS EE

1
, (3) 

Where m for the presented set of characteristic groups is 26. 

In Table 1 is presented the set of characteristic groups, detailed 
in sub-characteristics. In the presented proposal for protection 
equipment estimation 26 groups are included, but definitely this 
number can be extended or limited in respect to the needed range. 
In the right column are presented the maximal ranking points, 
giving options to estimate the 100% criteria fulfillment. For 
“fulfillment” is assumed the operator’s requirement, 
accomplishment to achieve the needed protection device 
functionality. 

 Table 1 IED set of characteristic groups 
N Characteristic (group of characterizing 

parameters) / Sub-characteristics 
Ec/ri 

1 Operational principle, functional applicability, 
applicability by particular object (scheme) 

100 

 • Correspondence of the set of functions to 
the protected object 

25 

 • Completeness of the set of functions in 
respect to the necessary full set 

25 

 • Applicability of the specific operational 
principle to the object. Amicability for the 
range of variation of the operating values. 

25 

 • Applicability of the device to the particular 
technical parameters of the interfacing 
connections 

25 

2 Compliance with the respective standards and 
regulations, state requirements /EPS operator 
(TSO), utility/ and client’s specific rules 

100 

 • Compliance with applicable international 
standards and regulations 

50 

 • Compliance with applicable national / 
client norms, rules and standards 

50 

3 Reliability indices 200 
 • MTTF (Mean Time To Failure) 25 
 • MTBF (Mean Time Between Failures) 25 
 • MTTR (Mean Time To Repair) 25 
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N Characteristic (group of characterizing 
parameters) / Sub-characteristics 

Ec/ri 

 • MTTDF (Mean Time To Detect Failure) 
/related also to self-test, annunciation/ 

25 

 • POFTT (Probability of Fail to Trip) /can be 
calculated on probabilistic basis, as 
internally blocked by self-test relay may 
fail to clear fault/ 

100* 

4 Self-test function, level of self-test, self-test 
signaling 

100 

 • General hardware self-test 30 
 • Data processing self-test 25 
 • Peripheral analog signal circuits self-test / 

diagnostics 
25 

 • External circuit supervision (trip, 
measurement circuit, etc.) / diagnostics 

20 

5 Overall construction – general characteristics 120 
 • Compatibility of the hardware construction 

to intended place of installation 
35 

 • Degree of protection (IP) of casing / 
peripheral units / terminal strips 
applicability 

20 

 • Stability of operating parameters in respect 
to ambient conditions ranges 

20 

 • Electromagnetic compatibility 20 
 • Seismic qualification 15 
 • Thermal requirements / necessity of forced 

ventilation / cooling, preheating etc. 
10 

6 Overall construction – internal structure 140 
 • Internal structure organization. Processing 

boards (CPUs) number. Task managing for 
calculation / operational memory optimal 
resource utilization.  

20 

 • Internal bus - type, parameters, 
expandability. 

20 

 • Available type of peripheral boards, 
parameters, interchangeability 

10 

 • Processor(s) type, speed, productivity 10 
 • Bit range of the data bus 10 
 • Operational memory (RAM), type, 

installed capacity, maximal size 
10 

 • Absence of rotating parts in forced cooling 
for CPU/other ICs 

10 

 • ADC resolution 10 
 • Signal processor /type, characteristics/ 10 
 • Sampling rate of the measured quantities 10 
 • Non-volatile support for memory / data 

back-up in case of power interruption 
10 

 • EEPROM (flash memory) for data 
recording / SSD 

10 

7 Overall construction – set of functions 
(electrical, technological protections) 

20 

 • Options for adding (activation) of 
additional functions 

10 

 • Back-up functions 10 
8 Intelligent Electronic Devices characteristics 100 
 • IED class device functionality 100 

N Characteristic (group of characterizing 
parameters) / Sub-characteristics 

Ec/ri 

9 Installation location conditions compatibility 100 
 • Operability in the ambient conditions: 

EMC, altitude, humidity, temp. range, etc. 
100 

10 Compatibility with power supply 60 
 • Power supply ratings (voltage, type of 

voltage, range) 
20 

 • Power consumption 20 
 • Internal power supply redundancy 20 
11 Compatibility with peripheral devices 100 
 • Measurement (instrumental) transformers 

cores load 
20 

 • Availability and compatibility of the analog 
I/Os 

20 

 • Availability and compatibility of the 
discrete I/Os 

20 

 • Ratings of the input parameters values, 
options for software adjustment 

10 

 • Analog inputs range and compatibility 10 
 • Permissible tolerances of the measurement 

(instrumental) tr-s 
10 

 • Options for alternative sensors detachment 
(“non-classical” voltage/current, etc. 
measurement) 

10 

12 Firmware (software) 100 
 • Software for IED configuration, option(s) 

for preliminary configuration of all settings 
(“online” and “off-line”), configuration 
settings in a file, to be uploaded in IED(s). 

30 

 • Graphical presentation (visualization) of 
the characteristics of the protection 
functions adjustment 

20 

 • Functionality for recordings of events, 
“oscillographic” records, time stamping. 

20 

 • Options for upgrade, expanding and 
compatibility with other versions. 

10 

 • Compatibility of the software with OSs for 
PCs. 

10 

 • Option to operate with the particular 
language / alphabet. 

10 

13 Man – machine interface (MMI) characteristics 60 
 • Display for visualization – type, 

characteristics (LCD, TFT, LED, …) 
(backlight) 

10 

 • Signaling LEDs – number, configuration 
options. Self-test status LED. 

10 

 • Control buttons (number, ergonomic, 
durability) 

10 

 • Interfaces for the operator (Ethernet, USB, 
RS232, RS485) 

10 

 • Protection device operation status indicator 
(in service / internal fault, etc.) 

10 

 • Option to operate with the particular 
language / alphabet 

10 

14 Interfaces to other systems 60 
 • Ethernet 20 
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N Characteristic (group of characterizing 
parameters) / Sub-characteristics 

Ec/ri 

 • Optical 20 
 • RS232, RS485 10 
 • Other 10 
15 Service time, without necessity of maintenance 

/ servicing 
50 

 • Not necessary to perform periodic 
maintenance (or for particular time 
interval) 

20 

 • Not necessary to perform periodic test of 
adjustments (or for particular time interval) 

10 

 • Not necessary to perform periodic cleaning 
of some components /or for particular time 
interval/ 

10 

 • Period of service, after which some 
components have to be changed – internal 
battery, surge arresters, filter capacitors in 
power supply unit, air filters, fans, etc. 

10 

16 Data / event registration; “oscillographic” 
recorder functions 

70 

 • Options for registration (recording) of data 30 
 • Number of signals being recorded as 

separate channels 
10 

 • Number of records which can be stored 10 
 • Records resolution (density of sampling 

points) 
10 

 • Options for visualization and analysis of 
the recorded data, supporting software tools 

10 

17 Functionality to operate in 
centralized/decentralized systems for 
protection and control 

60 

 • IEC 61850 compatibility (IEC 61870, etc.) 60 
18 Functionality to receive (and redistribute) 

centralized synchronization (GPS / IRIG-B, 
other applicable master synchronization 
signals) 

30 

 • Functionality to connect to common – site 
data exchange systems 

10 

 • Functionality to connect to common – site 
synchronization system 

10 

 • Functionality to connect to global 
synchronization (GPS, other) 

10 

19 Functionality to provide functions for Wide 
Area Protection (WAP). EPS (Grid) level 
protection functions; 

40 

 • Protection functions for local measures to 
achieve global EPS stability improvement, 
limitation of the extension of fault 
processes and unacceptable modes of 
operation 

10 

 • Functionality for participation in Wide 
Area Protection (WAP) 

10 

 • Functionality for participation in Wide 
Area Measurement System (WAMS) 

10 

 • Functionality to receive / generate / 
transmit signals for anticipated response 

10 

N Characteristic (group of characterizing 
parameters) / Sub-characteristics 

Ec/ri 

20 Functionality for control of commutation 
apparatus, interlocking between devices, etc. 

100 

 • Functionality to replace or duplicate the 
conventional relay/contact based 
interlocking schemes with “fail-safe” 
guaranteed design 

100 

21 Modular design, options for upgrade and 
extension 

20 

 • Availability of spare analog / discrete 
inputs. Optional functionality to integrate 
signals from technological measurement 
system (I&C) 

10 

 • Compatibility between protection devices 
from different generations (versions). 
Similarity in the adjustment and 
maintenance principles.  

5 

 • Availability of internal bus, which allows 
adding additional expansion modules 

5 

22 Service life, guaranteed under the specified 
operating conditions 

50 

 • Service life, guaranteed by the producer at 
rated operating conditions, limiting 
conditions 

40 

 • Shelf life, storage conditions 10 
23 Guaranteed period for service, procurement of 

spare parts, firmware update / support 
40 

 • Period of provided maintenance 10 
 • Period of provided spare parts 10 
 • Possibility modules to be replaced /repaired 

on-site 
10 

 • Possibility modules to be replaced /repaired 
in factory 

10 

24 Unauthorized access protection 100 
 • Protection against unauthorized access, 

options for different levels of access, cyber 
security aspects 

100 

25 Financial aspects 30 
 • Cost of equipment 10 
 • Relative cost of the protection equipment in 

respect to protected object 
10 

 • Maintenance cost 10 
26 References for application, other 50 
 • References for positive operational 

experience, other non-technical aspects 
50 

 Total maximal rating points, Es 2000 

* The reliability indices can be adapted in dependence of the 
particular application / data available. 

The importance of the presented above protection device 
characteristics depends on the particular case of implementation. 
If “weighting coefficients” are used as multipliers for each group 
of parameters, they can have different relative distribution of the 
ranking values. In some cases not the devices themselves, but the 
accessories and the software (firmware) can have a decisive 
importance. The software is a key feature for the client in some  
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cases. Some companies offer free firmware (for settings, 
download of records, etc.), some companies offer it as additional 
option, not free of charge. There are specific occasions, where 
even a single feature can be a serious obstacle for proper handling 
of the device: for instance – the device may comply with almost 
all requirements, but if there is no option for particular language – 
this could be a critical obstacle for implementation. Some IED 
producers require payment for the software or part of the software 
functions. If these expenses are not counted in the “grand total” 
for protection device / system procurement, the financial 
comparison of possible options won’t be precise. Depending on 
the scope of functionality, different software require different 
computing resources. Some firmware products are supplied to 
support wide spectrum of devices, but the software complexity can 
cause slow data transfer, inconvenience during work and extended 
requirements for PC resources. It is relatively common practice the 
vendor companies to provide basic operating platform, and the 
respective software modules for the particular type of protection 
devices (connectivity packages, product specific libraries) shall be 
additionally installed. 

The software itself can provide different approaches for  

handling of the data, visualization screens, etc. The practice 
shows, that the software which provides informative and clear 
graphical presentation of the device settings facilitates the work 
process and reduces the probability for commissioning 
specialist / operational personnel mistakes. 

3 Theoretical results 

The scope of criteria presented in Table 1 gives a total maximal 
“rating” of 2000 points. The distribution of the ranking points 
between the respective sub-groups shall be revised for a particular 
case. The specifics of a particular project may impose some 
features of the selected devices to be more important in conditions 
of particular application. The content of the set of criteria may also 
vary. 

In order to achieve realistic results by utilization of the 
proposed approach, it is important to have in mind not only the 
“quantity” of ranking points in general, but the balance between 
the accomplishments of the requirements by each position in 
general. Figuratively, this means that an option for device 
configuration can have a higher general score than other, but due

 

Figure 1. Example for comparison of hypothetical options for protection devices selection. 
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to the facts that some criteria are maximally covered and other 
are not covered at all. Additional coefficients can be added in order 
to estimate the distribution of the values between the groups. 

In Fig. 1 is presented an example for “application” of the 
proposed approach for estimation of digital protection devices 
applicability on basis of multiple characterizing parameters, based 
on two variants: “Variant 1” and “Variant 2”. The “grand total” 
score for Variant 1 is 89.42% and for Variant 2 - 92.7%. By 
absolute values – “Variant 2” shall be preferred. If a “threshold 
level” of 50% accomplishment is assumed, the screening of the 
individual groups of characteristics scoring indicates that for 
selection criteria N 13 - “Variant 2” fails with 40% 
accomplishment. 

The systematized in such manner criteria based on the 
characteristics of the protection devices (or systems) can be used 
in two aspects: 

• Estimation for equipment compliance to predefined 
requirements. The presence of particular feature of the 
protection device and/or compliance of the required 
parameter(s) brings the respective estimation (analysis of 
compliance) ranking points. After estimation of all of the 
features is formed a general (total) sum of ranking points (Es) 
is calculated. The sum of ranking points can be used as overall 
estimated criteria for the compliance of the respective device 
(system) with the preliminary defined criteria. 

• Comparison of two (or more) options. The estimation can be 
made as every characteristic of the different optional types of 
equipment is compared to reference criteria. Possible approach 
is also to proceed with mutual comparison of the optional 
equipment characteristics. This approach can support the 
selection of optimal variant for protection devices (systems). 

Some characteristics can be detailed further in the aspects of 
functionality to receive / generate / transmit signals for anticipated 
response. In case of occurrence of faults or other unacceptable 
processes, such functionality can help reducing the spread of 
disturbance in the EPS. Channels for accelerated processing of 
data for anticipated signals from local / remote power generations, 
priority dispatching centers communication, priority technological 
signals from the control systems of large concentrated power 
generations can be used. This option is related to the control 
systems of the respective objects as well. 

Some of the protection devices design related features shall be 
estimated for a “period in the future”, covering the expected 
service time. The presence of elements with rotation components 
like cooling fans, HDDs, can shorten the service life and/or 
impede the necessity of servicing. Typically the “relay protection” 
system do not have such elements, but indirectly they can depend 
on the operation of cabinet ventilation/cooling, power supply 
units, common SCADA servers, etc. The life span of built-in 
batteries for real-time clock and other back-up functions can also 
impose limitations on long-term operation of the electronic 
devices. 

Some of the listed functionalities for protection devices 
practically are not applicable for electromechanical and solid-state 
devices. Eventual comparison between electromechanical and 
microprocessor devices is applicable only for specific cases. 

4 Conclusions 

The proposed approach for estimation of digital protection 
devices applicability on basis of multiple characterizing 
parameters can be used for comparison of alternative options of 
protection schemes. 

The proposed set of criteria for IED applicability estimation, if 
intended for practical application, shall be “tailored” to the 
particular grid /grid operator/ utility operator specifics. Some 
advanced grid protection techniques like application of Phasor 
Measurement Units (PMU) are still not adopted in many regions, 
but the swift technology development indicates positive tendency 
[13]. Such functionality can also be included in the “extended 
version” of the example given in Table 1. The balanced and 
perspective designed protection systems will reduce a lot of 
problems like black-outs, power interruptions, power quality 
indices, etc. It shall be counted, that applying more sophisticated 
equipment imposes the necessity of increased installation, 
maintenance and equipment physical protection practices [14]. 

On the basis of such approach a procedure can be developed 
for both technical and economical evaluation of equipment 
applicability [15]. The proposed frame of criteria (the included in 
Table 1 characteristics) is based on some of the basic 
characteristics of the IEDs/protection devices. Extending the 
scope of criteria may lead to sophisticated ranking approach for 
detailed review of the characteristics of high technological 
products. In the scope of criteria the respective relevant 
IEC/EN/IEEE standards can be included [16,17]. 

Such approach may support the selection of optimal 
components for protection system and in the same time to give a 
sound justification of the selection [18]. If protection devices are 
selected on the basis of compromise-their limited functionality, 
insufficient options for upgrade, software limitations, etc., may 
impose shortages for the operation, maintenance and enhancing 
the system functionality in the future. 
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 This paper is the extended reflection of work originally presented in conference of 
Electrical, Computer and Communication Engineering (ECCE)-CUET 2017, entitled 
“Automated Anti Collision System for Automobiles”. Automated collision avoidance system 
is a trending technology of science in automobile engineering. The aim of this paper is to 
design a system which will prevent collision from the front as well as the back for 
automobiles. This paper gives an overview of secure and smooth journey of car (vehicles) 
as well as the certainty of human life. This system is controlled by microcontroller 
ATMEGA32. Two Sharp distance sensors are used to detect object within the danger range 
where one is for front detection and other is for back detection. A crystal oscillator is used 
to produce the oscillation and generates the clock pulse of the microcontroller. An LCD 
and a GLCD are used to give information about the safe distance for front and rear 
respectively, and a buzzer is used as alarm. An actuator is used as automatic brake and 
inside the actuator there is a motor driver that runs the actuator. For coding “microC PRO 
for PIC” is used and “Proteus Design Suite Version 8 Software” is used for simulation. 
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1. Introduction 

All of the greatest achievement of the science, automobile is 
the most probably the one, which significantly changed human life. 
A collision avoidance system is a current emerging technology in 
the field of automobile. It is also known as pre-crash system, 
forward collision warning system or collision mitigating or car 
anti-collision system. An automated car anti-collision system is an 
automobile safety system design to reduce the accidents as road 
traffic accidents are the largest cause of injury-related deaths 
worldwide .When driver himself is not concentrating on driving or 
any other parameters, that time it may cause damage to vehicle 
(car) as well as a life, that time automated ant-car collision device 
can play an effective role regarding the danger ahead. An 
automated anti-collision system device is placed within a car to 
warn its driver of any dangers that may lie ahead on the road. Once 
the detection is done this system either provide a warning to the 
driver when there is an imminent collision or take action 
autonomously without any driver command (by braking or steering 
both). This system runs by microcontroller that detects obstacle 
with speed sensor and stops the vehicle by giving instruction to the 
actuator. [1]. 

2. Literature Review  

In 2003, Honda introduced the first pre-crash system with 
autonomous braking. In 2003 Toyota added an “automatic partial 
pre-crash braking system” to the Celsior36. In 2006 Audi 
introduced "Braking guard" radar-assisted forward collision 
warning on AudiQ7. But these could not put a satisfactory 
performance. These all were not fully automated. In 2009, the U.S. 
National Highway Traffic Safety Administration (NHTSA) had 
begun studying to make frontal collision warning systems and lane 
departure warning systems. In 2012 a research by the Insurance 
Institute for Highway Safety examined how particular features of 
crash-avoidance systems affected the number of claims under 
various forms of insurance coverage. This indicates that two crash-
avoidance features provide the biggest benefits; these are (a) 
autonomous braking that would brake on its own when the driver 
would not alert to avoid a forward collision and (b) adaptive 
headlights that would shift the headlights in the direction to the 
driver steers. At the circa 2012 stage of development, it has found 
from this research that lane departure systems is not helpful and 
perhaps harmful. Periodically anti-car collision features are rapidly 
making their way into the new vehicle fleet. Many car companies 
like BMW, Audi, Mercedes- Benz , Ford, Toyota, Volvo 
developed vehicle collision avoidance system from 2003-2009, but 
not necessarily they were all time effective.[1] Few years back, 
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some research were carried out on car anti-collision system device 
using ad hoc wireless network, V2V communication, GPS and 
radar implementation but all this effort were informatory in type 
which would give signal to the driver or produced some buzzes or 
sounds only but finally action would be taken by the driver own 
self in which there were quite chances of the collision. [2] Since 
the emergence of mechanical vehicles, road safety has been a 
major concern, the automated anti-car collision system has gained 
increasing attention in the last three years. As a result, various 
automated anti car collision system have originated for assuring 
safety than the existing system. Research of the Queensland 
department of Transport and Main Roads has revealed that 
installation of anti-collision technology could reduce 20 to 40 
percent in terms of number and severity of fatal crashes and 30-50 
percent of all injuries. Thus it is the main aim to ensure the safety 
of human life during the collision, the U.S National High Way 
Traffic Safety Administration has decided to make the pre-crash 
system mandatory for vehicles. In similar way all new vehicles in 
Europe will have advanced emergency automated braking system 
installed by November,2015. A group of automakers and suppliers 
companies including General Motor(GM), Ford Motor, Nissan 
Motor are doing research of this automated vehicles collision 
avoidance system at the University of Michigan. General Motor 
company has a plan to install this automated vehicles avoidance 
system in their cars by next two years. Toyota has already given 
an official announcement that they are going to give this automated 
vehicles avoidance system in their Toyota and Lexus models by 
2017. On the other hand, BMW has already introduced satisfactory 
and effective anti-car collision system on BMW 7series in 2012. 
Volvo company has launched this system in Volvo FH by February 
2013. Also car company Renault introduced automated active 
braking system on Renault EspaceV, in October 2014 as well as 
Volkswagen Passat introduced too on Volkswagen Passat/B8 in 
2014. [2] [3] Today, automated anti car collision system generally 
has camera sensor, distance sensor, actuator, buzzer to detect and 
warn the drivers of any danger lie ahead on the road, it could be a 
car, human, pedestrian or any stationary object just as tree or pole 
etc. 

3. System Overview  

The block diagram of proposed system is given in 
Fig.1.Advantage of proposed block diagram over existing 
technologies is, this system will provide forward collision 
protection as well as helps to avoid rear collision by displaying 
messages to the vehicles coming from the back regarding to slow 
down their vehicle. Here microcontroller does the prime work and 
it controls the entire task. Two distance sensors are connected to 
the microcontroller. A LCD, A GLCD and an alarming device are 
also connected to the microcontroller. A Motor Driver is connected 
with micro controller to operate an actuator, as actuator needs high 
current to turn on and microcontroller can’t provide this amount of 
current so motor driver will provide high current to actuator to turn 
on when it’s needed. Distance sensors will be placed in front and 
back side of a car. They will sense the distance of vehicle in front 
and rear of the car and send this information to microcontroller. 
Microcontroller will compare this distance with some preset 
distances. If the measured distance from the front distance sensor 
crosses the preset safe distance value, microcontroller will send 
command to LCD to display close distance and also to write value 

of that exact distance, At the same time microcontroller will send 
a pulsating signal to buzzer and buzzer will be buzzed according 
to that signal. If the measured distance by the front distance sensor 
crosses the preset value of close distance in microcontroller, 
microcontroller will tell LCD to show critical distance and the 
value of that corresponding distance measured by the sensor. 

 
FIG.1. Block diagram of forward and back collision avoidance system for 
automobiles 

At the same time a continuous signal will be send to buzzer and 
it will buzz continuously to notify the driver that vehicle is 
exceeding close distance and it’s forwarding towards critical 
distance. Whenever vehicle crosses critical distance and entered 
into the distance at which collision is must if the car isn’t slow 
down, that moment microcontroller will send signal to motor 
driver to turn on the actuator and it will stop the car automatically, 
at the same time LCD will “show actuator on” with distance 
information. Here, actuator itself works as a brake. For rear 
distance sensor it will sense the distance of the incoming vehicle 
and it will sent information to micro controller, if the distance 
exceed the safe distance value microcontroller will instruct GLCD 
to display slow down along with distance information, and if the 
incoming vehicle crosses critical distance microcontroller will 
instruct GLCD to display “Emergency! Stop” along with distance 
information to the driver of the incoming vehicle from the back. 
GLCD could be placed at the rear glass or just above the 
registration plate of the car containing this proposed safety 
technology.  

4. Preparation to Proteus model 

In this section components that were used for simulation and 
connection diagram has been explained. 

4.1. ATMEGA32 

ATMEGA32 is the  high-performance, low-power Microchip 
8-bit AVR RISC-based microcontroller combines 32KB ISP flash 
memory with read-while-write capabilities, 1KB EEPROM, 2KB 
SRAM, 54/69 general purpose I/O lines, 32 general purpose 
working registers, a JTAG interface for boundary-scan and on-chip 
debugging/programming, three flexible timer/counters with 
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compare modes, internal and external interrupts, serial 
programmable USART, a universal serial interface (USI) with start 
condition detector, an 8-channel 10-bit A/D converter, 
programmable watchdog timer with internal oscillator, SPI serial 
port, and five software selectable power saving modes. The device 
operates between 1.8-5.5 volts. By executing powerful instructions 
in a single clock cycle, the device achieves output through 
approaching 1 MIPS per MHz, balancing power consumption and 
processing speed. [4] 

4.2. Sharp Distance Sensor: Model (GP2Y0A21): 

   A sensor is an electrical device which is used to measure 
physical properties and gives corresponding electrical output 
which is a transmitting impulse as for measurement or control for 
operation. In this model for measuring the distance of a vehicle 
Sharp Distance Sensor (GP2Y0A21) is used. Sharp Distance 
sensor follows triangulation measuring method for measuring 
distance of an object in front of it, It transmits an IR (Infrared Ray), 
if any obstacle is present in the path of that IR ray it will bounces 
back to the sensor and that’s how distance is measured. Output of 
this sensor is analog and this output varies a range from 3.1V at 
10cm to 0.4V at 80cm. 

 

FIG.2.Internal Block Diagram of Sharp Distance Sensor [1] 

FIG.2. indicates that this sensor contains IR LED armed with 
lens which discharges narrow light beam, after reflecting from the 
object, the beam will be directed through the second lens on a 
position-sensible photo detector (PSD) and the conductivity of 
PSD depends on the point where the beam falls, finally 
conductivity converts to voltage and voltage digitalizes by Analog 
to digital converter (ADC) [5]. Sharp Distance sensor utilize 
following equations to convert Distance into digitalized voltage 
with the help of ADC, and the relation between distance and the 
Voltage is  

1 / (d + k) = a * ADC + b               (1) 
Where, distance is in centimeters. 
k is corrective constant (fund using tial-and-error method) 
 

ADC is digitalized value of voltage. 
A is linear member (value is determined by the trend line 
equation) 
b is free member (value is determined by the trend line 
equation). 
So, distance d can be expressed from the formula [6]: 

d = (1 / (a * ADC + B)) – k                    (2) 

If a graph is plotted using equation (2) it will look like FIG.3. 
After analyzing this graph it can be concluded that the output 
voltage of the Sharp distance sensor is decreasing with the 
increased distance, which indicates an inversely proportional 
relation between distance and output voltage of sharp distance 
sensor.  

4.3. Linear Actuator: 

Linear actuator is a device which converts circular motion 
produced by a conventional electric motor into linear motion. 
Linear actuators are used in machine tools and industrial 
machinery, in computer peripherals such as disk drives and 
printers, in valves and dampers, and in many other places where 
linear motion is required. Hydraulic or pneumatic cylinders 
inherently produce linear motion. Many other mechanisms are 
used to generate linear motion from a rotating motor. In the 
majority of linear actuator designs, the elementary principle of 
operation is an inclined plane. The threads of a lead screw act as 
a continuous ramp that consents a small rotational force to be used 
over a long distance to complete the movement of a large load 
over a short distance. The system converts rotary motion (in the 
form of an electric motor) to linear motion. When an electrical 
source is applied to the motor, the thread shaft is driven and the 
nut rides up and down the shaft in the corresponding direction. 
This action delivers an extension and retraction capability for 
tasks requiring a linear displacement. Note that in this example 
the nut and red tube do not rotate, merely "ride" the threads on the 
spinning shaft up and down. [7] 
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4.4. Crystal Oscillator (16 MHz): 

A crystal oscillator is an electronic oscillator circuit which uses 
in the mechanical resonance of a vibrating crystal of piezoelectric 
material to create an electrical signal with a very precise frequency 
and this frequency is usually used to keep track of time (as in quartz 
wristwatches), to provide a stable clock signal for digital integrated 
circuits, and to alleviate frequencies for radio transmitters and 
receivers, The most common type of piezoelectric resonator used 
is the quartz crystal, so oscillator circuits incorporating them 
became known as crystal oscillators but other piezoelectric 
materials including polycrystalline ceramics are used in similar 
circuits. [8]. A crystal is a solid in which the constituent atoms, 
molecules, or ions are packed in a repeatedly ordered, repeating 
pattern extending in all three spatial dimensions. Almost any 
object made of an elastic material could be used like a crystal, with 
appropriate transducers, since all objects have natural resonant 
frequencies of vibration. For example, steel is very elastic and has 
a high speed of sound. It was often used in mechanical filters 
before quartz. The resonant frequency depends on size, shape, 
elasticity, and the speed of sound in the material. High-frequency 
crystals are typically cut in the shape of a simple, rectangular plate. 
Low-frequency crystals, such as those used in digital watches, are 
typically cut in the shape of a tuning fork. For applications not 
needing very precise timing, a low-cost ceramic resonator is often 
used in place of a quartz crystal. When a crystal of quartz is 
suitably cut and mounted, it can be made to distort in an electric 
field by applying a voltage to an electrode near or on the crystal. 
This property is accepted as electrostriction or inverse 
piezoelectricity. When the field is removed, the quartz will 
generate an electric field as it returns to its previous shape, and this 
can generate a voltage. The result is that a quartz crystal behaves 
like a circuit composed of an inductor, capacitor and resistor, with 
a precise resonant frequency. Quartz has the further advantage that 
its elastic constants and its size change in such a way that the 
frequency dependence on temperature can be very low. The 
specific characteristics will depend on the mode of vibration and 
the angle at which the quartz is cut (relative to its crystallographic 
axes. Therefore, the resonant frequency of the plate, which 
depends on its size, will not change much, either. This means that 
a quartz clock, filter or oscillator will remain accurate. For critical 
applications the quartz oscillator is mounted in a temperature-
controlled container, called a crystal oven, and can also be 
mounted on shock absorbers to prevent perturbation by external 
mechanical vibrations and oscillation.[8] In this design crystal 
oscillator is for to activate micro controller internal clock operating 
circuit. 

4.5. Motor Driver (L293D): 

L293D is a dual H-bridge motor driver integrated circuit (IC). 
Motor drivers act as current amplifiers since they take a low-
current control signal and provide a higher-current signal. This 
higher current signal is used to drive the motors.L293D contains 
two inbuilt H-bridge driver circuits. In its common mode of 
operation, two DC motors can be driven simultaneously, both in 
forward and reverse direction. The motor operations of two motors 
can be controlled by input logic at pins 2 and 7 and 10 and 15. 
Input logic 00 or 11 will stop the corresponding motor. Logic 01 
and 10 will rotate it in clockwise and anticlockwise. Enable pins 1 

and 9 (corresponding to the two motors) must be high for motors 
to start operating. When an enable input is high, the associated 
driver gets enabled. As a result, the outputs become active and 
work in phase with their inputs. Similarly, when the enable input 
is low, that driver is disabled, and their outputs are off and in the 
high-impedance state. [9] 

4.6. LCD Display (16X2): 

LCD (Liquid Crystal Display) screen is an electronic display 
module and find a wide range of applications. A 16x2 LCD display 
is very elementary module and is very usually used in various 
devices and circuits. These modules are preferred over seven 
segments and other multi segment LEDs. The reasons is LCDs are 
economical, easily programmable, have no limitation of displaying 
special and even custom characters (unlike in seven segments), 
animations and so on. A 16x2 LCD means it can display 16 
characters per line and there are 2 such lines. In this LCD each 
character is displayed in 5x7 pixel matrix. This LCD has two 
registers, namely, Command and Data. The command register 
stores the command instructions given to the LCD. A command is 
an instruction given to LCD to do a predefined task like initializing 
it, dissipating its screen, setting the cursor position, controlling 
display etc. The data register stores the data to be displayed on the 
LCD. The data is the ASCII value of the character to be displayed 
on the LCD. [10] 

4.7. GLCD (AMPIRE128X64): 

GLCD is a graphic liquid crystal display. AMPIRE (128X64) 
graphic LCD contains 128 coulombs and 64 rows. It can display 
data in (128x64) matrix. Graphical LCDs are different from the 
ordinary alphanumeric LCDS, like (16x1), (16x2), (16x4), (20x1), 
(20x2) etc. They (ordinary) can print only characters or custom 
made characters. They have a fixed size for displaying a character 
normally (5x7) or (5x8) matrix. Where as in graphical LCD 
we have 128x64=8192 dots each dot can be lit up as per coding or 
can make pixels with 8 dots that is 8192/8=1024 pixels, graphical 
LCD is controlled by two KS0108 controllers. A single KS0108 
controller is capable of controlling 40 characters so for controlling 
a graphical LCD we need two KS0108 controllers and the 128x64 
LCD is divided into two equal halves with each half being 
controlled by a separate KS0108 controller. [11] Special types of 
shapes or picture can be drawn in GLCD by exciting it DOTS. 

4.8. MOSFET: 

MOSFET is a three terminal semi-conductor device it consists 
of gate drain and source. It works in three region such as cutoff 
active and saturation. To use MOSFET as a switch it need to 
operate in active region and for amplification any input signal it 
will work in saturation region. Whenever a signal will be given in 
its gate it will activate.  In this model MOSFET is used as a switch 
for alarming circuit (buzzer circuit). It’s used in a way that voltage 
across its drain to source is close to zero to make it work as a 
switch. 

4.9. Proteus Model: 

FIG.4 is the proteus model of an automatic forward and 
backward collision avoidance system. This microcontroller works 
within 20nsec. Its operating voltage range is: 2.0V to 5.5V. Two 
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sharp distance sensors are used to measure the distance of the 
obstacle for front and rear respectively, crystal oscillator is also 
connected to the microcontroller, it produces the oscillation and 
generates the clock pulse of the microcontroller. There is a buzzer 
used as alarm and it is controlled by a MOSFET, microcontroller 
turns on the MOSFET which work as a switch for buzzer. A motor 
driver L293D is used for controlling the actuator. Actuator will be 
connected to the car braking system. 

 
FIG.4. Proteus model of the system 

From FIG.4 it is found that microcontroller pin7 (PB6/MISO) 
and pin8 (PB7/SCK) is connected to motor driver pin2 (IN1) and 
pin7 (IN2). From this connection of the configuration, motor driver 
gets command from microcontroller. 1k ohm resistors are 
connected to microcontroller pin30 and 32 with constant 5V DC 
for operating of microcontroller and ADC comparison 
respectively. ADC comparison is used in microcontroller because 
it will help microcontroller to process the measured distance by 
distance sensor in digital format. Microcontroller pin30 and 40 are 
connected to sharp distance sensors but there is no distance sensor 
device in Proteus so potentiometers are used instead of it. The 
highest readings of these potentiometers are 5k ohm and operating 
voltage +2.5V. Two port of actuator is connected to motor driver 
pin3 (OUT1) and pin6 (OUT2) A DC gear motor is used as an 
actuator  in simulation for analyzing the motor driver behavior to 
actuator due to absence of an actuator in proteus model. Two ports 
of crystal oscillator are connected to microcontroller pin13 and 
pin12 is used for generating clock pulse of microcontroller. Here 
is a LCD display which pin11 (D4), pin12 (D5), pin13 (D6), pin14 
(D7) are connected to microcontroller pin3 (PB2), pin4 
(PB3/PGM), pin5 (PB4), pin6 (PBS) respectively, so that, LCD 
display can get signal from microcontroller and gives information 
about the obstacle.  

Microcontroller pin29 (PC7) is connected to a MOSFET by a 
1kohm resistor R2. Microcontroller itself cannot turn the buzzer 
on for this reason a MOSFET has been used. Microcontroller gives 

instruction to the MOSFET to turns the buzzer on and it operates 
at +12V. GLCD pin9-16 (DB0-DB7) is connected with 
microcontroller pin14-21 (PD0-PD7) which will give information 
regarding rear obstacle distance. GLCD control pins, 1(CS1), 
2(CS2), 6(RS), 7(RW), 8(E), 17(RST) is connected to 
microcontroller pin22 (PC0),pin23 (PC1), pin26 (PC4),pin25 
(PC3), pin24 (PC2),pin27 (PC5) respectively, so that GLCD can 
get signal from microcontroller and gives information about the  
distance which should be kept to avoid collision, or to stop to avoid 
collision towards the car approaching from the back. A program is 
written in MIKROC software, which is the instruction for 
microcontroller action and HEX file of that program is used for 
simulation.   

5. Simulation and Result  

From FIG.5.we can conclude that if there is a vehicle in front 
of a car containing this collision avoidance system at a distance of 
35 cm microcontroller will command LCD to Display “safe 
distance “to the driver of the car, and at the same time if there is a 
vehicle approaching from rear and if it’s distance is 21 cm micro 
controller will instruct GLCD to display the distance information 
along with the message “Slow Down’’ to the incoming car from 
the back. 

From FIG.6. we can conclude that if there is a vehicle in front 
of a car containing this collision avoidance system at a distance of 
less than 26 cm microcontroller will command LCD to Display 
“Close Distance” to the driver of the car and microcontroller will 
send activation signal towards buzzer circuit, and at the same time 
if there is a vehicle approaching from rear and if it’s distance is 
less than 15 cm micro controller will instruct GLCD to display the 
distance information along with the message  “Emergency! Stop’’ 
to the incoming car from the back. 
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FIG.6. Result for close distance for front and emergency stop distance for rear 

From FIG.7. shows  that if there is a vehicle in front of a car 
containing this collision avoidance system at a distance of 18 cm 
microcontroller will command LCD to Display “Critical Distance” 
to the driver of the car and microcontroller will send activation 
signal towards buzzer circuit, and at the same time if there is a 
vehicle approaching from rear and if it’s distance is27 cm micro 
controller will instruct GLCD to display the distance information 
along with the message “Maintain This Distance’’ to the incoming 
car from the back. 

 
FIG.7. Result for critical distance for front and safe distance for rear 

From FIG.8. we can conclude that if there is a vehicle in front of a 
car containing this collision avoidance system at a distance of 13 
cm microcontroller will command LCD to Display “Actuator On” 
to the driver of the car and microcontroller will instruct motor 
driver to activate actuator, motor driver will send high current 
towards actuator which will cause actuator to turn on and this 
actuator will automatically press the brake of the car to stop. If 
there is a vehicle approaching from rear and if it’s distance is less 
than 19 cm micro controller will instruct GLCD to display the 
distance information along with the message of “TENT TO 
COLLISION’’ to the incoming car from the back. 

 

FIG.8. Result for Actuator On distance for front and tent to collision distance for 
rear 

6. Result analysis:  

During simulation distance was taken in small scale as in cm. 
For forward collision prevention system instruction for 
microcontroller was set in a way if measured distance by distance 
sensor is above 30 cm it will consider this distance to safe distance 
and it will instruct LCD to display to show the message safe 
distance along with that distance value. If the value of distance 
varies from 20 cm to 29 cm microcontroller will instruct LCD to 
show Close distance along with the value of the distance measured 
by the sharp distance sensor, further more microcontroller will 
send a pulsating signal to buzzer and buzzer will be turn on, this 
pulsating signal will cause change in the sound frequency of that 
buzzer. And if distance ranges from 15cm to 19 cm micro 
controller will instruct LCD to display the message “critical 
distance along with the measured distance “at the same time 
microcontroller will send a continuous signal to the buzzer and it 
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will buzzed, this buzzing frequency will be different from the 
previous one. And any distance less than 15 cm microcontroller 
will instruct motor driver to turn on the actuation system to stop 
the car. At the same time LCD will display “Actuator on along with 
distance information”. From the simulated result, which were 
shown in the previous section; it is seen that when sharp distance 
sensors measure a distance of  35 cm LCD shows the message of 
safe distance which is larger than 30 cm. When measured distance 
by sensor was found 27 cm LCD shows the messages that this 
distance is close distance and at the same time a pulsating signal 
was sent to buzzer circuit. This measured distance was less than 29 
cm. When distance was found about 18 cm LCD display message 
that this distance is critical distance, which was less than 20 cm. At 
the same time buzzer circuit will be turn on as micro controller 
sends a continuous signal to buzzer. From FIG.7 it can be seen that 
a red dot is appearing in front of the R3 resistor and which was 
connected with the microcontroller PC7 port and same red dot is 
appearing in that particular pin which indicates that 
microcontroller sending continuous signal to buzzer to buzz. 
Finally when distance was measured 13 cm which is less than 15 
cm LCD displays the message that actuator on along with the 
measured value of distance in cm. From FIG.8 it is seen that there 
were two red dots in pin 2 and 7 of the motor driver which were 
connected to microcontroller pin 7 and pin 8 and same dots appear 
across those pins, which indicates microcontroller is sending high 
signal to motor driver to turn on the actuator or the motor of the 
actuator system. As motor driver needs high or low logic in its both 
pin to stop the motor of actuating signal and microcontroller is 
sending high signal to that motor driver is evidence that 
microcontroller is actually control the braking system of the 
vehicle and it will cause the car to stop.  

For back collision avoidance system, the set of instruction for 
microcontroller was if measured distance is above 25cm it will be 
considered as a safe distance and GLCD will show “Maintain this 
distance” along with measured distance. Any distance less than 25 
cm and greater 20 cm microcontroller will instruct GLCD to show 
“slowdown” along with measured distance value. Any distance 
ranges 19 cm to 15 cm microcontroller will instruct GLCD to 
display “tent to collision” along with the distance that was 
measured by sharp distance sensor. Finally any distance measured 
by the sharp distance sensor less than 15 cm microcontroller will 
instruct GLCD to display “Emergency! Stop”. FIG.5 to FIG.8 in 
the simulation and result section it’s seen that the measured 
distance by rear sharp distance sensor was 21cm, 12c m, 27 cm, 19 
cm respectively, this distances follow the ranges that were 
mentioned above . And GLCD is displaying same sort of the 
message for that particular range of distances. From the above 
discussion it can be concluded that microcontroller is executing its 
instruction perfectly as it was given to it by a program which was 
written in MIKROC PRO for AVR, which results in that proposed 
design system is perfectly working during simulation. But when 
this system will be practically implemented for vehicle this 
distance range wouldn’t be applicable, virtually all vehicles' or 
cars’ road braking performance test indicate stopping distances for 
60 mph are typically 36m to43m [12].  So when this system will 
be implemented in reality only the set of instructions will need to 
be changed which will be loaded in microcontroller. 

 

7. Implemented forward collision system 

The design of the research work in this paper is the extended 
design of the implementation of “Automated Anti Collision 
System for Automobiles" [1] which has been implemented 
successfully in practical by prototype prior, where a Sharp 
distance sensor, microcontroller PIC16f876a, motor driver, 
linear actuator alarming device and LCD display were used. 
From following figures we will see the complete view of 
previously implemented prototype device along with its distance 
ranges. 

 
FIG.9: Implemented Prototype Device 

From FIG.9.we can see the complete view of previously 
implemented prototype device. 

 

FIG.10. Safe distance of the prototype device 
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From FIG.10.we can see the distance is 30 cm which was 
considered as safe distance and the actuator did not work. In 
FIG.11.and FIG.12.we can see distances as follow 24 cm and 09 
cm whereas, 21 cm gave alarm to the actuator and in 09 cm, and 
actuator started working. In addition, the research of this paper has 
been done with the back collision avoidance system along with this 
mentioned forward collision avoidance system. Also more 
progress has been done about the forward obstacles detection 
distance ranges. Due to shortage of time this recent extended 
research work prototype was not possible to implement. 

8. Application and Improvement plan of the system  

Proposed system which is described in this paper will be 
implemented by prototype practically very soon. Near future, 
during manufacture it can be implanted in motor bikes taxi-cab, 
car, and truck even in aircraft system. In winter when roads might 
be rarely seen due to fogs this system will notify the person who 
will be in control of that vehicle about other vehicles or any other 
obstacles ahead of his vehicle. Which will help him drive safely 
his vehicle, and it will make him feel comfortable while driving 
and it will also extinguish his fear. This will reduce terrifying 
collision of the vehicles and not only the winter, in other season it 
will notify driver to maintain a safe distance by alarming sound or 
showing distance information in LCD. If driver begin to avoid the 
alarming sound and start to drive recklessly system will forcefully 
stop the car to avoid accident. Researchers of this paper has some 
future improvement plan for making this system more convenient 
and add other features to make this system more accurate. For 
improving this system sonar system will be implemented due to its 
long range detection, Emergency light or special kind of alarm will 
be used to notify the vehicle to maintain safe distance, graphical 
symbols will be added along with messages in GLCD. Wireless 
Fidelity (Wi-Fi) technology can be used for transferring 
information between successive vehicle about the distance and 
what speed should the kept for safety, furthermore, Dual Infra-Red 
Obstacle Detector (DROD40) can be used in this system to 
determine obstacle in every side such as left, right and ahead 
distinctly. In future, researchers of this paper have plan to design a 
system which will monitor driver health condition to judge his 
fitness for driving if he isn’t fit, vehicle will not start. So, this will 
reduce almost 60% of accident. 

Conclusion  

Technologies, new inventions and transport system play an 
important role in human lives. Mankind is becoming habituated to 
these new inventions. Especially transport system without this 
mankind even think about their daily activities and even can step 
outside from their home. As every other invention this transport 
system has adverse effect too, and as usual mankind is responsible 

for this kind of adverse effect. People are always in rush to reach 
their destination as early as possible to save their time or to reach 
their destination on time without thinking about their lives value, 
what would happen if they met up with an accident which means 
colliding with other vehicle for their tendency to go somewhere 
within a flash. This results in injury or loses of their lives. The 
prime motive of the design is to reduce these accidents. In other 
words it can be concluded that this design is used to save human 
lives from the loss due to accident and also to ensure safe and 
comfortable journey. 
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 CdTe-based photovoltaic (PV) cells provide the lowest EBPT (energy payback time) and 
emit less amount of GHG (green house gases) among different types of PV cells. Thus, it is 
very essential to enhance the efficiency of CdTe-based solar cells. A high efficiency 
CdTe/CdS p-i-n heterostructure solar cell is designed and the performance of the cell is 
investigated. All the simulations have been done using AMPS 1D (Analysis of 
Microelectronic and Photonic Structures) simulator. The cell consists of a transparent 
conducting oxide (TCO) layer (ZnO), a window layer (n-type CdS), an intrinsic layer 
(CdTe), an absorber layer (p-type CdTe) and a highly doped CdTe and Si as back surface 
field (BSF) layer. After the optimization of layer thicknesses and doping densities of 
different layers, we obtained a conversion efficiency of 26.01% for a total cell thickness of 
1.8 µm. It is also found that the conversion efficiency can be increased by simply increasing 
the thickness of intrinsic layer. At 1.5 AM solar irradiance, the proposed cell structure 
attained a Voc of 1.09 V, a Jsc of 26.78 mA/cm2, and a fill factor of 89%, reaching an overall 
conversion efficiency of 26.01% with CdTe as BSF layer. 

Keywords : 
CdTe/CdS 
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Cell efficiency 
Intrinsic layer  
 

 

 

1. Introduction  

This paper is an extension of our previous work presented in 
ICAEESE 2016 [1]. The rapidly rising demand of world energy 
supply and the depletion of fossil fuel impose crucial challenges 
concerning today’s energy requirement context. It is also worth 
mentioning that, the surfeit burning up of fossil fuels renders 
threatening global warming emissions (GWE) ascribing alarming 
rise of terrestrial temperature while imposing serious 
environmental pollutions by particulate materials [2]. These 
aforementioned issues necessitate the blooming of alternatively 
dependable, affordable-cost consistent energy sources. To meet 
these requirements various plausible renewable energy 
technologies have been thriven so far. Among these alternative 
technologies solar photovoltaic (PV) is thought to be as one of the 
most potential and reliable green energy concepts that assures the 
direct conversion of incident solar irradiation into electrical energy. 
The power extracted from PV architectures is popularly being 
adopted and deployed in the remote areas while ensuring the 
minimization of electrical power transmission losses. PV power 
can also be potentially applied in vehicular transportation that can 
ensure the diminishing of global warming emissions in near future. 

From purely economic point of view, the flourishing market of PV 
is generating a shortfall in the storage of highly cost silicon wafers 
which takes almost 50% of the total manufacturing cost. Therefore, 
it fosters an opportunity for thin film solar technology to create 
credentials in the market of PV modules because of its moderate 
cost. Among different types of thin film based modules, CdS/CdTe 
thin-film solar cells reveals significant suitability owing to its 
distinctive characteristics encompassing the following aspects. 
Firstly, the energy bandgap of CdTe is 1.45 eV, which is favorably 
well-matched to the spectrum of solar radiation. It also lies in the 
category of direct bandgap semiconductor guiding to fairly strong 
light absorption with reduced generation of heat. Besides, the 
doping of CdTe as p-type semiconductor film as well as the 
formation of p-n heterojunction with the inclusion of CdS is found 
to be much easier. Moreover, CdS exhibits wide energy-gap of 2.4 
eV and can be fabricated as n-type adopting undemanding usual 
techniques of film deposition [3-5]. In the meanwhile, various less-
costly and manageable atomic congregation techniques have been 
developed for the growth of CdS/CdTe solar cells [6-7]. Also it 
should be mentioned that, a thickness of around 4 microns absorber 
layer of CdTe is almost appropriate for capturing the entire solar 
spectrum due to acceptable range of absorption coefficient [8-9] of 
CdTe (~105 cm-1) in the visible solar spectrum. All these properties 
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of CdTe attribute to quite less material cost of the cell if compared 
with cells based on Si-wafers. In addition, from various respective 
studies, it is revealed that the energy-payback-time (average) of 
thin film CdS/CdTe solar cell is around 1.4 years [10] that is found 
to be as the rock-bottom among all PV technologies. Moreover, 
CdTe solar cell generates the lowest amount of GWE for per kWh 
electrical energy compared to other PV technologies [10]. 

In CdS/CdTe thin film solar cell, irrespective of superstrate or 
substrate configurations, light enters into the cell through the TCO 
and CdS (n-type) window layers. From the earlier attempts, the 
experimental efficiency of single junction CdS/CdTe solar cell has 
been reported so far around 17% [11-13]. Approximately 18.6% 
conversion efficiency from a CdS/CdTe solar cell incorporating 
complex BSF and TCO layers has been reported by Amin et al [14].  

In this work, we explore the possibilities and chances of 
enhancing the efficiency of CdS/CdTe heterojunction solar cell 
with the insertion of an intrinsic layer of CdTe. Additionally, a 
back surface field (BSF) layer of highly doped CdTe (p+ layer) and 
Si (p+ layer) are sandwiched between back contact and the absorber 
layer of p-CdTe in order to diminish the recombination loss and 
thereby, magnifying the conversion efficiency. In this proposed 
structure as depicted in Figure 1, a TCO layer of ZnO is inserted 
to enhance the level of Voc by minimizing the series resistance of 
the cell. 

2. Methodology 

In this work the proposed cell is simulated in AMPS 1D 
simulator to optimize the layer thicknesses of TCO, window, 
absorber, intrinsic and BSF layers, and the doping density of BSF 
layer to achieve the maximum possible conversion efficiency 
under 1.5 AM solar irradiance. The properties of n-CdS, p-CdTe, 
a-Si and n-ZnO, those are given in Table 1, are taken from [13-15]. 

Table 1 Material Properties 

Parameters a-Si CdTe CdS ZnO 

εr 11.9 9.4 9.0 9.0 

μn (cm2.V-1.s-1) 20 500 350 100 

μp(cm2.V-1.s-1) 2 60 50 25 

Eg  (eV) 1.72 1.45 2.42 3.0 

NC (cm-3) 2.5×1020 8×1017 2.4×1018 2.2×1018 

NV (cm-3) 2.5×1020 1.8×1019 1.79×1019 1.8×1019 

χ (eV) 3.8 4.28 4.5 4.35 

 

3. Function of Intrinsic Layer 

To comprehensively explain the function of intrinsic layer the 
simplified energy band diagram for thermal equilibrium condition 
is shown in Figure 2. It is worth mentioning that while depicting 
the energy band diagram, gradient of the quasi-Fermi level has not 
been shown for simplicity. Literally, when light falls and photo-
voltage is generated it biases the p-n junction in forward bias mode 
and therefore the Fermi level should not be continuous throughout 

the junction of cell. However, it is evident from this diagram that, 
the inclusion of intrinsic layer increases the width of depletion 
layer where mainly the photons are absorbed and electron-hole 
pairs are generated. From Figure 2, it is clear that the generated 
electrons can move easily towards the TCO layer (left to n-CdS) 
due to the slope of electron energy and the effect of tunneling.  
Similarly photo-generated holes can move towards the back 
contact layer (right to BSF layer) due the slope of holes energy. 

 
Figure 1The structure of the proposed p-i-n CdS/CdTe solar cell 

4. Results and Discussion 

In this work, using AMPS 1D simulator we have optimized the 
thickness of different layers of the cell in order to improve the 
efficiency. Throughout the simulation, the thicknesses of window 
layer (n-CdS) and absorber layer (p-CdTe) are kept constant at 50 
nm and 1000 nm respectively (as shown Figure 1). We only 
explored the possibilities of enhancing the conversion efficiency 
of the cell by optimizing the thicknesses of BSF and intrinsic layers. 
The proposed structure is simulated in AMPS 1D environment and 
the I-V characteristics of the cell under 1 sun illumination is 
extracted from AMPS 1D simulator which is exemplarily shown 
in Figure 3. After simulation under different doping densities and 
thicknesses we obtained several figures and results from which we 
extracted the cell efficiency for desired doping density and 
thickness.  

We explored the effects of doping density of p-CdTe BSF layer 
on the conversion efficiency for a BSF layer thickness of 50 nm 
and the results are shown in Figure 4. From Figure 4 it is found 
that beyond doping density of 2×1018 cm-3, the conversion 
efficiency increases exponentially. The effects of the insertion of 
amorphous Si (a-Si) and CdTe as BSF layer on the efficiency are 
also investigated.  

Figure 5 and Figure 6 depict the effects of BSF layer thickness 
(highly doped p-Si and p-CdTe) on the conversion efficiency 
without the inclusion of intrinsic layer. For this analysis, the 
doping density of a-Si and CdTe are considered as 6.0×1017 cm-3 
and 1.0×1019 cm-3 respectively . At a BSF layer thickness of 200 
nm, the maximum efficiencies for a-Si and CdTe are attained to be 
23.0% and 24.46% respectively. It is observed that beyond 200 nm 
thickness of BSF layer, in case of a-Si the efficiency becomes 
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saturated whereas in case of CdTe the efficiency increases almost 
linearly. From Figure 5 and 6 it is also noticed that in the proposed 
CdS/CdTe solar cell, CdTe outperforms a-Si as a BSF layer.  

 
Figure 2 Simplified energy band diagram of proposed (a) p-i-n CdS/CdTe (BSF 
layer: CdTe) (b) p-i-n CdS/CdTe (BSF layer: a-Si) solar cells 

Figure 7 and 8 show the effects of intrinsic layer (CdTe) 
thickness on the cell’s conversion efficiency considering a-Si and 
CdTe as BSF layers separately. It is observed that in both cases the 
conversion efficiency increases linearly with the increase of 
intrinsic layer thickness. However, the maximum conversion 
efficiency at thickness 500 nm of intrinsic layer for CdTe and a-Si 
(as BSF layer) are found to be 26.01% and 24.51% respectively. 
The dependence of short circuit currents on the variation of 
intrinsic layer thickness for both CdTe and a-Si as BSF layers are 
also studied as depicted in Figure 9. From this comparison it is 
realized that CdTe as BSF layer provides larger short circuit 
current than that of a-Si. 

 
Figure 3 I-V characteristics of the proposed  p-i-n CdS/CdTe solar cell. 
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Figure 4 Effects of BSF layer doping density on the conversion efficiency  
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Figure 5 Effects of BSF (Silicon) layer thickness on the conversion efficiency  
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Figure 7 Effects of thickness of intrinsic layer on the conversion efficiency   
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Figure 8 Effects of thickness of intrinsic layer on the conversion efficiency 
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Figure 9 Comparison of current density for Si and CdTe as BSF layer 

 

5. Conclusions 

An ultrathin (1.8 µm) p-i-n CdS/CdTe PV cell is designed 
and simulated using 1D AMPS simulator. The thicknesses of 
intrinsic layer and BSF layer and the doping density of BSF layer 
are optimized. It is found that CdTe outperforms Si as a BSF layer. 
The maximum conversion efficiency of the proposed solar cell is 
found to be 26.01% taking CdTe as BSF layer. Simulation results 
revealed that a highly doped p+ CdTe layer (BSF layer) has 
significant contribution in achieving such a high efficiency. At 1.5 
AM solar irradiance, the proposed cell structure with CdTe as 
BSF layer achieved an open-circuit voltage of 1.09 V, a short-
circuit current density of 26.78 mA/cm2, and a fill factor of 89% 
and the corresponding overall conversion efficiency of 26.01%. 
The same structure with Si as BSF layer achieved an open-circuit 
voltage of 1.06 V, a short-circuit current density of 26.66 mA/cm2, 
and a fill factor of 87%, and the corresponding overall conversion 
efficiency of 24.51%. Compared to our previous work [1] the cell 
thickness is reduced by 30% with a sacrifice of 0.73% cell 
efficiency.  
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 Sentiment analysis is one of the most popular information extraction tasks both from 
business and research prospective. From the standpoint of research, sentiment analysis 
relies on the methods developed for natural language processing and information 
extraction. One of the key aspects of it is the opinion word lexicon. Product’s feature from 
online reviews is an important and challenging task in opinion mining. Opinion Mining or 
Sentiment Analysis is a Natural Language Processing and Information Extraction task that 
identifies the user’s views or opinions. In this paper, we developed an approach to extract 
domain independent product features and opinions without using training examples i.e, 
lexicon-based approach. Noun phrases are extracted using not only dependency rules but 
also textblob noun phrase extraction tool. Dependency rules are predefined according to 
dependency patterns of words in the sentences. StandfordCoreNlp Dependency parser is 
used to identify the relations between words. The orientation of words is classified by using 
lexicon-based approach. According to the experimental results the system gets good 
performance in six different domains. 
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1. Introduction 

Sentiment analysis is one of the most popular information 
extraction tasks both from business and research prospective. It has 
numerous business applications, such as evaluation of a product or 
company perception in social media [1]. From the standpoint of 
research, sentiment analysis relies on the methods developed for 
natural language processing and information extraction. One of the 
key aspects of it is the opinion word lexicon. Opinion words are 
such words that carry opinion. Positive words refer to some desired 
state, while negative words to some undesired one. For example, 
“good” and “beautiful” are positive opinion words, “bad” and 
“evil” are negative [2]. 

Opinion phrases and idioms exist as well. Many opinion words 
depend on context, like the word “large”. Some opinion phrases 
are comparative rather than opinionated, for example “better than”. 
Auxiliary words like negation can change sentiment orientation of 
a word[3]. 

Opinion words are used in a number of sentiment analysis 
tasks. They include document and sentence sentiment 
classification, product features extraction, subjectivity detection 
etc. [4]. Opinion words are used as features in sentiment 
classification. Sentiment orientation of a product feature is usually 
computed based on the sentiment orientation of opinion words 
nearby [5]. Product features can be extracted with the help of 
phrase or dependency patterns that include opinion words and 
placeholders for product features themselves. Subjectivity 
detection highly relies on opinion word lists as well, because many 
opinionated phrases are subjective in [6]. Thus, opinion lexicon 
generation is an important sentiment analysis task. Detection of 
opinion word sentiment orientation is an accompanying task. 

Opinion lexicon generation task can be solved in several ways. 
The authors of [7] point out three approaches: manual, dictionary-
based and corpus-based. The manual approach is precise but time-
consuming. The dictionary based approach relies on dictionaries 
such as WordNet. One starts from a small collection of opinion 
words and looks for their synonyms and antonyms in a dictionary 
[8]. The drawback of this approach is that the dictionary coverage 
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is limited and it is hard to create a domain-specific opinion word 
list. Corpus-based approaches rely on mining a review corpus and 
use methods employed in information extraction. The approach 
proposed in [9] is based on a seed list of opinion words. These 
words are used together with some linguistic constraints like 
“AND” or “OR” to mine additional opinion words. 

Clustering is performed to label the mined words in the list as 
positive and negative. Part of speech patterns are used to populate 
the opinion word dictionary in and Internet search statistics is used 
to detect semantic orientation of a word. In [10], the authors extend 
the mentioned approaches and introduces a method for extraction 
of context-based opinion words together with their orientation. 
Classification techniques are used in [11] to filter out opinion 
words from text. The approaches described were applied in 
English. There are some works that deal with Russian. For 
example, in [12], the author proposed to use classification. Various 
features, such as word frequency, weirdness, and TF-IDF are used 
there. 

Most of the research done in the field of sentiment analysis 
relies on the presence of annotated resources for a given language. 
However, there are methods which automatically generate 
resources for a target language, given that there are tools and 
resources available in the source language. Different approaches to 
multilingual subjectivity analysis are studied and are summarized 
in [13]. 

In one of them, subjectivity lexicon in the source language is 
translated with the use of a dictionary and employed for 
subjectivity classification. This approach delivers mediocre 
precision due to the use of the first translation option and due to 
word lemmatization. Another approach suggests translating the 
corpus. This can be done in three different ways: translating an 
annotated corpus in the source language and projecting its labels; 
automatic annotation of the corpus, translating it and projecting the 
labels; translating the corpus in the target language, automatic 
annotation of it and projecting the labels. Language Weaver 1 
machine translation was used on English-Roman and English-
Spanish data. Classification experiments with the produced 
corpora showed similar results. They are close to the case when 
test data is translated and annotated automatically. This shows that 
machine translation systems are good enough for translating 
opinionated datasets. In [14], the authors also confirmed when they 
used Google Translate 2, Microsoft Bing Translator 3 and Moses 
4. 

Multilingual opinion lexicon generation is considered in [ that 
presents a semi-automatic approach with the use of triangulation. 
The authors use high-quality lexicons in two different languages 
and then translate them automatically into a third language with 
Google Translate. The words that are found in both translations are 
supposed to have good precision. It was proven for several 
languages including Russian with the manual check of the 
resulting lists. The same authors collect and examine entity-
centered sentiment annotated parallel corpora [15]. 

The process of automatic extraction of knowledge by means of 
opinion of others about some particular product, topic or problem. 
Opinion mining is also called sentiment analysis due to large 
volume of opinion which is rich in web resources available online. 
Analyzing customer review is most important, it tend to rate the 

product and provide opinions for it which is been a challenging 
problem today. Opinion feature extraction is a sub problem of 
opinion mining, with the vast majority of existing work done in the 
product review domain. Main fields of research in sentiment 
analysis are Subjectivity Detection, Sentiment Prediction, Aspect 
based Sentiment Summarization, Text summarization for 
opinions, Contractive viewpoint, Summarization, Product Feature 
Extraction, Detecting opinion spam [16]. 

2. Related Works 

Many researchers have addressed the problem of constructing 
subjective lexicon for different languages in recent years. In [17] 
to compile a subjective lexicon, the author investigated three main 
approaches and they are outlined in this section. 

knowledge to extract the domain-specific sentiment lexicon 
based on constrained label propagation. According to [18], the 
authors had divided the whole strategy into six steps. Firstly, 
detected and extracted domain- specific sentiment terms by 
combining the chunk dependency parsing knowledge and prior 
generic sentiment lexicon. To refine the sentiment terms some 
filtering and pruning operations were carried out by others. Then 
they selected domain-independent sentiment seeds from the semi-
structured domain reviews which had been designated manually or 
directly borrowed from other domains. As the third step, calculated 
the semantic associations between sentiment terms based on their 
distribution contexts in the domain corpus. For this calculation, the 
point-wise mutual information (PMI) was utilized which is 
commonly used in semantic linkage in information theory. Then, 
they defined and extracted some pair wise contextual and 
morphological constraints between sentiment terms to enhance the 
associations. The conjunctions like “and” and “as well as” were 
considered as the direct contextual constraints whereas “but” was 
referred to as a reverse contextual constraint. The above constraints 
propagated though out the entire collection of candidate sentiment 
terms. Finally, the propagated constraints were incorporated into 
label propagation for the construction of domain-specific 
sentiment lexicon. In [19], the authors proposed approach showed 
an accuracy increment of approximately 3% over the baseline 
methods. Opinion analysis has been studied by many researchers 
in recent years. Two main research directions are sentiment 
classification and feature-based opinion mining. Sentiment 
classification investigates ways to classify each review document 
as positive, negative, or neutral. Representative works on 
classification at the document level include. These works are 
different from ours as we are interested in opinions expressed on 
each product feature rather than the whole review. 

In [20], ssentence level subjectivity classification is studied, 
which determines whether a sentence is a subjective sentence (but 
may not express a positive or negative opinion) or a factual one. 
Sentence level sentiment or opinion classification is studied in. Our 
work is different from the sentence level analysis as we identify 
opinions on each feature. A review sentence can contain multiple 
features, and the orientations of opinions expressed on the features 
can also be different, e.g., “the voice quality of this phone is great 
and so is the reception, but the battery life is short.” “voice 
quality”, “reception” and “battery life” are features. The opinion 
on “voice quality”, “reception” are positive, and the opinion on 
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“battery life” is negative. Other related works at both the document 
and sentence levels include those in [21]. 

Most sentence level and even document level classification 
methods are based on identification of opinion words or phrases. 
There are basically two types of approaches: (1) corpus-based 
approaches, and (2) dictionary-based. approaches. Corpus-based 
approaches find co-occurrence patterns of words to determine the 
sentiments of words or phrases, e.g., the works in [22]. 

In [23], the authors proposed the idea of opinion mining and 
summarization. It uses a lexicon-based method to determine 
whether the opinion expressed on a product feature is positive or 
negative. In [24] and [25]. these methods are improved by a more 
sophisticated method based on relaxation labeling. We will show 
in Section 5 that the proposed technique performs much better than 
both these methods. In [26], a system is reported for analyzing 
movie reviews in the same framework. However, the system is 
domain specific. Other recent work related to sentiment analysis 
includes in. In [27], the authors studied the extraction of 
comparative sentences and relations, which is different from this 
work as we do not deal with comparative sentences in this research. 

Our holistic lexicon-based approach to identifying the 
orientations of context dependent opinion words is closely related 
to works that identify domain opinion words . In [28], the authors 
used conjunction rules to find such words from large domain 
corpora. In [29], the conjunction rule basically states that when two 
opinion words are linked by “and” in a sentence, their opinion 
orientations are the same. For example, in the sentence, “this room 
is beautiful and spacious”, both “beautiful” and “spacious” are 
positive opinion words. Based on this rule or language convention, 
if we do not know whether “spacious” is positive or negative, but 
know that “beautiful” is positive, we can infer that “spacious” is 
also positive. Although our approach will also use this linguistic 
rule or convention, our method is different in two aspects. First, we 
argue that finding domain opinion words is still problematic 
because in the same domain the same word may indicate different 
opinions depending on what features it is applied to. For example, 
in the following review sentences in the camera domain, “the 
battery life is very long” and “it takes a long time to focus”, “long” 
is positive in the first sentence, but negative in the second. Thus, 
we need to consider both the feature and the opinion word rather 
than only the opinion word as in [30]. 

Opinion target and opinion word extraction are not new tasks 
in opinion mining. There is significant effort focused on these 
tasks. They can be divided into two categories: sentence-level 
extraction and corpus-level extraction according to their extraction 
aims. In sentence-level extraction, the task of opinion target/word 
extraction is to identify the opinion target mentions or opinion 
expressions in sentences. Thus, these tasks are usually regarded as 
sequence-labeling problems. Intuitively, contextual words are 
selected as the features to indicate opinion targets/words in 
sentences. Additionally, classical sequence labeling models are 
used to build the extractor, such as CRFs and HMM. In [31], the 
authors proposed a lexicalized HMM model to perform opinion 
mining. In [32], the authors used CRFs to extract opinion targets 
from reviews. However, these methods always need the labeled 
data to train the model. If the labeled training data are insufficient 
or come from the different domains than the current texts, they 

would have unsatisfied extraction performance. Although in [33], 
the authors proposed a method based on transfer learning to 
facilitate cross- domain extraction of opinion targets/words, their 
method still needed the labeled data from out-domains and the 
extraction performance heavily depended on the relevance 
between in-domain and out-domain. 

Although many target extraction methods exist, we are not 
aware of any attempt to solve the proposed problem. According to 
[34], although in supervised target extraction, one can annotate 
entities and aspects with different labels, supervised methods need 
manually labeled training data, which is time-consuming and 
labor-intensive to produce. Note that relaxation labeling was used 
for sentiment classification in, but not for target classification.  

3. Proposed method 

This section presents the detailed of step by step process about 
the system. 

3.1. Preprocessing the Input sentences 

Input sentences with xml file are prepared before parsing to the 
StanfordCoreNLP parser.  Xml tag are removed. ASCII code 
characters are replaced with Unicode characters because 
StanfordCoreNLP cannot process non-Unicode characters. 

3.2. Rules for Features and Opinions Extraction 

In this section, we describe how to extract opinion and product 
features using extraction rules. They are the most important tasks 
for text sentiment analysis, which has attracted much attention 
from many researchers. Based on the relations between features 
and opinions, there are four main rules in the double propagation; 

1. extracting features using opinion words 

2. extracting features using the extracted features 

3. extracting opinion words using the extracted features 

4. extracting opinion words using both the given and the 
extracted opinion words 

 In the following extraction rules, O is opinion word, H is 
the third word, {O} is a set of seed opinion lexicon, F is product 
feature, and O-Dep is part-of-speech information and dependency 
relations. {JJ}, {VB} and {NN} are sets of POS tags of potential 
opinion words and features, respectively. And {DR} contains 
dependency relations between features and opinions such as mod, 
pnmod, subj, s, obj, obj2, conj. We used rule 1 and 2 to extract 
features, and rule 3 and 4 use to extract opinion words. Moreover, 
we also used some additional patterns to extract features and 
opinions. 

R11: If a word F whose POS is NN is directly depended by an 
opinion word O through one of the dependency relations mod, 
pnmod, subj, s, obj and obj2, then F is a feature. It can be defined 
as follows; 

O → O-Dep → F 

F → F-Dep → O 
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such that O ∈ {O}, O-Dep and F-Dep ∈ {DR}, where {DR} 
= {mod, pnmod, subj, s, obj, obj2, desc} and P OS (T) ∈ {N N}. 

For eg. Overall a sweet machine. 

R12: If an opinion word O and a word F, whose POS is NN, 
directly depend on a third word H through dependency relations 
except conj, then F is a feature. It can be expressed as follows; 

O → O-Dep → H ← F-Dep ← F 

such that O ∈ {O}, O-Dep and F-Dep ∈ {DR}, POS(F) ∈ 
{NN}. For eg. Canon is the great product. 

R13: If a word F whose POS is NN is indirectly depended by 
an opinion word O through another word H through two 
dependency relations dobj and amod or nmod:poss, then F is a 
feature. It can also be expressed as follows; 

O → O-Dep → H → F-Dep → F 

O ← O-Dep ← H ← F-Dep ← F 

such that O ∈ {O}, O-Dep ∈ {DR}, F-Dep ∈ {DR}, POS(F) 
∈ {NN}. For eg. I like the computer’s battery. 

R21: If a word Fj, whose POS is NN, directly depends on a 
feature Fi through conj, then Fj is a feature. It can also be expressed 
as follows; 

Fi → Fi –Dep → Fj 

such that Fi ∈ {F}, Fj-Dep ∈ {CONJ}, POS(Fj) ∈ {NN}. 
For eg. Overall, I like the system features and performance. 

R22: If a word Fj, whose POS is NN, and a feature Fi, directly 
depend on a third word H through the same dependency relation, 
then Fj is a feature. It can also be expressed as follows; 

Fi → Fi-Dep → H ← Fj-Dep ← Fj 

such that Fi ∈  {F}, Fi-Dep ∈  {DR}, Fj-Dep ∈  {DR}, 
POS(Fj) ∈ {NN}. For eg. Canon has done an excellent job. 

R31: If a word O whose POS is JJ or VB directly depends on 
a feature F through one of the dependency relations mod, pnmod, 
subj, s obj, obj2 and desc, then O is an opinion word. It can also be 
expressed as follows; 

O → O-Dep → F 

F → F-Dep → O 

such that F ∈ {F}, O-Dep and F-Dep ∈ {DR}, POS(O) ∈ 
{JJ, VB}. For eg. Overall a sweet machine. 

R32: If a word O whose POS is JJ or VB and a feature F 
directly depend on a third word H through dependency relations 
except conj, then O is an opinion word. It can also be expressed as 
follows; 

O → O-Dep → H ← F-Dep ← F 

such that F ∈ {F}, O-Dep and F-Dep ∈ {DR}, POS(O) ∈ 
{JJ, VB}. For eg. Canon is the great product. 

R33: If a word O whose POS is JJ or VB indirectly depends on 
a feature F through another word H through dependency relations 

dobj, amod and nmod:poss, then O is an opinion word. It can also 
be expressed as follows; 

O → O-Dep → H → F-Dep →F 

O ← O-Dep ← H ← F-Dep ← F 

such that F ∈ {F}, O-Dep and F-Dep ∈ {DR}, POS(O) ∈ 
{JJ}. For eg. I like the computer’s battery. 

R41: If a word Oj, whose POS is JJ or VB, directly depends on 
an opinion word Oi through dependency relation conj, then Oj is 
an opinion word. It can also be expressed as follows; 

Oi → Oi-Dep → Oj 

such that Oi ∈ {O}, Oi-Dep ∈ {CONJ}, POS(Oj) ∈ {JJ, 
VB}. For eg. Nice and compact. 

R42: If a word Oj, whose POS is JJ or VB, and an opinion word 
Oi, directly depend on a third word H through the same 
dependency relation, then Oj is an opinion word. It can also be 
expressed as follows; 

Oi → Oi-Dep→ H ← Oj-Dep ← Oj 

such that Oi ∈ {O}, Oi-Dep == Oj-Dep, POS(Oj) ∈ {JJ, VB}. 
For eg. The screen size and screen quality is amazing. 

3.3. Features and Opinion Extraction 

In this section This system takes raw data as input and xml 
tag and ascii code characters are removed. After that, word 
tokenization, part-of speech tagging and dependency 
identification between words are done by using 
StandfordfordCoreNLP dependency parser. We used the 
algorithm also from [17]. Table 1 shows some examples of 
English stop word list. 

Table 1. Some English Stopwords List 

to Of I Me My 

Mine You At They In 

Which With On Under Below 

Above Thing Things Some Someone 

Sometime Something Somebody No one nobody 

To start the extraction process, a seed opinion lexicon, a list 
of general words, review data and extraction rules are input to the 
proposed algorithm. The extraction process uses a rule-based 
approach using the relations defined in above. The system 
assumed opinion words to be adjectives, adverbs and verbs in 
some cases. And product features are nouns or noun phrases and 
also verbs in some cases. 

Its primary idea is that opinion words are usually associated 
with product features in some ways. Thus, opinion words can be 
recognized by identified features, and features can be identified 
by known opinion words. So, the extracted opinion words and 
product features are used to identify new opinion words and new 
product features. The extraction process ends when no more 
opinion words or product features can be found. 
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Table 2. Some Unigram Features 

Price System Computer Laptop Reviews 

Customer Battery Camera Power Screen 

Staff Food Wine Window Notebook 

Work Use Download Connection Cost 

D-link Device Feature Model quality 

 

Moreover, textblob is used to extract ngram noun phrase 
words from the sentences that are not covered with extraction 
rules. It can increase the performance of the system in term of 
precision, recall, and f1-score. In order to increase the accuracy, 
stop words and some general words are removed during the 
extraction time. Table 2, 3 and 4 describe some extracted of 
unigrams, bigrams, trigrams and n-gram words from the system. 

Table 3. Some Bigram Features 

Picture quality Battery life Tech support Screen quality 

Power supply Printer sharing Return policy Set up 

Security setting Service tech Setup software Mac support 

Guest feature 8GB RAM web cam charger unit 

connect quality cooling system cordless mouse data rate 

Window 7 Cd drive Hard drive Service tech 

The system constructs n-gram dictionary to refine the noun 
phrase extraction. If the phrase contains in this dictionary, the 
system extracts it as a feature. Otherwise, remove it. 

Table 4. Sme N-gram Features 

D-Link support crew customer service agents 

cover for the DVD drive Dell's customer disservice 

D-Link support crew extended life battery 

Garmin GPS software sound quality via USB 

customer service center design based programs 

direct Electrical connectivity built it web cam 

fingerprint reader driver technical service for dell 

 
4. Classifying Polarity Orientation 

Opinions are classified by using Vader lexicon and 
qualitative analysis techniques developed by C.J. Hutto and Eric 
Gilbert, 2014. This deep qualitative analysis resulted in isolating 
five generalizable heuristics based on grammatical and syntactical 
cues to convey changes to sentiment intensity. They incorporate 
word-order sensitive relationships between terms: 

Punctuation, namely the exclamation point (!), increases the 
magnitude of the intensity without modifying the semantic 
orientation. 

Capitalization, specifically using ALL-CAPS to emphasize a 
sentiment relevant word in the presence of other non-capitalized 
words, increases the magnitude of the sentiment intensity without 
affecting the semantic orientation 

Degree modifiers (also called intensifiers, booster words, or 
degree adverbs) impact sentiment intensity by either increasing or 
decreasing the intensity. 

The contrastive conjunction “but” signals a shift in sentiment 
polarity with the sentiment. 

By examining the tri-gram to deeply analyze the intensity of 
sentiment orientation. 

Table 5. shows some example of polarity classification. Polarity 
score included negative sign (-) indicates negative opinion. And, 
score with positive sign (+) indicates positive opinion. 

Table 5. Polarity Classification of the System 

Words Polarity Score Polarity Label 

Set up 0.4404 positive 

excellent 0.5719 positive 

work 0.7264 positive 

installation disk -0.296 negative 

problem -0.4019 negative 

 
5. Experimental Results 

For experiment, we use core i7 processor, 4GB RAM and 64-
bit Ubuntu OS, And, we implement the proposed system with 
python programming language (PyCharm 2016.3 IDE for python).  

Table 6. Dataset Used in the System 

Dataset no of sentences no of features 

ABSA15 restaurant 1083 1193 

ABSA15 Hotel 266 212 

Router 245 304 

Speaker 291 435 

Computer 239 346 

iPod 161 293 

Linksys Router 192 375 

Nokia 6000 363 633 

Norton 210 302 

Diaper Champ 212 239 

 

In this paper, 10 product review datasets are collected and 
evaluated in term of precision, recall and f1-score. Table 6 shows 
the domains according to their names, the number of sentences 
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and the number of features.  For performance evaluation on 
product feature extraction, the comparative results between the 
proposed approach and Qiu’s approach are also analyzed. 
Precision, recall and f1-score of both are described in figure 1, 2 
and 3. 

From figure 1, we can see that the proposed approach has 
higher precision in 6 datasets, dropped in 3 datasets and nearly the 
same in 1 dataset over Qiu’s approach. The proposed approach 
relies only on the review data itself and no external information is 
needed. 

 
Figure 1: Comparison of Precision on Feature Extraction between Two 

Approaches 

According to the experimental results, the highest precision 
0.8819 (88%) are achieved in ABSA Restaurant dataset. In this 
dataset, the precision, recall and f1-score are nearly the same 
because there are no verb product features in this dataset. 

 
Figure 2: Comparison of Recall on Feature Extraction between Two Approaches 

Figure 2 shows that proposed approach outperforms all the 
other approaches in recall except ABSA Restaurant dataset and 
ABSA Hotel dataset. The proposed approach has about 14% 
improvement in Router dataset, about 3% in Computer dataset, 
about 6% in Speaker dataset, about 7% in iPod dataset, about 10% 
in Linksys Router dataset, about 9% in Nokia 6000 dataset, about 
12% in Norton dataset, about 20% in Diaper Champ dataset. In 
ABSA Restaurant and ABSA Hotel datasets, the recall of the two 

approaches are the same. So, to sum up, the proposed approach 
outperforms over the Qiu’s approach according to the recall. 

 
Figure 3: Comparison of F1-score on Feature Extraction between Two 

Approaches 

The comparative results of f1-score in feature extraction are 
shown in figure 3. According to the experimental results, the 
proposed approach has higher f1-score (about 7%) in 7 datasets 
and about 0.003% drop in ABSA Restaurant and Computer 
datasets and 1% drop in ABSA Hotel dataset 

 
Figure 4 Experimental results of Polarity Classification 

The performance analysis of polarity classification of the 
proposed system is evaluated in all datasets. Figure 4 shows the 
experimental results of polarity classification in all datasets. The 
system achieves Highest accuracy 83% in speaker dataset. 

6. Conclusion 

Opinion mining and sentiment classification are not only 
technically challenging because of the need for natural language 
processing. In this work, an effective opinion lexicon expansion 
and feature extraction approach is proposed. Features and 
opinions words are extracted simultaneously by using proposed 
algorithm based on double propagation. So, unlike the existing 
approach, context dependent opinion words are extracted and 
domain independence. According to experimental results, the 
proposed system works well in all datasets and get domain 
independency without using training examples. As the future 
extension, we will analyze the performance of the proposed 
system with more different datasets from SemEval research group. 
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And we will apply more dependency relations in extraction 
process. 
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 This paper addresses the motion planning problem of Reeds-Shepp-type car-like mobile 
robots moving among static and dynamic obstacles. If the positions and the velocity vectors 
of the obstacles are known or well estimated, the Velocity Obstacles (VO) method and its 
non-linear version (NLVO) can be used to plan a collision-free trajectory for a robot in the 
dynamic environment. VO and NLVO algorithms determine a velocity vector for the robot 
which corresponds not necessarily to the orientation of the robot, hence a nonholonomic 
car-like mobile robot cannot apply it exactly. Previously, the NLVO method was adopted 
for Dubins-like mobile robots, which are able to move forward only. In this paper, a method 
similar to NLVO is presented, but it results motions feasible for Reeds-Shepp-type robots, 
which are able to drive both forward and backward. Longitudinal velocities and curvatures 
of turning circles are calculated, which ensure collision-free motion if the arbitrary 
movement of the obstacles are known for some time-horizon. 
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1. Introduction  

This paper is an extension of work originally presented in the 
25th Mediterranean Conference on Control and Automation [1]. 

One of the main tasks of autonomous mobile robots is to 
execute a safe motion in their workspace from the actual position 
to a desired goal configuration. In some applications, the 
environment is fix, i.e. the positions and velocities of the obstacles 
are known. Otherwise the robot has to use some sensors to be able 
to estimate this information. Robots should be able to plan their 
motions such that they will not collide with static or moving 
obstacles. The literature presents several path planning methods 
for the avoidance of static obstacles (see e.g. [2,3]). 

There are two possibilities for motion planning among moving 
obstacles: 1, The planning can be done in two steps: geometric path 
planning and then velocity planning. 2, The geometry of the path 
and the velocity profile along it are determined simultaneously.  

In the first case, the geometry of the path and its time 
distribution are calculated separately (e.g. [4,5]). At the path 
planning phase, the moving obstacles are disregarded. The planner 
calculates a path which ensures collision-free motion to the goal 
among the static obstacles. The motions of the obstacles influence 
only the velocity profile of the path.  

The second possibility is to calculate both the path geometry 
and the velocity profile in one step (e.g. [6]). In this second case 
the shape of the path depends also on the positions and movements 
of the dynamic obstacles.  

If the information about the obstacles (positions, velocities) are 
known, a global path planner can be applied. If the environment is 
unknown, a local reactive obstacle avoidance algorithm has to be 
used based on the sensory information (e.g. [7]). 

Several motion planning methods in static environment can be 
extended to solve the dynamic problem as well. Some methods use 
the configuration space of the robot to find a feasible path among 
static obstacles (e.g. [3]). If the workspace of the robot contains 
moving obstacles as well, the configuration space should be 
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extended by a temporal dimension, and the motion should be 
searched in this extended space. Using this solution, one has to 
modify the distance metric to deal with the temporal dimension [5]. 

The Artificial Potential Field (APF) algorithm is a quite simple 
method which can be used for path planning in static environment 
[8]. Applying special potential force functions, one can solve the 
motion planning problem in case of moving target and obstacles 
using APF [9,10]. 

The Dynamic Window (DW) method is a local obstacle 
avoidance algorithm used in static environment [11]. The planning 
is done in the velocity space of the robot. Reachable and admissible 
velocity values are selected. Reachable values satisfy the 
kinematic and dynamic constraints of the robot and admissible 
values guarantee that the robot can stop before hitting an obstacle. 
An adaptation of DW can be used with moving obstacles as well 
[7]. 

The inevitable collision states (ICS) for robots are presented in 
[12]. If the robot is in an IC state, it surely collides with an obstacle 
independently from the future trajectory of the robot. If a state is 
non-ICS, there exists at least one motion possibility for the robot 
to avoid collision. Using the ICS concept, the motion planning 
problem in dynamic environment can also be solved [13]. 

The concept of velocity obstacles (VO) was introduced in [6] 
for such environments where the velocity vectors of the obstacles 
are supposed to be unchanged for some time-interval. Using VOs, 
an avoidance maneuver can be determined in the velocity space of 
the robot, based on the current positions and velocities of the robot 
and obstacles. Velocity obstacles represent the set of robot 
velocities that would result in a collision with a static or moving 
obstacle. The basic VO method was extended for obstacles moving 
along arbitrary trajectories (non-linear velocity obstacles – NLVO 
[14]). 

The inverse version of NLVO (INLVO) can be used to plan the 
velocity profile for a robot along a path with fix geometry [15]. A 
modified VO method can be used to plan autonomous navigation 
for unmanned surface vehicles as well [16]. The hybrid reciprocal 
VO (HRVO) is a method to plan the motion of multiple mobile 
robots without central coordination [17]. 

Our conference paper [1] presented a modified version of VO 
to plan the motion for Dubins-like mobile robots (VOD - Velocity 
Obstacles for Dubins-like robots). These robots go only forward. 
VOD defined pairs of colliding velocity and turning radius.  

In this paper, the goal is to define velocity obstacles for Reeds-
Shepp-type car-like mobile robots, which are able to drive both 
forward and backward. The determination of colliding velocity and 
curvature pairs is discussed. In this paper, the curvature is used 
instead of turning radius, hence the graphical representation of the 
colliding pairs is easier. The method and the equations of [1] were 
modified to deal with negative velocities and to use curvature 
instead of turning radius.  

The paper is organized as follows. Section 2 gives a short 
review of velocity obstacle methods. Section 3 presents the 
properties of Reeds-Shepp-type mobile robots. Section 4 describes 
how the 'velocity' of a car-like robot is represented in this work. In 
Section 5, the velocity obstacles for car-like mobile robots 

(VOCL) are presented. Some simulation results are given in 
Section 6. Finally, a short section concludes the paper. 

2. A Short Review of Velocity Obstacles 

VO method can be used to find a feasible velocity vector for 
the robot such that the robot is able to avoid static and moving 
obstacles. It is assumed that the position and velocities of the 
obstacles are known, and the obstacles follow a straight-line path 
for some time-horizon. The VO method uses circular 
representation of the robot and the obstacles with known radii. 

Given are a robot 𝐴𝐴  and some moving obstacles 𝐵𝐵𝑖𝑖  ( 𝑖𝑖 =
1 … 𝑛𝑛 < ∞), where 𝑛𝑛 denotes the number of obstacles. (According 
to this concept, a static obstacle is a moving obstacle with zero 
velocity.) The velocity obstacle 𝑉𝑉𝑂𝑂𝑖𝑖  contains all the robot velocity 
vectors 𝐯𝐯 which would result a collision with obstacle 𝐵𝐵𝑖𝑖: 

 𝑉𝑉𝑂𝑂𝑖𝑖 = {𝐯𝐯|∃𝑡𝑡:𝐴𝐴(𝑡𝑡, 𝐯𝐯) ∩ 𝐵𝐵𝑖𝑖(𝑡𝑡) ≠ ∅} (1) 

where 𝐴𝐴(𝑡𝑡, 𝐯𝐯) denotes the robot at time 𝑡𝑡 if velocity 𝐯𝐯 was applied. 
The shape of 𝑉𝑉𝑂𝑂𝑖𝑖  is a cone (see Figure 1). The union of the 
individual 𝑉𝑉𝑂𝑂𝑖𝑖 reads 

 𝑉𝑉𝑂𝑂 = ⋃ 𝑉𝑉𝑂𝑂𝑖𝑖𝑛𝑛
𝑖𝑖=1 . (2) 

Selecting a velocity vector outside 𝑉𝑉𝑂𝑂  guarantees that no 
collision will occur between the robot and the obstacles.  

An example for a point robot 𝐴𝐴 and two moving (𝐵𝐵1,𝐵𝐵2) and a 
static obstacle (𝐵𝐵3) is presented in Figure 1. 

 
Figure 1. Velocity obstacles for a point robot 𝐴𝐴 with two moving (𝐵𝐵1,𝐵𝐵2) and a 
static obstacle (𝐵𝐵3). 𝒗𝒗𝐵𝐵1,𝒗𝒗𝐵𝐵2 are the velocities of the obstacles. 𝑉𝑉𝑂𝑂𝑖𝑖 denotes the 
velocity obstacle corresponding to obstacle 𝐵𝐵𝑖𝑖 . A collision-free example is 
depicted for robot velocity: 𝒗𝒗 ∉ 𝑉𝑉𝑂𝑂 = ⋃ 𝑉𝑉𝑂𝑂𝑖𝑖3

𝑖𝑖=1 . 

2.1. Non-Linear Velocity Obstacles 

The non-linear velocity obstacle (NLVO) defines the set of all 
linear robot velocities that would result a collision with obstacle 
𝐵𝐵𝑖𝑖  (𝑡𝑡) moving along arbitrary known trajectory. At time instant 𝑡𝑡, 
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one can define robot velocity vectors which move the robot to a 
position during time 𝑡𝑡 − 𝑡𝑡0 such that a collision occurs with 𝐵𝐵𝑖𝑖: 

 𝑁𝑁𝑁𝑁𝑉𝑉𝑂𝑂𝑖𝑖(𝑡𝑡) = 𝑐𝑐𝑖𝑖(𝑡𝑡)+𝐵𝐵𝑖𝑖
𝑡𝑡−𝑡𝑡0

 (3) 

where 𝑐𝑐𝑖𝑖(𝑡𝑡) denotes the trajectory of the obstacle 𝐵𝐵𝑖𝑖 . Considering 
all 𝑡𝑡 > 𝑡𝑡0, one gets 

 𝑁𝑁𝑁𝑁𝑉𝑉𝑂𝑂𝑖𝑖 = ⋃ 𝑐𝑐𝑖𝑖(𝑡𝑡)+𝐵𝐵𝑖𝑖
𝑡𝑡−𝑡𝑡0𝑡𝑡>𝑡𝑡0 . (4) 

The shape of the non-linear velocity obstacle 𝑁𝑁𝑁𝑁𝑉𝑉𝑂𝑂𝑖𝑖  is a 
warped cone with apex at 𝐴𝐴 (see Figure 2). Similar to (2), the union 
of the individual 𝑁𝑁𝑁𝑁𝑉𝑉𝑂𝑂𝑖𝑖  defines the set of all robot velocity 
vectors which result a collision for some 𝑡𝑡 > 𝑡𝑡0. 

 
Figure 2. 𝑁𝑁𝑁𝑁𝑉𝑉𝑂𝑂 for a point robot 𝐴𝐴 with obstacle 𝐵𝐵𝑖𝑖 moving along a circular 

path. 

2.2. Generalized Velocity Obstacles 

The concept of velocity obstacles was generalized to apply it 
for car-like robots [18]. The obstacle is defined in the control space 
of the robot: 

 𝐺𝐺𝑉𝑉𝑂𝑂 = {𝑢𝑢|∃𝑡𝑡: ‖𝐴𝐴(𝑡𝑡,𝑢𝑢) − 𝐵𝐵(𝑡𝑡)‖ < 𝑟𝑟𝐴𝐴 + 𝑟𝑟𝐵𝐵} (5) 

where 𝑢𝑢 is the control input of the robot, 𝐴𝐴(𝑡𝑡,𝑢𝑢) is the position of 
𝐴𝐴 if control 𝑢𝑢 was applied up to 𝑡𝑡. 𝑟𝑟𝐴𝐴 and 𝑟𝑟𝐵𝐵 denote the radii of the 
circular robot and obstacle. 

The controls are sampled, and for each control 𝑢𝑢, the minimum 
distance between 𝐴𝐴 and 𝐵𝐵 is determined numerically, if control 𝑢𝑢 
was applied to the robot. If the minimum distance is smaller than 
the sum of the radii, 𝑢𝑢 ∈  𝐺𝐺𝑉𝑉𝑂𝑂 and it means that a collision will 
occur between 𝐵𝐵 and 𝐴𝐴 for the control 𝑢𝑢. 

2.3. Idea for Extension 

In this paper, the velocity obstacles are applied to similar robots 
as presented in Subsection 2.2. This solution will not be restricted 
to sampled control inputs, as suggested by [18]. The presented 
method represents the velocity obstacles for car-like robots as a 
subset of a two-dimensional plane similar to the methods of VO 
and NLVO. In this work, this plane is determined by the velocity 
of the robot and the curvature of its path. 

3. Reeds-Shepp-Type Car-Like Mobile Robots 

A car-like mobile robot (see Figure 3) can move in a two-
dimensional workspace. The state of the robot is defined by its 
position and orientation. The position is given by the (𝑥𝑥,𝑦𝑦) 
coordinates of the midpoint of its rear axle. The orientation of the 
robot is denoted by 𝜃𝜃, and it is defined by the angle of the positive 
𝑥𝑥 axis of the coordinate system and the longitudinal axis of the 
robot. Ackermann-steering is supposed (see [19]), and the 
movement of the robot is described by the motion of a bicycle 
putting on the longitudinal axis of the robot. The inputs of the robot 
are the longitudinal velocity 𝑣𝑣 and the angle of the front turning 
wheel (𝛿𝛿). Notice, that 𝑣𝑣 is a scalar. 

 
Figure 3. Car-like mobile robot. 

The kinematics of the robot reads: 

 �
�̇�𝑥
�̇�𝑦
�̇�𝜃
� = �

cos 𝜃𝜃
sin𝜃𝜃
tan 𝛿𝛿
𝑏𝑏

� 𝑣𝑣, (6) 

where 𝑏𝑏 is distance between the front and the rear wheels. The 
turning angle 𝛿𝛿 of the front wheel determines the radius 𝑅𝑅 of the 
turning circle of the robot: 𝑅𝑅 = 𝑏𝑏

tan 𝛿𝛿
. The reciprocal of the turning 

radius is called curvature: 𝜅𝜅 = 1
𝑅𝑅

= tan 𝛿𝛿
𝑏𝑏

. 

The turning radius 𝑅𝑅  cannot be arbitrary small, since the 
turning angle 𝛿𝛿 of the front wheels is also limited. Depending on 
the limit of 𝛿𝛿  and the geometrical 𝑏𝑏  parameter of the robot, a 
minimal turning radius can be determined: 𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛 ≤  |𝑅𝑅|. Similarly, 
the curvature is also limited: |𝜅𝜅| ≤ 𝜅𝜅𝑚𝑚𝑚𝑚𝑚𝑚. 

The car-like mobile robot is a nonholonomic system since the 
direction of its velocity vector is constrained by the following 
equation: 

 �̇�𝑥 sin𝜃𝜃 − �̇�𝑦 cos𝜃𝜃 = 0. (7) 

There are different types of car-like mobile robots: Dubins-
robots can only move forward (i.e. 𝑣𝑣 > 0). It was proved that for 
given start and goal states the path with the minimal length consists 
of three segments: two or three circular segments with maximal 
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curvature (i.e. with minimal turning radius) and, if needed, a 
straight-line between two circles if no obstacles are presented in 
the workspace [20]. The Reeds-Shepp-type mobile robots are able 
to travel both forward and backward. It was also shown that the 
path with minimal length between given start and goal states 
contains (like Dubins-robots) circular segments with maximal 
curvature, and it may contain straight-lines and cusp points where 
the driving direction changes [21]. 

4. Velocity Representation for Car-Like Mobile Robots 

A Reeds-Shepp-type mobile robot can move forward or 
backward on a circular path segment with constant curvature (𝜅𝜅), 
i.e. with constant radius (𝑅𝑅 = 1

𝜅𝜅
), or on a straight-line. The 

curvature may have negative values, which shows that the robot 
turns in the negative direction (i.e. clockwise). The straight-line 
motion can also be described by a zero curvature. The time-
distribution along the path depends on the longitudinal velocity 𝑣𝑣 
of the robot. The sign of 𝑣𝑣 shows the direction of motion. These 
imply that the actual motion of the robot can be described by the 
pair (𝑣𝑣, 𝜅𝜅). 

If (𝑣𝑣, 𝜅𝜅) is constant for a time period Δ𝑡𝑡, one can calculate the 
displacement in position and in orientation for Δ𝑡𝑡, if the motion 
starts at 𝑡𝑡0 = 0 from [𝑥𝑥0,𝑦𝑦0,𝜃𝜃0] = [0,0,0] by integrating (6): 

 �
𝑥𝑥(Δ𝑡𝑡)
𝑦𝑦(Δ𝑡𝑡)
𝜃𝜃(Δ𝑡𝑡)

� = �

2
𝜅𝜅

sin 𝜅𝜅𝜅𝜅Δ𝑡𝑡
2

cos 𝜅𝜅𝜅𝜅Δ𝑡𝑡
2

2
𝜅𝜅

sin2 𝜅𝜅𝜅𝜅Δ𝑡𝑡
2

𝜅𝜅𝑣𝑣Δ𝑡𝑡

�. (8) 

This works in the reverse direction as well: if a point (𝑥𝑥,𝑦𝑦) is 
given in the workspace of the robot, one can determine the constant 
curvature 𝜅𝜅 and the constant forward longitudinal velocity 𝑣𝑣𝑓𝑓 ≥ 0 
and backward velocity 𝑣𝑣𝑏𝑏 < 0, which can move the robot from 
𝑡𝑡0  =  0 and [𝑥𝑥0,𝑦𝑦0,𝜃𝜃0] = [0,0,0] to this point during time Δ𝑡𝑡: 

 𝜅𝜅 = 2𝑦𝑦
𝑚𝑚2+𝑦𝑦2

, (9) 

 𝑣𝑣𝑓𝑓 = 𝑚𝑚2+𝑦𝑦2

𝑦𝑦Δ𝑡𝑡
atan 𝑦𝑦

𝑚𝑚
, (10) 

 𝑣𝑣𝑏𝑏 = 𝑚𝑚2+𝑦𝑦2

𝑦𝑦Δ𝑡𝑡
�atan 𝑦𝑦

𝑚𝑚
− 𝑠𝑠𝑠𝑠𝑛𝑛 �atan 𝑦𝑦

𝑚𝑚
� 𝜋𝜋�. (11) 

Notice, that (10) (and (11)) has several solutions for given 𝑥𝑥 
and 𝑦𝑦. If the robot does not go more than ones around in a circle, 
(10) (or (11)) will have a single solution for 𝑣𝑣𝑓𝑓 (or for 𝑣𝑣𝑏𝑏) with 
−𝜋𝜋 < atan 𝑦𝑦

𝑚𝑚
≤  𝜋𝜋. 

If the robot goes straight, its motion is described by: 𝑥𝑥 =
𝑣𝑣 Δ𝑡𝑡, 𝑦𝑦 = 0, 𝜅𝜅 = 0,𝑅𝑅 = ∞, 𝑣𝑣 = 𝑚𝑚

Δ𝑡𝑡
. In the sequel, the goal is to 

determine the (𝑣𝑣, 𝜅𝜅) (i.e. (𝑣𝑣𝑓𝑓 , 𝜅𝜅) and (𝑣𝑣𝑏𝑏 , 𝜅𝜅)) pairs which result a 
collision-free motion for the robot. 

5. Velocity Obstacles for Car-Like Robots 

Let the robot be at the [𝑥𝑥0,𝑦𝑦0 ,𝜃𝜃0] = [0,0,0] initial state. First, 
such (𝑣𝑣, 𝜅𝜅) pairs are determined which result a collision with static 

obstacles. Then the collision with moving obstacles is also 
considered. 

5.1. Collision with Static Obstacles 

Suppose that a static obstacle is presented in the workspace of 
the robot. Let a circle represent the obstacle. Its position is given 
by the coordinates of its center: (𝑥𝑥𝑜𝑜 ,𝑦𝑦𝑜𝑜) and its radius is 𝑟𝑟𝑜𝑜. For the 
sake of simplicity, the robot is also represented by a circle with 
radius 𝑟𝑟𝑟𝑟 . (A non-circular robot or obstacle can be approximated 
by one or more circles.) To examine the collision for a point-like 
robot, the radius of the obstacle should be enlarged by the radius 
of the robot: 𝑟𝑟𝑜𝑜′ = 𝑟𝑟𝑜𝑜 + 𝑟𝑟𝑟𝑟  similar to the method proposed in [6]. 

First, such circular motions (i.e. curvatures 𝜅𝜅𝑔𝑔) are considered, 
where the robot grazes (touches) the obstacle. Geometrically, the 
problem is the following: given a point (position of the robot), a 
straight-line going through this point (line of the robot's 
orientation) and a circle (obstacle with enlarged radius 𝑟𝑟𝑜𝑜′), such a 
circle has to be found, which is tangential to the circle of the 
obstacle and grazes the line of orientation at the given point 
(robot's position). 

 
Figure 4. Grazing a static obstacle. 

There are two possibilities (see Figure 4). In both cases the center 
of the turning circle lies on the 𝑦𝑦-axis (i.e. the 𝑥𝑥 coordinate of the 
center of the turning circle is 0). The 𝑦𝑦 coordinate of the center of 
the turning circle defines the radius of the circle. The two possible 
values for the curvatures (or for reciprocals of y coordinates of the 
center) are: 

 𝜅𝜅𝑔𝑔1 = 1
𝑌𝑌1

= 2�𝑦𝑦𝑜𝑜−𝑟𝑟𝑜𝑜′�
𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2

, (12) 

 𝜅𝜅𝑔𝑔2 = 1
𝑌𝑌2

= 2�𝑦𝑦𝑜𝑜+𝑟𝑟𝑜𝑜′�
𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2

. (13) 

All curvatures between 𝜅𝜅𝑔𝑔1 and 𝜅𝜅𝑔𝑔2 will result in a collision 
with the static obstacle. More precisely, moving on a circle with 
curvature 𝜅𝜅𝑖𝑖 ≠ 0 will cause a collision if 

 min�𝜅𝜅𝑔𝑔1, 𝜅𝜅𝑔𝑔2� < 𝜅𝜅𝑖𝑖 < max(𝜅𝜅𝑔𝑔1, 𝜅𝜅𝑔𝑔2) . (14) 

𝜅𝜅𝑖𝑖 = 0 can only cause a collision if 

 𝑠𝑠𝑠𝑠𝑛𝑛 �𝜅𝜅𝑔𝑔1� ≠ 𝑠𝑠𝑠𝑠𝑛𝑛�𝜅𝜅𝑔𝑔2� ∧ 𝑠𝑠𝑠𝑠𝑛𝑛(𝑥𝑥𝑜𝑜) = 𝑠𝑠𝑠𝑠𝑛𝑛(𝑣𝑣). (15) 
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The coordinates of the grazing points ((𝑥𝑥1,𝑦𝑦1) resp. (𝑥𝑥2,𝑦𝑦2)) 
can be calculated as well: 

 𝑥𝑥1 = 𝑚𝑚𝑜𝑜(𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2)

𝑚𝑚𝑜𝑜2+�𝑦𝑦𝑜𝑜−𝑟𝑟𝑜𝑜′�
2 , (16) 

 𝑦𝑦1 = (𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2)(𝑦𝑦𝑜𝑜−𝑟𝑟𝑜𝑜′)

𝑚𝑚𝑜𝑜2+�𝑦𝑦𝑜𝑜−𝑟𝑟𝑜𝑜′�
2 , (17) 

 𝑥𝑥2 = 𝑚𝑚𝑜𝑜(𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2)

𝑚𝑚𝑜𝑜2+�𝑦𝑦𝑜𝑜+𝑟𝑟𝑜𝑜′�
2 , (18) 

 𝑦𝑦2 = (𝑚𝑚𝑜𝑜2+𝑦𝑦𝑜𝑜2−𝑟𝑟𝑜𝑜′2)(𝑦𝑦𝑜𝑜+𝑟𝑟𝑜𝑜′)

𝑚𝑚𝑜𝑜2+�𝑦𝑦𝑜𝑜+𝑟𝑟𝑜𝑜′�
2 . (19) 

Consider now the time instant 𝑡𝑡. The (𝑣𝑣, 𝜅𝜅) input pairs can be 
determined, which cause collision with the static obstacle 𝐵𝐵𝑖𝑖  at 𝑡𝑡. 
The velocity obstacle for a car-like robot (VOCL) is the union of 
these points (see Figure 5): 

 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) = { (𝑣𝑣, 𝜅𝜅)|𝐴𝐴(𝑡𝑡, 𝑣𝑣, 𝜅𝜅) ∩ 𝐵𝐵𝑖𝑖 ≠ ∅}, (20) 

where 𝐴𝐴(𝑡𝑡, 𝑣𝑣, 𝜅𝜅)  represents the robot at time-moment 𝑡𝑡  moving 
from 𝑡𝑡0 = 0 and from the origin on a circular path with radius 1

𝜅𝜅
 

with velocity 𝑣𝑣 . 𝜅𝜅  and 𝑣𝑣  can be calculated from (𝑥𝑥, 𝑦𝑦) position 
using (9)-(11). 

 
Figure 5. a. Robot and obstacle at a grazing case. b. Velocity obstacle 

𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁(𝑡𝑡) and feasible VO 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁(𝑡𝑡) for time instant 𝑡𝑡 

From the grazing points (𝑥𝑥1,𝑦𝑦1)  and (𝑥𝑥2,𝑦𝑦2) , one can 
determine the corresponding points in 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡). The curvatures 
𝜅𝜅𝑔𝑔1  and 𝜅𝜅𝑔𝑔2  are used and the forward velocities 𝑣𝑣𝑔𝑔1

𝑓𝑓 ,𝑣𝑣𝑔𝑔2
𝑓𝑓  and 

backward velocities 𝑣𝑣𝑔𝑔1𝑏𝑏 , 𝑣𝑣𝑔𝑔2𝑏𝑏  can also be calculated if (𝑥𝑥1,𝑦𝑦1) or 
(𝑥𝑥2,𝑦𝑦2) should be reached on a circular path during time 𝑡𝑡. 

(𝑣𝑣𝑔𝑔1, 𝜅𝜅𝑔𝑔1) and (𝑣𝑣𝑔𝑔2, 𝜅𝜅𝑔𝑔2) lie on the boundary of 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡). All 
other points on the boundary of 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) correspond to a motion 
(i.e. (𝑣𝑣, 𝜅𝜅)  values) which moves the robot during time 𝑡𝑡  to a 
boundary point of the obstacle, but before or after the time instant 
𝑡𝑡 a collision occurs. 

𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) according to (20) may contain (𝑣𝑣𝑗𝑗 , 𝜅𝜅𝑗𝑗) pairs, such 
that |𝜅𝜅𝑗𝑗| > 𝜅𝜅𝑚𝑚𝑚𝑚𝑚𝑚  or |𝑣𝑣𝑗𝑗|  >  𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 . These 𝜅𝜅𝑗𝑗   or 𝑣𝑣𝑗𝑗  values are not 
feasible. Feasible VO (𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) ⊆ 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) ) contains only 
feasible curvature and velocity values: 

𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) = {(𝑣𝑣, 𝜅𝜅)|𝐴𝐴(𝑡𝑡, 𝑣𝑣, 𝜅𝜅) ∩ 𝐵𝐵𝑖𝑖 ≠ ∅ ∧ 

                             |𝑣𝑣| ≤ 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 ∧  |𝜅𝜅| ≤ 𝜅𝜅𝑚𝑚𝑚𝑚𝑚𝑚}. (21) 

In Figure 5 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡)  is delimited by dotted line and 
𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) is bounded by solid line. 

Taking time-moments in a time-interval 𝑡𝑡 ∈ [𝑡𝑡0, 𝑡𝑡ℎ] one can 
get 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖 for a static obstacle 𝐵𝐵𝑖𝑖: 

 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖 = ⋃ 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡)𝑡𝑡∈[𝑡𝑡0,𝑡𝑡ℎ]  . (22) 

If the robot moves according to (𝑣𝑣, 𝜅𝜅) ∉  𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖, the robot 
will not collide with the static obstacle 𝐵𝐵𝑖𝑖  in the given time interval 
[𝑡𝑡0, 𝑡𝑡ℎ]. 

Notice, that the selection of 𝑡𝑡ℎ influences the effectiveness and 
the computational demand of the method. If a small value was 
selected for 𝑡𝑡ℎ, a mobile robot may collide with a moving obstacle. 
On the other hand, a large time-horizon can result that VO includes 
almost the complete velocity space [13]. 

5.2. Calculating VOCL for Moving Obstacles 

For a moving obstacle 𝐵𝐵𝑖𝑖(𝑡𝑡) the definition of 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) for a 
given time-moment 𝑡𝑡 is similar to (20): 

 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) = { (𝑣𝑣, 𝜅𝜅)|𝐴𝐴(𝑡𝑡, 𝑣𝑣, 𝜅𝜅) ∩ 𝐵𝐵𝑖𝑖(𝑡𝑡) ≠ ∅}. (23) 

𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡) and 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖 can be determined as well, according 
to (21) and (22). 

The main difference is the following: the grazing points in 
𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡)  ((𝑣𝑣𝑔𝑔1, 𝜅𝜅𝑔𝑔1)  and (𝑣𝑣𝑔𝑔2, 𝜅𝜅𝑔𝑔2) ) do not represent grazing 
cases any more if the obstacle is moving since the position of the 
grazing points depends on the motion of the obstacle. 

 

To analyze VOCL and the grazing points, the following 
notations are used (see Figure 6): 

• A time instant 𝑡𝑡𝐴𝐴 is considered. 

• The position of the moving obstacle at 𝑡𝑡𝐴𝐴  is denoted by 
(𝑥𝑥𝑜𝑜(𝑡𝑡𝐴𝐴), 𝑦𝑦𝑜𝑜(𝑡𝑡𝐴𝐴)). The angle between the positive x-axis and 
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the velocity vector 𝐯𝐯𝑜𝑜(𝑡𝑡𝐴𝐴)  of the obstacle is denoted by 
𝜃𝜃𝑜𝑜(𝑡𝑡𝐴𝐴), the absolute value of the velocity is 𝑣𝑣𝑜𝑜(𝑡𝑡𝐴𝐴). 𝜔𝜔𝑜𝑜(𝑡𝑡𝐴𝐴) 
denotes the turning rate of the obstacle. The vector 𝛚𝛚𝑜𝑜(𝑡𝑡𝐴𝐴) 
is parallel to the positive z-axis, if the direction of the 
rotation is positive, and to the negative z-axis in case of 
clockwise rotation. 

• An input pair (𝑣𝑣𝐴𝐴, 𝜅𝜅𝐴𝐴) is selected. 

• If a robot is moving with a velocity 𝑣𝑣𝐴𝐴  on a circle with 
curvature 𝜅𝜅𝐴𝐴  for time 𝑡𝑡𝐴𝐴, its position (𝑥𝑥𝑟𝑟(𝑡𝑡𝐴𝐴),𝑦𝑦𝑟𝑟(𝑡𝑡𝐴𝐴)) and 
orientation 𝜃𝜃𝑟𝑟(𝑡𝑡𝐴𝐴) can be determined according to (8). The 
absolute value of the robot's velocity 𝑣𝑣𝐴𝐴  remains 
unchanged during the circular motion, but the vector of the 
velocity 𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) changes, since the orientation of the robot 
is also modified. The turning rate of the robot is 𝜔𝜔𝐴𝐴 =
𝜅𝜅𝐴𝐴 𝑣𝑣𝐴𝐴. The direction of vector 𝛚𝛚𝐴𝐴 is parallel to the positive 
z-axis, if 𝜔𝜔𝐴𝐴 > 0, and to the negative z-axis if 𝜔𝜔𝐴𝐴 < 0. The 
vector 𝛚𝛚𝐴𝐴 is constant during the circular motion, since its 
direction and length (i.e. 𝜔𝜔𝐴𝐴) are unchanged. 

• The relative velocity of the robot and the obstacle at time 
moment 𝑡𝑡𝐴𝐴 is denoted by 

 𝐯𝐯𝑟𝑟|𝑜𝑜 (𝑡𝑡𝐴𝐴) = 𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) − 𝐯𝐯𝑜𝑜(𝑡𝑡𝐴𝐴). (24) 

• The angle between the velocity vector 𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) of the robot 
and the relative velocity 𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴) is: 

 𝛽𝛽(𝑡𝑡𝐴𝐴) = atan 𝜅𝜅𝑜𝑜(𝑡𝑡𝐴𝐴) sin(𝜃𝜃𝑟𝑟(𝑡𝑡𝐴𝐴)−𝜃𝜃𝑜𝑜(𝑡𝑡𝐴𝐴))
𝜅𝜅𝐴𝐴−𝜅𝜅𝑜𝑜(𝑡𝑡𝐴𝐴) cos(𝜃𝜃𝑟𝑟(𝑡𝑡𝐴𝐴)−𝜃𝜃𝑜𝑜(𝑡𝑡𝐴𝐴))

. (25) 

• 𝐩𝐩𝑜𝑜𝑟𝑟  is a vector connecting the center of the obstacle to the 
center of the robot. 

• The angle between the positive x-axis and 𝐩𝐩𝑜𝑜𝑟𝑟  is: 

 𝛾𝛾(𝑡𝑡𝐴𝐴) = atan 𝑦𝑦𝑟𝑟(𝑡𝑡𝐴𝐴)−𝑦𝑦𝑜𝑜(𝑡𝑡𝐴𝐴)
𝑚𝑚𝑟𝑟(𝑡𝑡𝐴𝐴)−𝑚𝑚𝑜𝑜(𝑡𝑡𝐴𝐴)

. (26) 

The following two propositions follow directly from the 
definition of 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡). 

Proposition 1: 

��𝑥𝑥𝑟𝑟(𝑡𝑡𝐴𝐴) − 𝑥𝑥𝑜𝑜(𝑡𝑡𝐴𝐴)�2 + (𝑦𝑦𝑟𝑟(𝑡𝑡𝐴𝐴) − 𝑦𝑦𝑜𝑜(𝑡𝑡𝐴𝐴))2 ≤ 𝑟𝑟𝑜𝑜′ ⟺ 

 (𝑣𝑣𝐴𝐴, 𝜅𝜅𝐴𝐴) ∈ 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴). (27) 

If |𝜅𝜅𝐴𝐴| ≤ 𝜅𝜅𝑚𝑚𝑚𝑚𝑚𝑚  and |𝑣𝑣𝐴𝐴| ≤ 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 , then (𝑣𝑣𝐴𝐴, 𝜅𝜅𝐴𝐴) ∈
 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴) is also true. Similar to [14], the boundary points of 
the set 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁(𝑡𝑡) are denoted by 𝛿𝛿𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁(𝑡𝑡). 

Proposition 2: 

��𝑥𝑥𝑟𝑟(𝑡𝑡𝐴𝐴) − 𝑥𝑥𝑜𝑜(𝑡𝑡𝐴𝐴)�2 + (𝑦𝑦𝑟𝑟(𝑡𝑡𝐴𝐴) − 𝑦𝑦𝑜𝑜(𝑡𝑡𝐴𝐴))2 = 𝑟𝑟𝑜𝑜′ ⟺ 

 (𝑣𝑣𝐴𝐴, 𝜅𝜅𝐴𝐴) ∈ δ𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴). (28) 

For the grazing points (𝑣𝑣𝑔𝑔1, 𝜅𝜅𝑔𝑔1) and (𝑣𝑣𝑔𝑔2, 𝜅𝜅𝑔𝑔2) in case of a 
static obstacle still holds true that �𝑣𝑣𝑔𝑔1, 𝜅𝜅𝑔𝑔1� ∈ 𝛿𝛿𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴) and 
�𝑣𝑣𝑔𝑔2, 𝜅𝜅𝑔𝑔2� ∈ 𝛿𝛿𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴) where 𝛿𝛿  denotes the region boundary. 
But these points are not grazing points any more, if the obstacle is 
moving. 

Theorem 3: (𝑣𝑣𝐴𝐴, 𝜅𝜅𝐴𝐴) is a grazing point in 𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖(𝑡𝑡𝐴𝐴) if 

 𝜃𝜃𝑟𝑟(𝑡𝑡𝐴𝐴) + 𝛽𝛽(𝑡𝑡𝐴𝐴) − 𝛾𝛾(𝑡𝑡𝐴𝐴) = (2𝑚𝑚−1)𝜋𝜋
2

, 𝑎𝑎 ∈ ℤ. (29) 

Proof: 𝜃𝜃𝑟𝑟(𝑡𝑡𝐴𝐴) + 𝛽𝛽(𝑡𝑡𝐴𝐴) denotes the angle between the relative 
velocity 𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴)  and the positive x-axis. 𝛾𝛾(𝑡𝑡𝐴𝐴)  is the angle 
between the positive x-axis and 𝐩𝐩𝑜𝑜𝑟𝑟  (the vector connecting the 
center of the robot and the obstacle). The condition for the grazing 
situation is that the relative velocity 𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴) is perpendicular to 
𝐩𝐩𝑜𝑜𝑟𝑟  which is equivalent to the case where the relative velocity 
𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴) is tangent to the circle of the enlarged obstacle with radius 
𝑟𝑟𝑜𝑜′. 

Similar to [14], it can be proven that if 𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴)  is 
perpendicular to 𝐩𝐩𝑜𝑜𝑟𝑟 , the robot grazes the obstacle. 

A point 𝑃𝑃  is selected on the boundary of the robot. 𝐩𝐩𝑃𝑃  is a 
vector which goes from the center of the robot to 𝑃𝑃. The velocity 
of the point 𝑃𝑃 is: 

 𝐯𝐯𝑃𝑃(𝑡𝑡𝐴𝐴) =  𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) + 𝛚𝛚𝐴𝐴 × 𝐩𝐩𝑃𝑃. (30) 

Similarly, a point 𝑄𝑄 can be selected on the boundary of the 
obstacle. 𝐩𝐩𝑄𝑄 is a vector which goes from the center of the obstacle 
to 𝑄𝑄. The velocity of 𝑄𝑄 reads: 

 𝐯𝐯𝑄𝑄(𝑡𝑡𝐴𝐴) = 𝐯𝐯𝑜𝑜(𝑡𝑡𝐴𝐴) + 𝛚𝛚𝑜𝑜(𝑡𝑡𝐴𝐴) × 𝐩𝐩𝑄𝑄. (31) 

If the point 𝑃𝑃  of the robot grazes point 𝑄𝑄  on the obstacle, 
vector 𝐩𝐩𝑜𝑜𝑟𝑟  has to be parallel to 𝐩𝐩𝑄𝑄  and −𝐩𝐩𝑃𝑃 . Moreover, grazing 
case can only occur, if the relative velocity of point 𝑃𝑃 according to 
point 𝑄𝑄  is tangent to the circle of the obstacle, i.e. if it is 
perpendicular to 𝐩𝐩𝑜𝑜𝑟𝑟  (and accordingly to 𝐩𝐩𝑄𝑄 and 𝐩𝐩𝑃𝑃 as well). The 
relative velocity of 𝑃𝑃 according to 𝑄𝑄 is: 

𝐯𝐯𝑃𝑃|𝑄𝑄(𝑡𝑡𝐴𝐴) = 𝐯𝐯𝑃𝑃(𝑡𝑡𝐴𝐴) − 𝐯𝐯𝑄𝑄(𝑡𝑡𝐴𝐴) = 

 = 𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) + 𝛚𝛚𝐴𝐴 × 𝐩𝐩𝑃𝑃 − 𝐯𝐯𝑜𝑜(𝑡𝑡𝐴𝐴) −𝛚𝛚𝑜𝑜(𝑡𝑡𝐴𝐴) × 𝐩𝐩𝑄𝑄. (32) 

𝐯𝐯𝑃𝑃|𝑄𝑄(𝑡𝑡𝐴𝐴) is perpendicular to 𝐩𝐩𝑜𝑜𝑟𝑟 , if: 

𝐯𝐯𝑃𝑃|𝑄𝑄(𝑡𝑡𝐴𝐴) ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟 = 0 

 (𝐯𝐯𝐴𝐴 + 𝛚𝛚𝐴𝐴 × 𝐩𝐩𝑃𝑃) ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟 − �𝐯𝐯𝑜𝑜 + 𝛚𝛚𝑜𝑜 × 𝐩𝐩𝑄𝑄� ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟 =  
 = 0. (33) 

Both (𝛚𝛚𝐴𝐴 × 𝐩𝐩𝑃𝑃) ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟  and �𝛚𝛚𝑜𝑜(𝑡𝑡𝐴𝐴) × 𝐩𝐩𝑄𝑄� ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟  equal 0, 
hence one gets 

 �𝐯𝐯𝐴𝐴(𝑡𝑡𝐴𝐴) − 𝐯𝐯𝑜𝑜(𝑡𝑡𝐴𝐴)� ⋅ 𝐩𝐩𝑜𝑜𝑟𝑟 = 0, (34) 
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which is equivalent to that 𝐯𝐯𝑟𝑟|𝑜𝑜(𝑡𝑡𝐴𝐴) is perpendicular to 𝐩𝐩𝑜𝑜𝑟𝑟 .■ 

Notice, that the obstacles can move on arbitrary paths with 
arbitrary velocity profiles. The algorithm only supposes that for 
every time moment 𝑡𝑡𝐴𝐴 ∈ [𝑡𝑡0, 𝑡𝑡ℎ]  the positions and the velocity 
vectors of each obstacles are known. 

5.3. Trajectories Avoiding Obstacles 

If a goal position is given in the workspace of the robot, a 
motion should be planned which arrives to this point. During the 
motion, no collision should occur. 

Fiorini and Shiller presented some heuristic search methods 
using Velocity Obstacles [6]. Applying these, one can easily select 
at each time moment a feasible velocity vector which moves the 
robot to the direction of the goal such that it avoids collisions with 
the obstacles. Using these heuristics alone does not guarantee to 
find an optimal solution. They designed an off-line global search 
method as well. A tree was generated for avoidance maneuvers 
using VO. 

Shiller et al. presented avoidance maneuvers using NLVO [14]. 
These avoidance maneuvers can be used in a local or global motion 
planner as well. 

The VOCL method can also be used in all above methods to 
plan the motion for car-like mobile robots to a given goal avoiding 
static and moving obstacles. 

5.4. The Safest Solution 

Another possibility for the selection of (𝑣𝑣, 𝜅𝜅)  pair is to 
determine the safest motion. This method is called as the Safety 
Velocity Obstacles method (SVO). 

The most important goal of the SVO method is to ensure the 
safest path for the robot during the motion. 

This method checks, how far a possible (𝑣𝑣, 𝜅𝜅) ∉ 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁 pair 
is from the nearest 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖  (name this distance 𝑉𝑉𝑂𝑂𝑑𝑑𝑖𝑖𝑑𝑑𝑡𝑡 ). If the 
distance is bigger than a predefined threshold 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 , then the value 
of 𝑉𝑉𝑂𝑂𝑑𝑑𝑖𝑖𝑑𝑑𝑡𝑡  is set to this maximum distance. 

Hence, a normalized distance can be defined: 

 𝑉𝑉𝑂𝑂𝑛𝑛𝑜𝑜𝑟𝑟𝑚𝑚 = 𝑉𝑉𝑂𝑂𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

 (35) 

where 𝑉𝑉𝑂𝑂𝑛𝑛𝑜𝑜𝑟𝑟𝑚𝑚 ∈ [0,1]. After that the value of the cost can be 
defined as 

 𝑉𝑉𝑂𝑂𝑐𝑐𝑜𝑜𝑑𝑑𝑡𝑡 = 1 − 𝑉𝑉𝑂𝑂𝑛𝑛𝑜𝑜𝑟𝑟𝑚𝑚. (36) 

If the selected (𝑣𝑣, 𝜅𝜅) pair is far from the nearest 𝐹𝐹𝑉𝑉𝑂𝑂𝑉𝑉𝑁𝑁𝑖𝑖, then 
the value of 𝑉𝑉𝑂𝑂𝑛𝑛𝑜𝑜𝑟𝑟𝑚𝑚 will be a big number (near to 1). So, such 
(𝑣𝑣, 𝜅𝜅)  pair has to be chosen for the robot, where the value of 
𝑉𝑉𝑂𝑂𝑐𝑐𝑜𝑜𝑑𝑑𝑡𝑡  is minimal. 

So, with the SVO method one can plan the safest motion in 
dynamic environment. 

6. Simulation Results 

An example for VOCL is presented here. A circular robot with 
radius 𝑟𝑟𝑜𝑜 = 0.9m is given. Its minimal turning radius is 𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛 =

3m (i.e. 𝜅𝜅𝑚𝑚𝑚𝑚𝑚𝑚 = 1
3

m−1 ) and its maximal velocity is 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 7 m
𝑑𝑑

. 
Seven circular obstacles with different radii are presented in the 
workspace (see Figure 7). Four obstacles move (𝐵𝐵1 ,𝐵𝐵2,𝐵𝐵3,𝐵𝐵4) and 
there are three static obstacles (𝐵𝐵5,𝐵𝐵6,𝐵𝐵7). The velocity vectors 
and the paths of the dynamic obstacles are also depicted in 
Figure 7. The VOCL and FVOCL for 𝑡𝑡ℎ = 10s  is given in 
Figure 8. White areas represent (𝑣𝑣, 𝜅𝜅) pairs which correspond to 
collision-free motion for 𝑡𝑡ℎ. 

 
Figure 7. An example with seven obstacles at 𝑡𝑡0 = 0s. The velocity vectors of 
dynamic obstacles are depicted by solid lines, the paths of the obstacles are 
denoted by dotted lines (with 𝑡𝑡ℎ = 10𝑠𝑠). 

A collision-free example is also presented here. 𝜅𝜅 = 0.15m−1 
( 𝑅𝑅 = 6. 6̇m ) and 𝑣𝑣 = −5 m

𝑑𝑑
 was selected. The corresponding 

(𝑣𝑣, 𝜅𝜅) point is depicted by a red star in Figure 8. The motion of the 
robot and the movement of the obstacles are depicted in Figure 9. 

 

7. Conclusion 

Velocity obstacles (VO) and non-linear velocity obstacles 
(NLVO) methods can be used to plan a collision-free motion for a 
planar robot moving among static and moving obstacles. VO 
supposes that the obstacles move on straight-lines with constant 
velocities. If the path of the obstacle is not a straight-line, NLVO 
can be applied. These methods determine a velocity vector for the 
robot, which results in a collision-free motion in a time-interval. 
Applying this velocity, the robot will move on a straight-line 
according to the direction of the selected velocity vector. Both 
methods assume that the position and the motion of the obstacles 
are known.  
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Figure 9. Motion of robot and obstacles in the example (𝑣𝑣 = −5 𝑚𝑚

𝑑𝑑
, 𝜅𝜅 = 0.15𝑚𝑚−1). The robot is depicted by a blue disc, and its path is shown by the thick black dotted 

line. 

The method, presented in this paper is similar to NLVO but in 
this case the robot is a car-like mobile robot.  This robot cannot 
move to arbitrary direction. The direction of its velocity vector is 
determined by its orientation. The robot can move on a straight-
line according to its orientation or on a circular path. Hence, the 
presented VOCL method determines only the magnitude of the 
velocity vector and, additionally, the curvature of the circular path 
to follow to avoid collisions. 

The next stage of this work is to implement the VOCL method 
for a car-like mobile robot, such that the collision-free motion is 
determined in real-time. 

Our future goal is to take the non-circular shape of the robot 
(e.g. car-like rectangle) also into consideration during the 
construction of VOCL. 

[22]. In this case a continuous curvature path could be 
determined. The drawback is that the computational complexity 
would be larger. 
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 This paper presents various concepts related to the application of a microgrid pilot project 
in a residential condominium at Fortaleza / CE - Brazil, such as battery energy system, 
renewable and distributed generation, islanding recloser and all different units using 
interface based on power electronics. This papers main objective is to create information 
about microgrid operation and the interaction between its main equipment, such as power 
converters, utility energy distribution system and control units responsible for algorithms 
and changes in microgrids operation mode. This information is important for 
understanding the need for a test setup construction. To perform the test procedures, a 
temporary setup in a controlled environment within the microgrid is proposed. During the 
test periods, intentional power outages are required to evaluate the operating mode 
switching on each unit. The test setup described in this paper aims to mitigate the tests 
effects on other residential units inside the condominium.  
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1. Introduction  

Typical electric power systems are known to operate by 
transmitting energy in bulk from large generating plants over long 
distances to large load centers. With the introduction of distributed 
generation and the growing evolution of power electronics for the 
renewable generation sources of electricity, such as solar and wind, 
this scenario of operation has been changing gradually, leaving 
behind the centralized form of generation and becoming now 
decentralized, producing energy closer to consumers [1, 2]. 

In this context, microgrids present a new concept of power 
generation and distribution. Microgrids are utility power grid 
subsystems composed of a set of distributed energy resources, 
controllable electric loads, energy storage elements and power 
control system. Microgrid main characteristic is the ability to 
operate in island conditions, i.e., operate isolated from the main 
electricity distribution grid preserving an energy quality for 
microgrid connected consumers [3-5]. 

In addition to both connected and islanded modes, this 
microgrid, under analysis, presents a third operation mode referred 
to as Maintenance Mode. This operation mode is activated when a 
fault, such as short circuit, happens inside the microgrid, and 
consequently making it impossible to operate islanded. Therefore, 

maintenance mode becomes essential while aiming towards a safe 
microgrid operation. Recent studies [6, 7] also described the 
importance of such mode and its benefits for microgrid operations. 

While in maintenance mode, the microgrid cannot be powered 
by any of its distributed energy resources (DER), i.e., the central 
energy storage (grid-forming power converter) and its internal 
sources of distributed generation (grid-feeding power converter) 
are unable to generate energy. Maintenance mode is also triggered 
with a power distribution company request, followed by command 
from the operation center, due to maintenance in the local medium 
voltage distribution grid, as it is procedure to disable the microgrid 
and ensure a complete absence of power at the condominium 
internal distribution grid. 

To perform real tests of the control system operation mode 
switching and interaction with the equipment, a test setup for the 
pilot microgrid is proposed, aiming to mitigate the impact on 
consumers loads. In this paper, the microgrid project in analysis 
will be presented first and then the proposed test setup and 
procedures. 

2. Microgrid Architecture 

This microgrid under study is located in a residential condominium 
at Fortaleza / CE – Brazil. The condominium is connected to the 
utility through medium voltage grid. 
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The Microgrid is divided into several units according to their 
characteristics and devices. This unit delimitation allows a better 
understanding of microgrid operation. Those units are shown in 
Figure 1. 

 
Fig. 1. Architecture of the real microgrid pilot project. 

The main microgrid units are presented as it follows: 

2.1. Central Energy Storage 

This unit is composed by an energy storage system along with 
its power conversion and control devices. With a storage capacity 
of 105kWh and 250kW of power, this system is able to supply 
power for the microgrid while operating in islanded mode [8]. 
Figure 2 displays a simple electric diagram for this unit. 

 
Fig. 2. Central Energy Storage. 

The central storage system features a lithium-ion battery bank, 
grid-forming power converter, 380/13800 V power transformer, 
switchgear and their respective control and protection equipment. 

During islanded mode, this unit function is to provide power 
for the loads and a voltage reference for all renewable distributed 
generation. While operation at connected mode, this unit is 
recharged and can also be discharged providing grid support 
services.     

2.2. Consumers Units 

Microgrids consumers are the systems main loads. They are 
strategically chosen residential consumers with distributed 
generation resources and some with local storage systems.  

They are subdivided into Participant Consumers and Non 
Participant Consumers. Whilst operating in connected mode, both 
participant and non-participant act as loads for the system. During 
islanded operation, non-participant consumers are disconnected 
through smart meters. Therefore, only participant consumers 
remain connected at microgrid [8]. 

Figures 3 and 4 displays a simplified electrical diagram of 
those participant consumers. They are equipped with demand-
response devices, solar generation, power inverters, smart meters, 
and some units are also equipped with a local storage system. 

 
Fig. 3. Participant Consumers Units. 

 

Fig. 4. Participant Consumers Units with a local storage system. 

2.3. Club Unit 

This residential condominium contains a club with common 
areas for its residents. The Club Unit (Figure 5) is also a microgrid 
consumer, however it has a larger distributed generations, 
composed with 24kWp of photovoltaic panels, as well as 7kW of 
wind generation.  

Like the participating consumers, the Club is endowed with 
controllable loads through the demand-response devices. Another 
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important detail is that this unit is connected at microgrid in 
medium voltage and has its own substation. 

 
Fig. 5. Club Unit. 

2.4. Condominium Entrance 

This unit contains critical loads for condominium security and 
safety functions. Due to this fact, it is equipped with a diesel 
generator as a back-up unit.  

A back-to-back converter is employed as a connection 
interface with the utility grid, allowing for smooth operation during 
power outage scenarios. Furthermore, this diesel generator can be 
used in a microgrid support scheme, relieving the system during a 
utility outage [8]. 

 
Fig. 6. Condominium Entrance. 

This unit also has a solar generation system and controllable 
loads with demand-response devices as shown in Figure 6. 

2.5. Microgrid Connection Unit 

The Microgrid Connection Unit (Figure 7) consists of a 
medium voltage recloser and a set of control equipment for an 
energy outage detection in the distribution system, coordination of 
islanding and microgrid reconnection to the distribution system. 

This unit is responsible for controlling the microgrid operation 
mode changes by informing other control units. It is also the 
communication interface with the utility grid SCADA 
(Supervisory Control and Data Acquisition) system. 

 
Fig. 7. Microgrid Connection Unit. 

3. Microgrid Test Setup 

In order to validate microgrid safe operation during its 
transitions through connected, islanded and maintenance modes, a 
power setup is proposed for conducting systemic tests (Figure 8). 

The premise of this setup is to use the Club Unit area for real 
islanding, synchronization and reconnection microgrid tests. Since 
the Club Unit has a medium voltage connection, which is 
independent from the other condominium derivation line, any 
power supply interruption inside this area will not affect other 
microgrid units, reducing the inconvenience for all condominium 
residents.  

As mentioned before, the Club unit has a larger amount of 
distributed generation and controllable loads. That can be used as 
a controlled test environment by simulating the residents homes 
energy consumption and generation. Thus, real tests of operation 
mode switching can be conducted in a safe way using the Club unit 
infrastructure. 

In connected mode, the utility grid supplies the power for the 
loads and sets a voltage reference for the power electronics 
equipment of the generating units. The Central Energy Storage 
behaves like a grid-feeding power converter in this mode, only 
providing utility grid support when requested.  

3.1. Islanding Tests 

For islanding tests, the Microgrid Connection Unit (① in 
Figure 8) detects an outage in the distribution system due to under 
voltage protections. It then proceeds to disconnect the microgrid 
from the utility and sends a command to the Central Energy 
Storage, requesting a change in its mode of operation. The use of 
the temporary recloser (② in Figure 8) installed in the test setup 
input derivation is essential, in order to simulate an outage 
occurring when an intentional opening of this equipment is 
performed.  

After disconnecting and receiving the command from the 
Microgrid Connection Unit, the Central Energy Storage operates 
as a grid-forming power converter, assuming the role of the main 
power supply of the microgrid and providing voltage reference for 
the generation interfaces. 
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Fig. 8. Actual setup and Microgrid test setup. 

3.2. Reconnecting Tests 

When reconnecting the microgrid to the utility grid, the 
temporary recloser (② in Figure 8) is closed simulating the utility 
grid stable return after an outage. 

The Microgrid Connection Unit detects the energy utility 
supply return while the Central Energy Storage synchronizes with 
the utility voltage reference. Microgrid is only reconnected to the 
main electricity distribution grid after synchronization is achieved. 

Before the microgrid is connected to the utility grid, some of 
the indicators and parameters need to be checked, and the best time 
to close static switch should also be judged. This process is very 
important that can prevent the dangerous of transient phenomena 
during connecting the microgrid to utility grid. The good time to 
close the switch is when the voltage across the switch has to be 
very small (ideally zero), and the grid's frequency is higher than 
the microgrid's frequency. Because the current flowing through the 
switch is minimum, and the power flow direction is from utility 
grid to the microgrid in such a situation.  

A safe and reliable grid-connection process will require to meet 
the following three conditions: a) the voltage through the static 
switch must be very small. b) microgrid operating frequency must 
be slightly smaller than the grid frequency. c) utility grid voltage 
must be ahead of the microgrid voltage [9]. 

3.3. Maintenance Tests 

Maintenance mode is also tested in this setup with a request 
through utility operation center command. In such case, it must be 
verified that the Central Energy Storage is disconnected from the 
grid, not powering the microgrid when necessary. 

Another advantage for this test setup is that all equipment 
employed will be used in the final installation. In this procedure it 
is possible to test the interaction between connected equipment in 
medium voltage, control system and power electronics interfaces. 
In addition, the Central Energy Storage is tested at its final 
installation place allows for other control and protection details to 
be verified. 

4. Conclusions 

In this work, the microgrid architecture on a pilot project at a 
residential condominium is presented, along with its main units, 
equipment and components according to its functionalities and 
technical characteristics.  

Through the proposed test setup it is possible to obtain 
performance indicators on microgrid operating mode transitions 
and grid-forming power converter, as well as the integration 
between the control and protection equipment. 

With the test setup execution, all operation modes shall be 
validated, along with transitions among them. The test results will 
improve the teams acknowledge around a correct microgrid 
functioning and a validation of its infrastructure and equipment. 
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 Log-periodic antennas have high electrical characteristics over a wide frequency range. 
The large length of the antennas is their significant disadvantage caused by the fact that 
each active region consisting of several radiators operates in a narrow frequency range. 
To extend this range, it is proposed to use radiators with concentrated capacitive loads, 
providing in-phase currents with a linear amplitude distribution law. An approximate 
calculation of the fields and directional characteristics of a complex multielement radiating 
structure is performed using a new method of electrostatic analogy based on the assumption 
that the ratio of emf in the radiator centers is equal to the charge ratio on the conductors 
of the electrically neutral system. The problem of optimization of considered antennas by 
methods of mathematical programming is formulated. 
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1. Introduction 

The use of concentrated loads included along the axis of a 
linear antenna allows solving the synthesis problem, i.e., to obtain 
an antenna with required characteristics, more precisely with 
characteristics closest to required [1]. The special case of this 
problem - the creation of an antenna that provides a high level of 
matching in a wide frequency range and a maximum of radiation 
in a plane perpendicular to the axis of the radiator – has a great 
practical importance. 

A conventional linear radiator does not satisfy these 
requirements. A reactive component of its input impedance is 
great everywhere except of a vicinity of a series resonance. When 
the length of a radiator arm is greater than λ7.0  ( λ  is a 
wavelength), the radiation in the plane perpendicular to its axis 
decreases, since anti-phase segments form on the current curve. 

The task of creating a wide-range radiator is to determine the 
types and quantities of loads that provide high characteristics of 
the antenna in the operating frequency range. This task was solved 
by applying concentrated capacitive loads (capacitors) installed 
along the axis of the radiator and forming an in-phase current with 
a given law of the amplitude distribution along the antenna. The 
solution was based on an understanding of the advantages of in-
phase current distribution and Hallen's hypothesis on the use of 
capacitive loads, the values of which vary along the radiator axis 
in accordance with a linear or exponential law. The chosen 
approach confirmed the Hallen’s hypothesis and demonstrated the 
effectiveness of the proposed approximate methods of calculating 

capacitive loads: the method of impedance long-line and the 
method of a long-line with loads. The loads calculated by these 
methods were used as the initial values for numerical solution of 
the problem by methods of mathematical programming. 

Since the placement of concentrated capacitive loads along the 
radiator allows to obtain not only a high level of matching of the 
antenna with the cable, but also high directional characteristics in 
a wide frequency range, the application of these loads had been 
considered in radiators – first in a linear antenna and then in 
directional one. 

It should be emphasized that the optimization problem, as a 
rule, is solved in two stages. At the first stage an approximate 
method of analysis, based on physical representations about the 
nature of the problem, is developing. At the second stage, 
approximate results are used as initial values for the numerical 
solution of the problem by methods of mathematical 
programming.  

The proposed method of an approximate analysis of antennas 
characteristics allowed us to calculate the directional patterns of 
radiators with a given current distribution and to compare 
performances of antennas, in which various laws of current 
distribution are realized. This is, firstly, the linear metal antenna 
with a sinusoidal current distribution along its axis, and secondly, 
the linear antenna with an in-phase current and with a linear or 
exponential law of an amplitude distribution.  Calculations show 
that the use of linear antennas with capacitive loads makes it 
possible to obtain in the wide frequency band the desired shape of 
the radiation pattern, which provides a substantial increasing the 
communication distance. 
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To evaluate this shape, a special parameter has been 
introduced - the pattern factor, equal to an average radiation level 
in a given range of vertical angles, for example, at anglesθ from 
60° to 90°. This parameter shows in fact what part of the signal is 
propagating along the earth's surface, i.e., it is useful for 
increasing the communication distance. With the help of the 
proposed method, it is shown that the in-phase current distribution 
in linear and V-radiators provides not only a high level of 
matching, but also the high directivity and smooth variation of this 
directivity over a wide frequency range [2]. 

For an approximate calculation of the fields of complex 
multielement radiating structures, the method of electrostatic 
analogy was proposed. It is based on the assumption that the ratio 
of emf in the radiators centers is equal to the ratio of the charges 
located on the conductors of electrically neutral system. This 
allows proposing a simple and effective procedure of calculating 
directional characteristics of director and log-periodic antennas 
with concentrated capacitive loads. The calculation results 
confirm the possibility of increasing the frequency range of the 
director antennas and decreasing the length of the log-periodic 
antennas. 

The results of applying this method to calculating the 
directional characteristics of director antennas are given in [3]. 
They are compared with the characteristics of director antenna, 
described in [4] and consisting from four metal elements: active 
radiator, reflector and two directors. When optimizing the metal 
antenna, the mathematical programming method was used. The 
application of the approximate method of electrostatic analogy to 
a metal antenna confirmed the results obtained in [4]. With the 
help of the presented procedure, it was shown also that in-phase 
current distribution in radiators of the director antennas provides 
the higher directivity in a wide frequency range. 

The remainder of this paper is organized as follows. In Section 
II, the proposed method of analysis is applied to the calculation of 
fields and directional characteristics of an active region of the log-
periodic antenna. The numerical results obtained in Section III for 
such antennas with in-phase currents show that the number of 
such regions can be substantially reduced. The section IV contains 
conclusions, which emphasize a theoretical interest and practical 
benefits of the work. 

2. Method of Analysis 

In accordance with a well-known method of analysis of a log-
periodic antenna [5], we consider an active region of this antenna, 
consisting of three radiators (Fig. 1), and find fields of these 
radiators when emf e is located in the center of the middle radiator. 
In accordance with Kirchhoff’ law other generators must be short-
circuited. As shown in [5], this means that emf’s in the centers of 
other radiators and at the ends of sections of a two-wires 
distributive long line in the points of these radiators location are 
shorted also. We regard that the arm length of the middle radiator 
is 40 λ=L , the arm length of the left (longer) radiator is equal to

( )τλ 41 =L , and the arm length of the right (shorter) radiator is
,4/2 λτ=L whereτ is a denominator of a geometric progression, 

according to which the radiators’ dimensions are changed. A 
magnitude σ is the other antenna parameter, equal to

( ) ,cot125.0 ατσ −= where α is an angle between an antenna axis 
and a line passing through radiators ends. The value σ is the 

number of wavelengths between the half-wave radiator and the 
smaller neighboring radiator: σλ=2b . 

 
Figure 1: Antenna of three radiators 

Respectively 1b is equal to τσλ / . As stated in [6], 
generalization of information in the literature leads to the 
conclusion that the minimum changes in the electrical 
characteristics of the log-periodic antenna with metal dipoles 
within the frequency range from f to τf  occur when .19.0/ =τσ  
We regard that this relation is valid for the considered antenna and 
that valueτ for certainty is equal to 0.9. Then λ278.09.001 == LL , 

λ225.09.002 =⋅= LL , 146.0=α , λ19.01 =b , λ171.02 =b . 

As already mentioned, we use the method of electrostatic 
analogy of two structures (of currents and charges), located on the 
same conductors, as an approximate method. We are assuming 
that the ratio of emf’s in the radiator centers is equal to the ratio 
of charges located on these conductors. The positive charge, equal 
to 0Q , is placed on the conductor 0 (active radiator). The charges 
of other conductors i are negative. They are equal to iQ− , and 

their sum is equal to 
0

2

1

)( QQ
i

i∑
=

−=− , i.e., the sum of all charges is 

zero, and the conductors form an electrically neutral system. In 
this system 

                     ,
2

1
000 ∑

=

=
i

iii CCQQ                   (1)                                               

where
iC0
is the partial capacitance between conductors 0 and i (see, 

for example, [7]). From (1) it follows that the charges of the 
conductors i are directly proportional to the partial capacitances

iC0 between these conductors and the conductor 0. The mutual 
capacitance

lC  per unit length of two parallel infinitely long 
conductors of the radius a is equal to  

                            ( )abCl lnπε= ,                                 (2)  

whereε b is the distance between 
the conductors. Multiplying this value into the conductor length, 
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we find in a first approximation the partial capacitance
iC0

between these conductors.  

We divide the active radiator (conductor 0) into two parallel 
conductors (with numbers 01 and 02), and the resulting structure 
of four conductors into two circuits: conductors with numbers 01 
and 1 in the first scheme, and conductors with numbers 02 and 2 
in the second scheme. In accordance with the method of 
electrostatic analogy of the two structures, i.e., in accordance with 
the physical content of the problem, we will assume that the ratio 
of the emf in the centers of the wires 01 and 02 is equal to the ratio 
of the partial capacitances 

01C and
02C , i.e., eeee 48.0,52.0 21 == . 

 
Figure 2: Successive transforming a structure of two parallel vertical conductors 

Fig. 2 demonstrates a scheme for successive transforming a 
structure of two parallel vertical conductors (01 and 1), one of 
which is excited at the center, into a structure consisting of a two-
conductor dipole and two open transmission lines. The scheme is 
based on the theory of a folded antenna (see for example, [1]). As 
can be seen from this figure, the current at the center of each 
dipole conductor and the current at the same point of each 
transmission line are respectively equal 

                  ( )dd ZeJ 111 4= , ( )ll ZeJ 111 2= ,               (3) 

where dZ1 is the input impedance of this dipole, lZ1 is the 
input impedance of each long line. Accordingly, the current uJ 01

of the upper arm of the conductor 01 is equal to the difference of 
these currents, and the current of the lower arm of the conductor 
01 - to the sum: 

        ldu JJJ 1101 −= , ldl JJJ 1101 += .                                      (4) 

The current uJ1 of the upper arm of the conductor 1 on the 
contrary is equal to the sum of these currents, and the current lJ1

of the lower arm of the conductor 1 – to their difference. The field 
amplitude and phase value of each radiator depend on its structure 
and location in an antenna. If the radiator arm is manufactured as 
the straight metallic wire, the current along it is distributed by the 
sinusoidal law                   

                     ( ) ( ) )(sin0 zLkJzJ −= .                      (5) 

Here z is a coordinate along the radiator axis, ( )0J is the 
current in its center, k is the propagation constant. In this case the 
far field of the radiator is equal to   

                 ( ) ( )[ ]kLkL
Sin
AJE coscoscos0

−= θ
θ

,                   (6) 

where ( )
R

jkR
kL

jA −
⋅=
exp

sin
60 , R is the distance to the observation 

point. If concentrated capacitive loads located along the radiator 
axis allow realizing in it the in-phase current with an amplitude, 
distributed along this axis by the linear law, 

                        ( ) ( ) )(0 zLJzJ −= ,                        (7)                                                     

the far field of the radiator (see [2]) is equal to 

              ( ) ( )[ ]θ
θ
θ coscos1

cos
sin0
2 kLAJE −= .                (8)                                                    

Consider an impact of the radiator location on the far field of 
the antenna by way of a specific example of the director antenna, 
shown in Fig. 1. The arm length of the middle (active) radiator is 
equal to 0.3 м, i.e., the wave length of the first (series) resonance 
is equal to 1.2 м. Radii of all conductors are the same and are 
equal to 0.001м. The magnitude τ  is 0.9. 

It is obvious that the maximal radiation of the antenna should 
be directed to the right, toward the radiator 2. Since the radiator 1 
is located from the left of the active radiator 0, at a distance 1b  
from it, its field lags behind the field of the active radiator, first 
on 1kb in phase, that is by the time interval of the propagation of 
the signal from the active radiator to the passive radiator 1, and, 
secondly, by θsin/1kb  in phase, i.e., by the time of the signal 
propagation in the opposite direction, from the radiator 1 to the 
active radiator (signal of the wire 1, radiated at an angle θ , must 
come to the active radiator at the same angleθ , i.e., it must pass 
the distance θsin/1b ,  and not the distance 1b . The total change in 
phase is equal to

θ
θψ

sin
sin1

11
+

⋅−= kb  . Similarly, in the case of 

radiator 2, this phase change is equal to .
sin

1sin
22 θ

θψ −
⋅−= kb   

The total field of the antenna structure shown in Fig. 1 with in-
phase current distribution at angle θ on the base of aforesaid may 
be written in the form 

    ( ) ( )[ ]{∑
=

+−−=
2

1
002

1

coscos1
cos2

sin0
i

i
d

kLe
Z

AJE θθ
θ
θ                                    

    ( ) ( )[ ] }.coscos1exp θψ ii kLj −                                 (9) 

The directivity magnitude is determined by the expression  

          ( ) ( )[ ]∑
=

∆=
N

n
nnEED

1

22 sin2 θθπ ,          (10)                                                

where∆ is the interval between neighboring values
nθ , N is the 

number of these intervals between 0=θ  and 2πθ = . 

3. Examples of Calcultations 

The results of calculating the directivity magnitude for the 
structure, shown in Fig. 1, are given in Fig. 3 depending on an 
electrical length 0kL
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π=0kL  to π100 =kL . 

 
Figure 3: Directivity of structures of three radiators 

Radiation of neighboring elements of log-periodic antenna 
with the arm length 0.27 m and 0.333 m respectively requires 
calculating fields in the structures presented in Fig. 4a and 4b. 
Results of these calculations are given in Fig. 3: curve 3 
corresponds to Fig. 3a, curve 4 - to Fig. 3b. The directivity 
magnitudes in Fig. 3 for specific values kL correspond to the same 
frequencies, i.e., the same values of kL  correspond to the elements 
of equal length in the all three schemes (for example, to the 
elements with the arm length 0.3 m). Fig. 3 shows that the 
directivity magnitudes at the same kL are close to each other. This 
is natural, since the directivity in each scheme increases slowly 
with increasing frequency. Small increasing the active radiator 
length causes at the same kL  the small increase of the resonant 
wavelength, i.e., the small decrease of the resonance frequency 
and the directivity. 

The obtained results show that each active radiator with in-
phase current included in the structure of the log-periodic antenna 
provides high radiation directivity in a wide frequency range. 
Neighboring radiators have similar directivity magnitude. The 
direction of the radiation is the same. A signal propagates along 
the distributive line from short elements to the long dipoles (in 
Figures 1 and 4 to the left), the radiated signal propagates in the 
opposite direction. The total path difference is quite large. For 
example, for the signals radiated by a half-wave radiator and a 
smaller neighboring radiator it is equal to 0.38λ , i.e., it is close 
to a half wavelength. Crossing wires of the distributive line in an 
interval between the elements permits to reduce dramatically this 
path difference. 

Known log-periodic antenna with sinusoidal current 
distribution along the radiators have a property of automatic 
currents "cut-off", i.e., a separate antenna section (active region) 
radiates a signal in a narrow frequency band. Outside this band, 
outside the borders of the active region the signal decays rapidly. 
Wide frequency range is provided by a large antenna length, 
which is equal to the sum of the lengths of the active regions. 
Attempts to reduce the antenna length by disturbing a geometric 
progression and increasing a radiators number lead to a small 
dimension decrease and a sharp deterioration of electrical 
characteristics. The more effective methods are firstly a two-fold 
use of each active region by an application of linear-spiral 
radiators and secondly an employment of an asymmetrical log-
periodic antenna with coaxial distribution line [6]. These methods 
allow decreasing the antenna length by 25-30%. 

 

 
Figure 4: Structures of smaller (a) and greater (b) neighboring radiators 

  

Replacement of the straight metal radiators by the radiators 
with concentrated capacitive loads allows obtaining a high 
directivity in a wide frequency range, using a simple structure of 
three radiators. Increasing the radiators number in the structure 
must allow to dramatically increasing its directivity. 

4. Conclusion  

In this work the following results are obtained: 

1) The method of electrostatic analogy is proposed for 
calculating fields of complex multielement antennas. It is based 
on an assumption that a ratio of emf in radiators centers is equal 
to a ratio of charges located on conductors of an electrically 
neutral system. This method had been used for calculating 
directional characteristics of log-periodic antennas.  

2) The given procedure permitted to compare the directional 
characteristics of log-periodic antennas with sinusoidal and in-
phase current distribution in simple radiators. It was shown that 
replacement of the metal radiators by the radiators with 
concentrated capacitive loads allows providing, using a few 
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radiators, the high directivity in a wide frequency range, i.e., 
decreases sharply the antenna length. Increasing radiators number 
must allow increasing substantially the antenna directivity.  

Results obtained by means of the method of electrostatic 
analogy may be used for solving optimization problem log-
periodic antennas by methods of mathematical programming. 
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 Model driven development is an important role in software engineering. It consists of 
multiple transformation functions. This development is a paradigm for writing and 
implementing computer program quickly, effectively, at minimum cost and reducing 
development efforts because it transforms design model to object-oriented code. Our 
approach is rule-based model driven development in which textual Umple model is used as 
primary artifact and transformed to mobile applications. In this model driven development, 
evaluation of quality of transformation is critical. This paper has presented a set of metrics 
to assess the quality attribute of modifiability and evaluated using these object-oriented 
metrics. Results represent our approach achieves high efficiency in quality of modifiability.  
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1. Introduction  

Changing with technology, mobile devices and mobile 
applications are necessary thing for every person and every sector. 
The burst on the availability of mobile devices is powering a 
growing mobile application. According to this fact, mobile 
applications, which are used in these devices, are critical in an 
industrial development. To fulfill the demand of these things, 
mobile application development preferably uses model-driven 
engineering than traditional software development process widely 
and effectively. It focuses on model for the development of 
software. There is lower the overall cost of building large internal 
applications, there is lower the risk of large application, speed 
time to build large applications and expand the pool of resources 
that can work on large application are main strategic objectives to 
use model driven development. Reduction of both direct and 
indirect development efforts, which enables scripters to contribute 
to enterprise development and enables task-oriented management 
of development are benefit of model driven development.  It is a 
superset of model driven development because it goes beyond the 
traditional development.  

In this case, the rule based model driven development of 
mobile application using Drool Knowledge-based Rule was 
presented in [1]. They also measured assessment of 

transformability using object oriented metrics. Drools 
Knowledge-based is a business rule management system with a 
forward and backward chaining inference based rules engines [2]. 

Moreover, this model-driven development is a development 
paradigm that uses model as the primary artifacts of the 
development process. It transforms source model to target 
model/code according to changing requirement and software 
reused more rapidly than traditional software development. A 
model transformation consists of multiple transformation 
functions. These transformation functions transform target 
language elements from the source language. Most of researchers 
concentrate on model to model transformation using intermediate 
meta-model or model to code transformation [3-6]. There is no 
quality, there is no efficiency in everything.  Quality issue also 
change scale and become more important. The process transforms 
to new model or code related to quality of final software product 
and the quality of the model used to generate it. The consistency 
of source and target model and the assessment of quality of 
transformation is the critical issue in model transformation 
domains.  

There are many attributes to evaluate quality in software 
engineering. Among them, most of these quality attributes can be 
applied to software artifacts in general. However, in [7] authors 
describe two quality criteria important in model transformation. 
They are transformability and modifiability. According to their 
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work, it is necessary to extend the assessment to other quality 
attribute of modifiability, maintainability and reusability using 
object-oriented metrics. Modifiability is the extent to which a 
model transformation can be adapted to provide different or 
additional functionality. The main reason for modifying a model 
transformation is changing requirements. Another reason is that 
the (domain specific) language in which the source and/ or target 
model are described which may be subject to changes. 
Modifiability captures the amount of effort needed to modify a 
model transformation. It is the combination of the modularity and 
reusability, an essential aspect of software engineering that 
promotes software maintainability. Moreover, it enables 
transform without affecting other parts of a program that are not 
directly connected to the changes. This paper is organized as 
follows: Section II explains the basic concepts of related work. 
Section III presents the contribution of rule based model 
transformation and quality attributes of modifiability. Section IV 
describes our experimental results and comparison results. Finally, 
section V concludes our approach and evaluation of modifiability 
using object oriented metrics. 

2. Related work 

There is increasing attention towards the generation of source 
code from modeling languages. Several researchers propose 
model driven approach for the different aspects of mobile 
applications. The model driven development of mobile 
applications using Drools knowledge-based Rule was describes in 
[1]. They developed mobile application by applying Drool rule 
based. Their work is closely related with JUSE4 android 
application [8,9]. Moreover, they attempted to address the 
consistency of source and target model and the assessment of 
transformability by measuring the accuracy of consistency 
between source and target model and assessing the 
transformability using object oriented metrics. According to their 
work, it is necessary to extend the assessment to other quality 
attributes of model driven development using object-oriented 
metrics. Authors performed a comparative study on C++, C# and 
Java programs using object-oriented metrics in [10]. It consists of 
class size, complexity, coupling cohersion, inheritance, 
encapsulation, polymorphism and reusability.  

An evaluation of the quality of model transformation was 
defined in [11]. They made the quality of model transformation 
measurable. They presented the quality attributes and a set of 
metrics to assess these quality attributes. A calculation of metrics 
values using the same set of standard metrics for three software 
system of different sizes was described in [12]. 

In [5], authors presented quality goal in MDE and states that 
the quality of models is affected by the quality of modeling 
languages, tools, modeling processes, the knowledge and 
experience of modelers and the quality assurance techniques 
applied. In [3, 4], authors defined the meta-model and model 
transformation rule for model driven android application 
development. In [13], authors also defined ATLAS 
transformation rules for UML sequence diagram to generate 

enterprise java bean code (EJB). In [6], authors presented enhance 
code generation tool for android source code based on UML class 
and sequence diagram. In [14], authors specified meta-model with 
Ecore and transformation rules with Xpand templates for entity 
relationship diagram to generate android SQLite database model. 

In model driven transformation, the approaches are quite 
different in their respective use of input model. Most of these 
approaches are based on graphical modeling or textual modeling 
languages. In contrast to our approach, the previous approaches 
applied pre-defined meta-modeling while our approach 
automatically parses and extracts syntax form input model of 
Umple [15]. Moreover, our approach has specified transformation 
rules in object pattern matching approach. JUSE4Android is also 
based on textual modeling languages. Unlike our approach, it is 
adding annotation into JUSE model and transform into android 
source according to the predefined meaning of annotation. 
Therefore, they generated source code contains some more files 
in their project. The authors [16, 17]  have proposed the approach 
for empirical evaluation of model driven engineering in multiple 
dimensions. Their case studies include qualitative (expert 
judgements) and quantitative data (metrics) evaluations. They 
suppose that the productivity and defect detection rate are the 
popular metrics for measuring automation degree of MDD 
processes. Some quality goals such as well-establishment and 
precision are especially important in MDE [18 -20]. In [21], 
authors also developed open source tool aims to address quality 
measurement and prediction process to achieve automatically. In 
[22], authors presented the most recent challenges faced in the 
process to make model transformation more sophisticated. 
According to the literature, it is necessary to extend the 
assessment to other quality attribute of modifiability using object-
oriented metrics. We conducted the comparative study for 
measuring the modifiability of MDD generated source code using 
object-oriented metrics. Therefore, we obtain more reliable 
findings.  

3. Rule based model transformation framework 

Model transformations become essential with the 
evolution of model driven development. It is a mechanism of 
automating the manipulation of models. A transformation is the 
automatic generation of a target model from source model using 
transformation definition. These transformations definition is a 
set of transformation rules that define how a model in the source 
language can transform into target language. These rules are 
descriptions of how one or more constructs in the source language 
can be transformed into one or more constructs in the target 
language.  

In this section, we provide an overview of the framework and 
their underlying architecture. The proposed architecture is divided 
into three major parts corresponding to the main capabilities of 
the proposed framework. These components are parser, 
transformer and code generator. The parser receives an input 
model, written in Umple language, tokenizes it and passes it to the 
next component transformer. The transformer is a knowledge 
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based rule engines. It has received the tokens previously obtained 
and transforms them into internal representation consistent with 
target source code model using predefined set of Drools mapping 
rules. It is more correctly classified as a production rule system. 
It is a kind of Rule engine and also an Expert system, the 
validation and expression evaluation Rule Engines. It is 
declarative programming and allows to present what to do. The 
key advantage of rule engine is that using rules can make it easy 
to express solution to difficult problems and consequently have 
those solutions verified. The code generator translates the internal 
representation into target artifacts: source code as Java, XML and 
android activity class. Each component is tested independently to 
ensure that the input is processed correctly and the resulted output 
is validated [1]. Figure 1 describes the overall architecture of the 
proposed system. We have used Umple as input and transformed 
to mobile application. In this case of model transformation, we 
have applied Drool Rule based transformation. 

 

 

 
 

Figure 1 Overall Architecture of model transformation 

3.1. Rule-based Inference System 

In this system, we present a rule-based model driven 
approach to generate android application from text-based 
modeling language. Rule languages and inference engines 
incorporate reasoning capabilities are used in mobile application 
development system. A rule is made up of a collection of 
conditions associated with a sequence of actions to be applied to 
each collection of facts matching the rule condition. The proposed 
model transformation rules are based on Drools rule inference 
engine [2]. It is improved to reach the generation of mobile 
applications source code and introducing new concern in model 
driven mobile engineering. The core of the Drool suites and 
advanced Inference Engine using are improved Rete algorithm for 
object pattern matching. Rules are stored in the production 
memory, while facts are maintained in the working memory. The 
production memory remains the same during an analysis session, 
i. e, rules cannot be added or removed or changed. The contents 
of the working memory on the other hand can change. Facts may 
be modified, removed or added by executing rules or from 
external sources. After changing in the working memory, the 
inference engine is triggered and it works out which rules become 
“true” for the given facts. If there are multiple selected rules, their 
execution order will be managed via the Agenda, using a conflict 
resolution strategy.  

3.2. Drools Transformation Rule 

Drools rules are defined using Java-like language. It is a 
Business Logic integration Platform (BLiP). With the runtime, we 
create a working memory. The syntax of rule is shown as follows: 

Rule 
Rule <Rule Name> 
When <Condition> 
then <Action> 

Rule: A rule is nothing but the logic that will be applied 
to incoming data. It has two main parts; when and then.  

When: works out the condition on which Rule will be 
fired.  

Then: the action; if the rules met the condition, they 
define what work this rule performs.   

Step 1: Create a.drl (droolRule.drl)file where we will 
define the rules. 

Step 2: Create Person POJO class. 

The proposed rule engine consists three parts: umple2model, 
umple2view and umple2controller according to android model, 
view and controller perspective. Table 1 shows the sample form 
of Drools transformation rule for simple variable declaration for 
Account Title. Umple2Model.drl transforms incoming abstract 
syntax model (ASM) into plain java object (POJO). 
Umple2View.drl transforms ASM into android user interface 
XML file and Umple2Controller.drl transforms ASM into android 
activity class. The code generator receives the POJO model for 
model layer, XML model for view layer and android model for 
controller layer. The generator use the java development tool 
(JDT-core) to generate POJO class and android class source code. 
It is also used the JDOM to generate XML user interface file.  

Table 1: Transformation Rule Sample 

________________________________ 

Umple  String AccountTitle; 

_______________________________________ 

Rule "VariableDeclaration" 

Dialect "java" 

when 

$st : SyntaxTree(status==SyntaxTree.VAR_DECLARE) 

then 

TypeDeclaration type=AST2Android.Variable_Decl($st.getType()); 

CompilationUnit cu=$st.getCu(); 

$st.setStatus(SyntaxTree.ACTIVITY_CREATE); 

$st.setType(type); 

$st.setCu(cu); 

update($st); 

end 

 

Mobile 
Apps Umple 

Transformation 

Drool Rule  
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POJO (Model Layer) String AccountTitle; 

PublicvoidsetAccountTitle(String at){ 

accountTitle=at;} 

public String getAccountTitle(){ 

return accountTitle;} 

} 

 

XML (View Layer)  

<EditText android:id= 

"@+id/ txtaccountTitle" 

android:layout_height= 

"wrap_content" 

android:layout_width= 

"wrap_content"/> 

 

Android (Controller Layer) 

private EditText txtaccountTitle; 

private String accountTitle; 

txtaccount- 

Title=(EditText)findViewById(R.id.accountTitle); 

4. Experimental results and comparison 

In model driven development, there are two important 
criteria to evaluate the quality of model transformation. They are 
transformability and modifiability. The consistency of source and 
target model and the assessment of transformability are evaluated 
in [1]. According to these results, we extend to evaluate the 
assessment of quality of modifiability in this model driven 
transformation.   

4.1. Modifiability  

Changes made for the requirements are rendered quality of 
the code in the models the code. This fact becomes challenges in 
quality of model driven development [quality]. To address these 
issues, this paper has proposed the evaluation of modifiability of 
model driven transformation using object oriented metrics. This 
modifiability is decomposed into traceability of model elements 
and well-designated or not being too complex. Moreover, the 
extent to which a model transformation can be adapted to provide 
different or additional functionality. The main reason for 
modifying a model transformation is changing requirements. 
Another reason is that the (domain specific) language in which the 
source and/ or target model is described which may be subject to 
changes. Modifiability captures the amount of effort need to 
modify a model transformation. It controls the visibility of system 
development. Such controls contribute to modularity, an essential 

aspect of software engineering that promotes software 
maintainability. In object-oriented programming, we note that 
these classes form the modules of programs. From the modularity 
perspective, modules should be as independent as possible with 
minimal coupling.  

We have also performed a comparative study using both our 
proposed system and JUSE4 Android [8, 9] based on object 
oriented metrics. These metrics indicate quality of source code 
directly. We evaluate the quality of model driven for model 
transformation of generated source code quality and prior 
approach’s generated source code quality. The results are used to 
evaluate a model is complete or suitable for automation or a 
modeling technique is appropriate for a target transformation. 
Therefore we have identified metrics to examine in this process. 

4.2. Metrics 

We describe the metrics for assessing the quality attributes 
for model transformation. Those metrics are applicable to 
language definition and characteristics of languages. For 
modifiability, we determine encapsulation, polymorphism and 
reusability as the quality criteria. These are described in table 2. 

Table 2: Object oriented quality criteria 

Quality of Criteria for Comparative Study 

No Quality 
Criteria Metrics Acrony

ms 
Desired 
Results 

1 Encaps
ulation 

Methods of hiding 
factor 

MHF High 

Attribute hiding 
factor 

AHF High 

2 Polymo
rphism 

Number of method 
overridden by a 
subclass 

NMO High 

Polymorphism 
factor 

PF High 

3 Reusab
ility 

Reuse ratio RP High 

Specialization ratio SR High 

A. Data Collection 

To evaluate the modifiability of transformation, we have 
collected the metric values by using Eclipse metrics Plug-in [23]. 
It is an open source metrics calculation tools which measures 
various metrics and detects cycle in package and type 
dependencies. At first, we have generated the android application 
from different approaches of proposed and prior approach 
respectively. In the next step, we enable Eclipse Metrics Plug-in 
on each generate source code that give common solution. Finally, 
we extracted the mean, standard deviation and maximum metric 
values for each generate source code. In our comparative study, 
we have collected the average metric values from the proposed 
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and prior generated source code with respect to the quality criteria. 
Table 3 shows extracted metric values.    

4.3. Encapsulation 

It is the bringing together of a set of fields and methods into 
an object definition and hiding their internal working from the 
users of the object. By encapsulation, the way an object or its 
fields and methods are structured which is not visible to the users 
of the object.  It is also facilitated by bundling and information 
hiding. It enhances the software maintainability. Encapsulation 
increases the cohesiveness of data and methods through bundling 
and reduces the strength of coupling between software 
components through information hiding. For encapsulation, we 
have measured method hiding factor (MHF) and attribute hiding 
factors (AHF) using the following equation 1 and 2. MHF and 
AHF are indicators to show how well methods and attributes are 
hidden inside classes. The results are presented in table 3. The 
comparisons of MHF values and AHF values of proposed system 
and prior systems are shown in the following figure 2 and 3 
respectively. These metrics are measured at system level and high 
metric values are expected. The results are compared with prior 
approach and our proposed approach. This result means that we 
achieve the higher method hiding factor and attribute hiding 
factors. 

Let V (M)= number of classes where the method M is visible, 
then 

MHF= 1-∑𝑉𝑉(𝑀𝑀)/(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−1)
𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑛𝑛𝑛𝑛𝑇𝑇ℎ𝑇𝑇𝑜𝑜𝑛𝑛 𝑖𝑖𝑛𝑛 𝑇𝑇𝑇𝑇𝑇𝑇 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

  (1) 

 Let V (A) = number of classes where the attribute A is visible, 
then  

AHF= 1-∑𝑉𝑉(𝐴𝐴)/(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−1)
𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛𝑇𝑇𝑛𝑛𝑜𝑜 𝑖𝑖𝑛𝑛 𝑇𝑇𝑇𝑇𝑇𝑇 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

         (2) 

By using the equation 1, we have calculated the MHF value. 
The result described that the ratio of number of classes where the 
visible method M is higher, the MHF value is lower.  

By using the equation 2, we have calculated the AHF value. 
The result described that the ratio of number of classes where the 
visible attribute A is higher, the AHF value is lower. 

 
Figure 2 Comparison results of method of hiding factors 

 
Figure 3 Comparison results of attribute hiding factors 

4.4. Polymorphism 

It is the ability of objects to respond to the same message but 
with the appropriate method based on their class definitions. For 
polymorphism, we have measured the number of method 
overridden by a sub class (NMO) and polymorphism factors (PF). 
Results are described in figure 4 and 5 respectively.  

For NMO, we have determined the number of methods in a 
subclass overridden from its base class by using equation 3. 
Moreover, we determine the PF by using following equation 4. 
By using this equation 4, we present the PF value in table 3.  To 
be specific, NMO is a class-level metric, which refers to the 
number of methods overridden by a single subclass, while PF is a 
system level metric, which measures the degree of method 
overriding in the whole type tree. These values are desired to be 
high.  The results are compared with prior approach and our 
proposed approach. This result means that we achieve the higher 
number of methods overridden by a subclass and polymorphism 
factor. 

NMO= the number of methods in a subclass overridden from its 
base class                                        (3) 

PF= 
� M0( Ci𝑇𝑇𝑇𝑇

𝑖𝑖=0 )

� [(Mn Ci)x DC (Ci)]𝑇𝑇𝑇𝑇
𝑖𝑖=0

                                  (4)  

Where TC = the total number of classes  

Mn (Ci)= Number of new methods of the class Ci 

Mo (Ci)= Number of overriding methods of the class Ci 

DC(Ci)= Number of Descendant of the class Ci 

We have calculated the NMO value by using the number of 
methods in a subclass overridden from its base class and applying 
equation 3. They are presented in table 3.  

We have calculated the PF value by using equation 4 and the 
results are described in table 3. The results present that number of 
overriding methods of the class is higher, the PF value is higher. 
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Figure 4 Comparison results of number of methods overridden by a sub class 

    
Figure 5 Comparison results of polymorphism factors 

4.5. Reusability 

Reusability is the extent to which a model transformation can 
be reused by other model transformations. It refers to as-is reuse. 
It is especially relevant for model transformations when a source 
model has to be transformed into different target models or vice 
versa. For reusability, we have measured reuse ratio (RR) and 
specialization ratio (SR) and results are presented in figure 6 and 
7. 

We have determined the RR and SR by using the following 
equation 5 and 6. RR and SR are both system level reusability 
metrics. They are calculated as the ratios of subclass to all classes 
and to super classes, respectively. The results are presented in 
table 3. We have expected to be highly reused, large reusability 
metrics values are desirable. 

RR= (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑆𝑆𝑛𝑛𝑆𝑆𝑛𝑛𝑛𝑛 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)

         (5) 

SR= (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑆𝑆𝑛𝑛𝑛𝑛 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)
(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑇𝑇𝑜𝑜 𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛𝑛𝑛 𝑐𝑐𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)

          (6) 

We have calculated the RR and SR values by applying 
equations 5 and 6 respectively. There are more subclasses, the 
higher the RR and SR values. 

   
Figure 6 Comparison results of reuse ratios 

   
Figure 7 Comparison results of specialization ratios 

5. Results and discussion 

We have presented comparison results of our measurement. 
Expected results for our evaluation are shown in table 2. The 
larger a model transformation, the harder it is to understand and 
modify. Moreover, the number of signature and equations per 
function has a negative effect on consistency. If more similar 
signatures or equations have to be written, it is more likely that a 
different style is used.  

The comparison results of our measurements are described in 
table 3. We have employed the result from MHF and AHF metrics 
for encapsulation, NMO and PF metrics for polymorphism and 
RR and SR for reusability to compare our approach and prior 
approach.  

We have used private, protected and public keywords to 
control the accessibility to the method and attributes inside a class. 
According to these facts, we have planned quality attributes of our 
system to achieve higher modifiability.  
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Table 3: Metric values collected by Eclipse Metrics Plug in 

Project 
MHF AHF NMO PF RR SR 

Proposed Prior Proposed Prior Proposed Prior Proposed Prior Proposed Prior Proposed Prior 

Project_1 1.817 1.52 1.341 1.017 1.418 1.324 1.118 1.024 1.391 1.117 1.441 1.305 

Project_2 1.312 1.012 1.814 1.631 1.418 1.339 1.214 1.172 1.415 1.234 1.318 1.216 

Project_3 1.418 1.01 1.218 1.141 1.516 1.418 1.516 1.418 1.681 1.519 1.515 1.341 

Project_4 1.332 1.091 1.216 1.037 1.721 1.675 1.338 1.219 1.712 1.441 1.312 1.225 

Project_5 1.318 1.113 1.137 0.964 1.584 1.492 1.321 1.158 1.944 1.814 1.331 1.226 

Project_6 1.218 1.108 1.512 1.314 1.714 1.654 1.62 1.578 1.651 1.315 1.461 1.306 

Project_7 1.314 1.052 1.315 1.103 1.454 1.418 1.681 1.554 1.445 1.215 1.317 1.211 

Project_8 1.386 1.216 1.189 1.003 1.512 1.5 1.551 1.418 1.512 1.335 1.312 1.041 

Project_9 1.514 1.084 2.247 2.171 1.416 1.415 1.712 1.589 1.518 1.412 1.224 1.091 

Project_10 1.317 1.117 1.351 1.056 1.551 1.491 1.512 1.438 1.441 1.337 1.516 1.338 

Project_11 1.215 1.034 1.314 1.114 1.612 1.558 1.623 1.519 1.541 1.319 1.511 1.314 

Project_12 1.188 1.127 1.618 1.306 1.416 1.371 1.412 1.237 1.721 1.512 1.317 1.227 

Project_13 1.315 1.081 2.001 1.818 1.412 1.356 1.412 1.311 1.615 1.336 1.418 1.318 

Project_14 1.523 1.034 1.258 1.084 1.411 1.336 1.681 1.518 1.771 1.512 1.446 1.215 

Project_15 1.412 1.098 1.252 1.004 1.513 1.418 1.512 1.429 1.314 1.118 1.781 1.711 

Project_16 1.278 1.161 1.541 1.331 1.417 1.387 1.441 1.337 1.512 1.217 1.412 1.219 

Project_17 1.314 1.033 1.118 1.105 1.516 1.477 1.711 1.616 1.561 1.431 2.012 1.911 

Project_18 1.521 1.102 2.132 2.034 1.554 1.486 1.417 1.327 1.318 1.201 1.316 1.138 

Project_19 1.386 1.117 2.21 2.007 1.312 1.258 1.415 1.318 1.518 1.312 1.416 1.216 

Project_20 1.517 1.305 2.124 1.823 1.416 1.387 1.612 1.559 1.512 1.416 1.418 1.213 

 

By applying the experimental results, our approach has 
higher value than prior approach in encapsulation, polymorphism 
and reusability. Moreover, our expected result is that the high 
metric values are preferable.   

These experimental results show how well methods and 
attributes are hidden inside classes. Therefore, our approach can 
help system develop methods and attributes which are hidden 
inside classes more efficiently. This means that our approach is 
more efficient than others. However, these results describes that 
they are a little bit higher than prior approach. By using these 
results, we will enhance our approach to achieve more efficiently 
and effectively model driven development process.  

6. Conclusion 

Model transformations become essential with the evolution 
of model driven development. It is an automatic generation of a 
target model from source model by using transformation 
definition.  Modifiability is key issues in quality of this 

transformation. To address this issue, we have evaluated the 
modifiability of quality of model transformation using object 
oriented metric. This modifiability is decomposed into 
traceability of model elements and well-designated or not being 
too complex. Moreover, the extent to which a model 
transformation can be adapted to provide different or additional 
functionality. The main reason for modifiability of a model 
transformation is changing requirements. In this paper, we have 
performed the comparative study on our approach and prior 
approach to determine modifiability to develop more efficient 
mobile application system. We have determined the encapsulation, 
polymorphism and reusability as quality metrics.  These metrics 
are measured at system level. We have used private, protected and 
public keywords to control the accessibility to the method and 
attributes inside a class. According to these facts, we have planned 
quality attributes of our system to achieve higher modifiability. 
The determination of experimental results represent that we 
achieve high score from comparison of our approach and prior 
approach. This means that our system is more traceability and 
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well-designated. Using these findings, we will enhance our 
approach to achieve higher efficiency and quality. In the future 
work, we will investigate more quality attribute for high accuracy 
of system development. Moreover, we will also evaluate the 
impact of transformation rules. 
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Constant Envelope Discrete Cosine Transform based Orthogonal Fre-
quency Division Multiplexing (CE-DCT-OFDM) system with M-ary
Pulse Amplitude Modulation (PAM) mapper is considered. In the sys-
tem phase modulation is used to achieve constant envelope signals that
have 0 dB Peak-to-Average-Power Ratio (PAPR). Transmission of such
signals permit high power amplifiers in the system to operate with max-
imum power efficiency. The performance of CE-DCT-OFDM system is
examined over Additive White Gaussian Noise (AWGN) and over fading
channels. Closed-form expressions for Bit Error Rate (BER) over Ricean
and Rayleigh channels are derived. The performances of CE-DCT-
OFDM and conventional DCT-OFDM systems are compared as a func-
tion of Input power Back-Off (IBO) and Signal-to-Noise Ratio (SNR) for
the Traveling-Wave Tube Amplifier (TWTA) model. Results show that
CE-DCT-OFDM system offers superior BER performance compared to
DCT-OFDM system and has other advantages as well.

1 Introduction

Fast Fourier Transform based Orthogonal frequency
division multiplexing (FFT-OFDM) is widely adapted
in a variety of communication standards due to its at-
tractive properties such as high spectral efficiency and
low complexity of the receiver, particularly, over mul-
tipath fading channels [2]. In an FFT-OFDM system,
complex orthogonal exponential functions are used
as basis functions. Instead, orthogonal cosinusoidal
functions can be utilized as basis to create multicar-
rier system. Such a system utilizes Discrete Cosine
Transform (DCT) [3] and is referred to as DCT-OFDM
system. Several researchers have been investigating
the use of DCT in OFDM system [4,5,6], as it has sev-
eral advantages over conventional FFT-OFDM system.
They are:

1. DCT is well known to have excellent spectral
compaction and energy concentration proper-
ties. As a result, the channel estimation and
also the system performance can be improved in
noisy environments [7].

2. DCT is widely adopted in image/video coding
standards (e.g. JPEG). Using IDCT for modu-

lation and DCT for demodulation in an OFDM
system, results in better integrated system de-
sign and reduced overall implementation cost
are possible [8].

3. DCT uses real arithmetic compared to complex
arithmetic in the case of FFT. This reduces signal
processing complexity and power consumption,
especially, when M-ary Pulse Amplitude Mod-
ulation (MPAM) mapper is used in DCT-OFDM
system [7].

4. In the presence of frequency offset, due to the
energy-compaction property of DCT, the inter-
carrier interference (ICI) coefficients in DCT-
OFDM system are concentrated around the
main coefficient. As a result, DCT-OFDM sys-
tem is robust to Carrier frequency offset (CFO)
[7].

5. When MPAM mapper is used in DCT-OFDM
system, it requires half of bandwidth required
by an FFT-OFDM system, with the same num-
ber of subcarriers [9].

One of the major drawbacks of an OFDM system is
*Corresponding Author Name: Rayan Hamza Alsisi, Email: ralsisi@uwo.ca,

This paper is an extension of work originally presented in (SysCon) [1]
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the high PAPR of transmitted signals in an FFT-OFDM
system. When high PAPR signals are amplified us-
ing non-linear power amplifier, severe signal distor-
tion will occur. Therefore, power amplifier with suit-
able power backoff is required in the system. Without
appropriate power backoff, the system suffers from
spectral broadening, intermodulation distortion, and,
consequently, performance degradation. The problem
can be mitigated by increasing the power backoff, but
this results in poor power efficiency. In mobile de-
vices with limited battery supply power efficiency is
required to be as high as possible [10]. Several tech-
niques have been suggested to mitigate the problem
of high PAPR in an OFDM system such as coding,
partial transmission sequences, clipping, tone reser-
vation, and filtering [11,12,13]. These techniques offer
a variety of trade-offs in terms of complexity, perfor-
mance and spectral efficiency.

An alternative approach to completely eliminate
the PAPR problem in an OFDM system is based on sig-
nal transformation. In this technique, signal transfor-
mation occurs at the transmitter prior to modulation
and an inverse transformation at the receiver prior
to demodulation. In [14,15,16,17] phase modulation
and demodulation are considered in OFDM systems.
Such systems are characterized by constant envelope
signal with 0 dB PAPR, and hence suitable for power
amplification close to the saturation level of non-
linear power amplifier. While FFT-OFDM systems
with phase modulation have been extensively studied
in the literature, DCT-OFDM system with phase mod-
ulation has not received much attention. In this paper,
therefore, DCT-OFDM system with phase modulation
referred to as CE-DCT-OFDM is presented and exam-
ined. The intent of this paper is to present a gener-
alized model of CE-DCT-OFDM system that can be
used to examine its performance. The BER analysis
of CE-DCT-OFDM system in AWGN channel is pre-
sented and then the analysis is extended to the case
of fading channel, as over practical communication
channels signal fading is always present.

This paper is organized as follows. Section II de-
scribes the generation of DCT-OFDM signal. Section
III introduces phase modulation in DCT-OFDM sys-
tem. CE-DCT-OFDM system with MPAM mapper is
described in Section IV, and its performance is anal-
ysed in AWGN channel. Section V deals with perfor-
mance analysis of CE-DCT-OFDM system over fading
channels. Finally, the paper is concluded in Section
VI.

2 Baseband DCT-OFDM Signal

The process of generating DCT-OFDM signal is shown
in Figure 1. The signal can be represented by

f (t) =
N−1∑
n=0

Cn ϕn(t),0 ≤ t < T , (1)

ϕn(t) =


√

2
T cos2πfnt, 0 ≤ t < T ,

0, otherwise
(2)

Figure 1: Block diagram of DCT-OFDM signal gener-
ator

The cosinusoidal function ϕn(t) is the nth orthogonal
signal with frequency fn = n/2T and repersents the nth

subcarrier. The subcarrier spacing is 1/2T . The sub-
carriers are orthonormal over 0 ≤ t ≤ T = NTs. That
is, ∫ T

0
ϕn(t)ϕk(t)dt (3)

=
∫ T

0

√
2
T
cos2πfnt ∗

√
2
T
cos2πfkt dt (4)

=
{

1 n = k
0 otherwise

(5)

The time duration of the OFDM symbol is T =NTs; Ts
is the time duration of DCT-OFDM symbol. It is noted
that Ts = kTb and M = 2k . Tb denotes the bit duration.
Cn(n = 0,1, ..,N − 1) are N independent data symbols
obtained from MPAM signal constellation. The DCT-
OFDM signal can thus be represented by

f (t) =

√
2
T

N−1∑
n=0

Cn cosπnt/T ,0 ≤ t < T , (6)

3 DCT-OFDM Signal with Phase
Modulation

The phase modulated bandpass signal can be repre-
sented by

s(t) = Accos(2πfct +φ(t)) (7)

Where Ac and fc are the carrier amplitude and fre-
quency. The phase in (7) is proportional to f (t) and is
given by

φ(t) = hpf (t) (8)

where hp is the modulation index.
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In DCT-OFDM system, f (t) is real for MPAM map-
per [9]. The advantage of DCT-OFDM system with
phase modulation is that the transmitted signals have
peak and average powers the same and hence, their
PAPR is 0 dB. Figure 2 shows a comparison of instan-
taneous powers of DCT-OFDM and CE-DCT-OFDM
signals.

Figure 2: Instantaneous signal power: (a) DCT-
OFDM signal and (b) CE-DCT-OFDM signal.

4 CE-DCT-OFDM Transmitter

The block diagram of CE-DCT-OFDM transmitter is
shown in Figure 3. The output of the system can be
written as:

Figure 3: Block diagram of CE-DCT-OFDM transmit-
ter

s(t) = Accos

2πfct +

√
2

T σ2
s
hp

N−1∑
n=0

Cncos(πnt/T )

 (9)

where 0 ≤ t ≤ T , Ac is the signal amplitude and fc is
the carrier frequency. σ2

s = (M2−1)/3 is the variance of
the data symbols [16]. {Cn} are MPAM data symbols,
Cn∈ {±1,±3, · · · ,±(M − 1)} for all n. The message signal
is given by: f (t) =

√
2/T σ2

s
∑N−1
n=0 Cncos(πnt/T ). The

average power of s(t) is Ps
(
=

∫ T
0 s(t)2dt/T = A2

c /2
)

and

the signal energy is Es = PsT = A2
cT /2. For k bits of

information per symbol per transmission, the average
bit energy is Eb = A2

cT /2N log2M = A2
cT /2Nk.

4.1 Bandwidth Considerations

Phase modulated signals are complex to analyze for
their bandwidth. However, simple observations can
be used to get rough idea about the bandwidth of CE-
DCT-OFDM signals. Using Maclaurin series, the PM
signal described in equation (7) can be written as

s(t) = Ac(cos2πfct − hpf (t)sin2πfct

−
h2
p

2!
f 2(t)cos2πfct + · · · ) (10)

When hp is small, the first two terms in the series are
sufficient to represent CE-DCT-OFDM signal. That is,

s(t) ≈ Accos2πfct −Achpf (t)sin2πfct (11)

This represents the narrowband case and the band-
width of the signal is at least 2W , where W is the
bandwidth of f (t). As hp becomes larger, the band-
width of the signal broadens. A useful expression
for bandwidth of the signal is given by the root-
mean-square (RMS) bandwidth [18] which is equal to
max(2hp,2)WHz. The bandwidth of the message sig-
nal f (t) is W = (N/2T )Hz

4.2 BER Analysis over AWGN Channel

The CE-DCT-OFDM receiver consists of a phase de-
modulator followed by the standard DCT-OFDM de-
modulator to recover the transmitted data symbols as
shown in Figure 4. Each block will be analyzed below.

Figure 4: Block diagram of CE-DCT-OFDM receiver
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4.2.1 Phase Demodulation

The noise w(t) is modelled as additive white Gaussian
with zero mean and power spectral density N0/2. The
received signal s(t) +w(t) is fed to a BPF with transfer
functionH1(f ) shown in Figure 5. The filter has a cen-
ter frequency fc and bandwidth B. It is noted that only
a negligible amount of input signal power lies outside
the frequency band fc −B/2 ≤ |f | ≤ fc +B/2. The band-
width B is in excess of twice the message bandwidth
W by an amount that depends on the deviation ra-
tio of the signal s(t). Thus, it is noted that the BPF
allows the CE-DCT-OFDM signal without any distor-
tion. The filtered narrow band noise n(t) can be rep-
resented

Figure 5: Ideal bandpass filter characteristic

as

n(t) = nI (t)cos2πfct −nQ(t)sin2πfct (12)

where nI (t) and nQ(t) are the in-phase and quadrature
components of the zero-mean filtered Gaussian noise.
n(t) can also be represented as

n(t) = x(t)cos[2πfct +Ψ ] (13)

where
x(t) =

√
[nI (t)2 +nQ(t)2] (14)

and
Ψ = tan−1(nQ(t)/ni(t)) (15)

The bandpass filter output y(t) can be written as:

y(t) = Accos[2πfct +φ(t)] + x(t)cos[2πfct +Ψ (t)] (16)

Equation (16) in polar form is given by:

y(t) = v(t)cos[2πfct +θ(t)] (17)

where v(t) represents the envelope and θ(t) is the
phase angle which can be written as [18,19]

θ(t) = φ(t) + ε(t) (18)

where

ε(t) = tan−1
{

x(t)sin[Ψ (t) +φ(t)]
Ac + x(t)cos[Ψ (t) +φ(t)]

}
(19)

is the noise signal. With the assumption of a high
Carrier-to-Noise Ratio (CNR), Ac >> x(t), equation
(18) becomes

θ(t) ≈ φ(t) +
x(t)
Ac

sin[Ψ (t)−φ(t)] (20)

The output of the phase demodulator is given by

r(t) = kpθ(t) (21)

where kp is the gain constant. With the large CNR
assumption and choosing kp = 1/hp, equation (21) be-
comes.

r(t) = f (t) +nd(t) (22)

where

nd(t) =
kpx(t)

Ac
sin[Ψ (t) +φ(t)] (23)

The power spectral density SNd(f ) of nd(t) is related
to the power spectral density SNQ(f ) of nQ(t). That is
[19,20],

SNd(f ) =
{
kp
Ac

}2

SNQ(f ) (24)

where

SNQ(f ) =
{
N0, |f | ≤ B

2
0, otherwise

(25)

The phase demodulator output is applied to a low
pass filter of bandwidth equal to message bandwidth
W . It is used to pass the message signal and reject out-
of-band noise from nd(t). The ideal transfer function
of the filter is

H2(f ) =
{

1, |f | ≤W
0, otherwise

(26)

The output of the low pass filter can be written as

u(t) = f (t) +nu(t) (27)

The power spectral density SNu(f ) of output noise
nu(t) at the output of low pass filter is given by

SNu(f ) =
{
N0k

2
p /A

2
c , |f | ≤W

0, otherwise
(28)

and the average output noise power is

∫ W

−W

N0k
2
p

Ac
df =

2WN0k
2
p

A2
c

(29)

4.2.2 DCT-OFDM Receiver

The DCT-OFDM receiver, as depicted in Figure 4, is
composed of two stages: a demodulator and a detec-
tor. The demodulator projects the incoming signal us-
ing orthonormal bases and generates a vector whilst
the detector applies detection algorithm to estimate
the transmitted information symbols.
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Figure 6: DCT-OFDM signal demodulation using cor-
relators

The input to the bank of correlators (DCT-OFDM
demodulator) in Figure 6 is the signal u(t). The output
of the demodulator is the vector ū. The j-th element
of ū, can be expressed as:

uj =
∫ T

0
u(t)ϕj (t)dt (30)

=
∫ T

0
[f (t) +nu(t)]ϕj (t)dt (31)

= Cj /
√
σ2
s +Nuj ; j = 1,2, ..,N − 1 (32)

The mean of uj is,

E[uj ] = E[Cj /
√
σ2
s +Nuj ] = E[Cj /

√
σ2
s ] = Cj /

√
σ2
s

(33)
where Cj ∈ {±1,±3, ...,±(M − 1)}. The mean is indepen-
dent of the noise. However, the variance of uj is de-
pendent on noise and is given by:

V ar[uj ] = σ2
uj (34)

= E[(uj −Cj )2] (35)

= E[(Nuj )
2] (36)

= E
[∫ T

0
nu(t)ϕj (t)dt

∫ T

0
nu(z)ϕj (z)dz

]
(37)

= E
[∫ T

0

∫ T

0
ϕj (t)ϕj (z) ·nu(t)nu(z)dtdz

]
(38)

Taking the expectation operation inside the integrals,
we can write

σ2
uj =

∫ T

0

∫ T

0
ϕj (t)ϕj (z)E [nu(t) ·nu(z)]dtdz (39)

=
∫ T

0

∫ T

0
ϕj (t)ϕj (z)Rn(t, z)dtdz (40)

where Rnu(t, z) is the autocorrelation function of the
noise process. The variance of uj can be shown to be
given by:

σ2
j =

2WN0k
2
p

A2
c

∫ T

0
ϕ2
j (t)dt (41)

=
2WN0k

2
p

A2
c

(42)

4.2.3 Probability of Bit Error

The symbol error rate (SER) can be shown to be given
by [21]:

SER =
M − 1
M

2P

Nuj > 1√
σ2
s

 (43)

= 2
M − 1
M

∫ ∞
1/
√
σ2
s

1√
2π

(
2WN0/A

2
ch

2
p

)
e(−x

2/[2(2WN0/A
2
c h

2
p)])dx

(44)

= 2
M − 1
M

∫ ∞
1/[2WN0σ

2
s /A

2
c h

2
p]0.5

1
√

2π
e−x

2/2dx (45)

= 2
(M − 1
M

)
Q


√

6h2
p log2(M)Eb

(M2 − 1)N0

 (46)

It is noted that for hp = 1, (46) represents the SER for
MPAM system [21]. For high CNR, the only signifi-
cant symbol errors are those that occur at adjacent sig-
nal levels. The BER of CE-DCT-OFDM system, thus,
can be approximated as [21]

BER ≈ SER
log2(M)

≈ 2
(

M − 1
M log2(M)

)
Q


√

6h2
p log2(M)Eb

(M2 − 1)N0

 (47)

The BER performance given by (47) is a function
of Eb/N0, signal-to-noise ratio, hp, modulation index,
and M, the number of amplitude levels in the MPAM
mapper in the CE-DCT-OFDM system. The perfor-
mance of CE-DCT-OFDM system with hp = 0.7 for
various values of M are illustrated in Figure 7, which
shows that BER increases as M increases for fixed
value of modulation index. For example at BER = 10−5

and hp = 0.7, the SNR required for M = 16 is 14 dB
more than that required for M = 4.

Figure 8 depicts BER performance of CE-DCT-
OFDM system for 16-PAM mapper for hp = 0.3,0.7
and 1.2. It is observed that BER decreases as hp in-
creases for a fixed value of SNR. For example at BER
= 10−5 the SNR required for hp = 0.3 is 12 dB more
than that required for hp = 1.2. The BER performance
of the system can be controlled by varying h and M
as shown in Figure 9. For example, the system with
M = 16 and hp = 1.7 outperforms the system with
M = 4 and hp = 0.2 by nearly 9 dB at BER = 10−5.

Figure 10 compares simulation results to theoreti-
cal BER given by (47) for CE-DCT-OFDM system us-
ing N = 64 subcarriers, and M = 4. For Eb/N0 greater
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than 15 dB, and for a small modulation index hp = 0.1,
simulation result is nearly the same as theoretical re-
sult. For large modulation index, for example hp =
0.8, the theoretical BER is not as accurate as simula-
tion result but still is within 1 dB of the former.

For the traveling-wave tube amplifier (TWTA)
model, BER performance of CE-DCT-OFDM system
is compared with that of DCT-OFDM system. The
undesirable effects of TWTA nonlinearities can be re-
duced by increasing the input power backoff (IBO).
For a given DCT-OFDM signal, we need to adjust the
average input power so that the peaks of the signal are
rarely clipped. That is, we will have to apply an IBO
to the signal prior to amplification. Computer simula-
tions are used to study the performance of the systems
using nonlinear TWTA with various IBO levels. Fig-
ure 11 compares BER performance of 64 subcarrier 8-
PAM CE-DCT-OFDM system and 8-PSK DCT-OFDM
system with TWTA using IBO of 0 dB, 8 dB and 12 dB.
At high SNR, CE-DCT-OFDM system provides signif-
icant performance improvement due primarily to the
0 dB backoff. The DCT-OFDM system with 0 dB IBO
has an error floor at BER of 0.09. At the BER 10−3, the
IBO that results in the best DCT-OFDM system per-
formance is 12 dB, with Eb/N0 = 16 dB. However, the
CE-DCT-OFDM system achieves this BER= 10−3 with
Eb/N0 = 12 dB which implies an advantage of 4 dB.

Figure 7: BER performance of CE-DCT-OFDM system
over AWGN channel, as a function of M for hp = 0.7

Figure 8: BER performance of CE-DCT-OFDM system
over AWGN channel, as a function of hp for M = 16.

Figure 9: BER performance of CE-DCT-OFDM system
over AWGN channel, as a function of (hp, M).

Figure 10: BER performance of 64 subcarrier CE-
DCT-OFDM system with M = 4 over AWGN channel,
as a function of hp.

Figure 11: Comparison of 64 subcarrier 8-PAM
CE-DCT-OFDM and DCT-OFDM systems for model
TWTA for various of IBO.

5 Performance over Fading Chan-
nels

The received CE-DCT-OFDM signal over a fading
channel can be expressed as:

r(t) = h(t) ∗ s(t) +n(t) (48)

where h(t) represents the impulse response of the fad-
ing channel given by h(t) = αδ(t). The instantaneous
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SNR per bit and the average SNR per bit can be rep-
resented as γ = α2Eb/N0 and γ̄ = E

{
α2

}
Eb/N0, respec-

tively. To obtain the bit error rate (Pb) of CE–DCT-
OFDM system over such a fading channel, the con-
ditional BER is averaged over the Probability Density
Function (PDF) of γ and can be written as [22]:

Pb =
∫ ∞

0
P (γ)pγ (γ)dγ (49)

where Pb(γ) is given by:

Pb(γ) = 2
(

M − 1
M log2(M)

)
Q

(√
Dγ

)
(50)

where D =
6h2
p log2(M)
M2−1 . It is noted that Q(z) in (50) is

the well-known Q-function and it can also be written
as:

Q(z) =
1
π

∫ π/2

0
exp

(
− z2

2sin2(θ)

)
dθ (51)

5.1 Rayleigh Fading Channel

For Rayleigh fading channel, the PDF of γ is given by
[22]:

pγ (γ) =
1
γ̄
exp

(
γ

γ̄

)
,γ ≥ 0 (52)

Using (50)-(52) in (49), the average BER over Rayleigh
fading channel can be shown to be given by

Pb = 2
(

M − 1
M log2(M)

)
1
πγ̄

∫ π/2

0

∫ ∞
0

exp

(
−

Dγ

2sin2(θ)
−
γ

γ̄

)
dγdθ (53)

Upon simplification (53) [23], we get:

Pb =
(

M − 1
M log2(M)

)1−
√

Dγ̄/2
1 +Dγ̄/2

 (54)

The BER given by (54) for CE-DCT-OFDM system
over Rayleigh fading channel is a function of hp, mod-
ulation index, M, number of levels in MPAM, and
Eb/N0, signal-to-noise ratio. The BER of CE-DCT-
OFDM system for M = 4 is plotted as a function of
hp, and Eb/N0 as shown in Figure 12. It is observed
that BER increases as hp decreases for a fixed value of
SNR. For example at BER = 10−5 the SNR required for
hp = 0.7 is 7 dB more than that required for hp = 1.5.

Figure 12: BER performance of CE-DCT-OFDM sys-
tem over Rayleigh fading channel, as a function of hp
for M = 4.

5.2 Ricean Fading Channel

For the Ricean fading channel, the PDF of γ is given
by [22]:

pγ (γ) =
(1 +K)e−K

γ̄
exp

[
−

(1 +K)γ
γ̄

]

I0

2
√

(K +K2)γ
γ̄

 ,γ ≥ 0 (55)

Using (50), (51) and (55) in (49), Pb can be written as:

Pb =
2
π

(
M − 1

M log2(M)

)
(1 +K)e−K

γ̄

∫ π/2

0

∫ ∞
0

exp

[
−

Dγ

2sin2(θ)
−

(1 +K)γ
γ̄

]
I0

2
√

(K +K2)γ
γ̄

dγdθ
(56)

Integrating (56) [23], BER of CE-DCT-OFDM system
over Ricean fading channel can be written as:

Pb =
2
π

(
M − 1

M log2(M)

)∫ π/2

0

(1 +K)sin2(θ)
(1 +K)sin2(θ) +Dγ̄/2

exp

[
−

KDγ̄/2
(1 +K)sin2(θ) +Dγ̄/2

]
dθ (57)

The BER given by (57) is a function of hp, M, K ,
Rice distribution parameter and Eb/N0. The BER per-
formance K = 7 dB and M = 4 is illustrated in Figure
13, are a function of hp. It observed that there is im-
provement in BER as hp increases, for example at BER
= 10−5 the SNR required for hp = 1.5 is 17 dB less than
that required for hp = 0.2.

The effect of parameter K on BER performance is
illustrated in Figure 14, for M = 4 and hp = 0.5 . It is
noted that the BER decreases as K increases, for exam-
ple at BER = 10−5 and hp = 0.5 the SNR required for
K = 2 dB is 30 dB more than that required for K = 18
dB.
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Figure 13: BER performance of CE-DCT-OFDM sys-
tem over Ricean fading channel, as a function of hp for
M = 4.

Figure 14: BER performance of CE-DCT-OFDM sys-
tem over Ricean fading channel, as a function of K for
M = 4 and hp = 0.5.

6 Conclusions

A generalized description of CE-DCT-OFDM system
is presented. In this system, phase modulation is
used to eliminate the problem of PAPR. BER analyses
of this system over AWGN and flat fading channels
are presented and closed-form expressions for BER
have been obtained. Improved BER performance is
seen with increased value of modulation index at fixed
transmission power. It is also observed that BER per-
formance can be controlled by varying hp and M as
well. Simulation performance of CE-DCT-OFDM sys-
tem over AWGN channel is also presented and com-
pared with theoretical results. The results show that
for a small modulation index, simulation result is
nearly the same as theoretical result. With nonlin-
ear the results show that CE-DCT-OFDM system has
better BER performance than the conventional DCT-
OFDM system when TWTA amplifier is used.
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Chosen-ciphertext attacks (CCA) are typical threat on public-key en-
cryption schemes. We show direct chosen-ciphertext security modifi-
cation in the case of attribute-based encryption (ABE), where an ABE
scheme secure against chosen-plaintext attacks (CPA) is converted into
an ABE scheme secure against CCA by individual techniques. Our mod-
ification works in the setting that the Diffie-Hellman tuple to be verified
in decryption is in the target group of a bilinear map. The employed
techniques result in expansion of the secret-key length and the decryp-
tion cost by a factor of four, while the public-key and the ciphertext
lengths and the encryption cost remain almost the same.

1 Introduction

Access control is one of the fundamental processes
and requirements in cybersecurity. Attribute-based
encryption (ABE) invented by Sahai and Waters [1],
where attributes mean authorized credentials, enables
to realize access control which is functionally close to
role-based access control (RBAC), but by encryption.
In key-policy ABE (KP-ABE) introduced by the sub-
sequent work of Goyal, Pandey, Sahai and Waters [2],
a secret key is associated with an access policy over
attributes, while a ciphertext is associated with a set
of attributes. In a dual manner, in ciphertext-policy
ABE (CP-ABE) [2, 3, 4], a ciphertext is associated with
an access policy over attributes, while a secret key is
associated with a set of attributes. In a KP-ABE or
CP-ABE scheme, a secret key works to decrypt a ci-
phertext if and only if the associated set of attributes
satisfies the associated access policy. The remarkable
feature of ABE is attribute privacy; that is, in decryp-
tion, no information about the access policy and the
identity of the secret key owner in the case of KP-
ABE (or, the attributes and the identity of the secret
key owner in the case of CP-ABE) leaks except the
fact that the set of attributes satisfies the access pol-
icy. Since the proposals, it has been studied to attain
certain properties such as indistinguishability against
chosen-plaintext attacks (IND-CPA) in the standard
model [4] and adaptive security against adversary’s

choice of a target access policy [5].
In this paper1, we work through resolving a prob-

lem of constructing a shorter ABE scheme that attains
indistinguishability against chosen-ciphertext attacks
(IND-CCA) in the standard model. Here CCA means
that an adversary can collects decryption results of
ciphertexts of its choice through adversaries’ attack-
ing. Note that “provable security” of a cryptographic
primitive is now a must requirement when we em-
ploy the primitive in a system, where it means that
an appropriately defined security is polynomially re-
duced to the hardness of a computational problem.
Moreover, the CCA security of an encryption scheme
is preferable to attain because the CCA security is one
of the theoretically highest securities and hence the
scheme can be used widely.

To capture the idea of our approach, let us re-
call the case of identity-based encryption (IBE). The
CHK transformation of Canetti, Halevi and Katz [7]
is a generic tool for obtaining IND-CCA secure IBE
scheme. It transforms any hierarchical IBE (HIBE)
scheme that is selective-ID IND-CPA secure [8] into
an IBE scheme that is adaptive-ID IND-CCA secure
[8]. A point of the CHK transformation is that it in-
troduces a dummy identity vk that is a verification
key of a one-time signature. Then a ciphertext is at-
tached with vk and a signature σ , which is generated
each time one executes encryption. In contrast, the
direct chosen-ciphertext security technique for IBE of

*Hiroaki Anada, 1–1–1, Manabino, Nagayo-cho, Nishisonogi-gun, Nagasaki, +81-95-813-5113 & anada@sun.ac.jp
1This paper is an extension of the work originally presented in SMARTCOMP 2017 [6]. The schemes of KP-ABKEM and KP-ABE have

been newly proposed.
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Boyen, Mei and Waters [9] is individual modification
for obtaining an IND-CCA secure IBE scheme. It con-
verts a HIBE scheme that is adaptive-ID IND-CPA
secure into an IBE scheme that is adaptive-ID IND-
CCA secure. Though the technique needs to treat each
scheme individually, the obtained scheme attains bet-
ter performance than that obtained by the generic tool
(the CHK transformation). Let us transfer into the
case of ABE. The transformation in [10] is a generic
tool for obtaining IND-CCA secure ABE scheme. It
transforms any ABE scheme (with the delegatability
or the verifiability [10]) that is IND-CPA secure into
an ABE scheme that is IND-CCA secure. A point of
their transformation is, similar to the case of IBE, that
it introduces a dummy attribute vk that is a verifica-
tion key of a one-time signature. Then a ciphertext is
attached with vk and a signature σ . Notice here that
discussing direct chosen-ciphertext security modifi-
cation for ABE (in the standard model) is a missing
piece. One of the reasons seems that there is an obsta-
cle that a Diffie Hellman tuple to be verified is in the
target group of a bilinear map. In that situation, the
bilinear map looks of no use.

1.1 Our Contribution

A contribution is that we fill in the missing piece; we
demonstrate direct chosen-ciphertext security modi-
fication in the case of the Waters CP-ABE scheme [4]
and the KP-ABE scheme of Ostrovsky, Sahai and Wa-
ters [11] To overcome the above obstacle, we employ
the technique of the Twin Diffie-Hellman Trapdoor
Test of Cash, Kiltz and Shoup [12]. In addition, we
also utilize the algebraic trick of Boneh and Boyen
[13] and Kiltz [14] to reply for adversary’s decryption
queries.

1.2 Related Works

Waters [4] pointed out that IND-CCA security would
be attained by the CHK transformation. Gorantla,
Boyd and Nieto [15] constructed a IND-CCA secure
CP-ABKEM in the random oracle model. In [10] the
authors proposed a generic transformation of a IND-
CPA secure ABE scheme into a IND-CCA secure ABE
scheme. Their transformation is considered to be an
ABE-version of the CHK transformation, and it is ver-
satile. Especially, it can be applied to non-pairing-
based scheme.

The Waters CP-ABE [4] can be captured as a CP-
ABKEM: the blinding factor can be considered as a
random one-time key. This Waters CP-ABKEM is
IND-CPA secure because the Waters CP-ABE is proved
to be IND-CPA secure. For theoretical simplicity, we
demonstrate an individual conversion of the Waters
CP-ABKEM into a CP-ABKEM which is IND-CCA se-
cure. Then we provide a CP-ABE scheme which is
IND-CCA secure. As for KP-ABE, we demonstrate an
individual conversion of KP-ABKEM of Ostrovsky, Sa-
hai and Waters [11], which is IND-CPA secure, into a

KP-ABKEM which is IND-CCA secure. Then we pro-
vide a KP-ABE scheme which is IND-CCA secure.

Finally, we note that there is a remarkable work of
CP-ABE schemes and KP-ABE schemes with constant-
size ciphertexts [16, 17]. Our direct chosen-ciphertext
security modification is not constant-size ciphertexts
but a different approach for easier implementation in
engineering.

1.3 Organization of the Paper

In Section 2, we survey concepts, definitions and tech-
niques needed. In Section 3, we revisit the concept,
the algorithm and the security of the twin Diffie-
Hellman technique. In Section 4, we construct a CCA-
secure CP-ABKEM from the Waters CPA-secure CP-
ABKEM [4], and provide a security proof. Also, we
describe the encryption version, a CCA-secure CP-
ABE. In Section 5, we construct a CCA-secure KP-
ABKEM from the Ostrovsky-Sahai-Waters CPA-secure
KP-ABKEM [11], and provide a security proof. Also,
we describe the encryption version, a CCA-secure KP-
ABE. In Section 6, we compare efficiency of our CP-
ABE and KP-ABE schemes with the original schemes,
and also, with the schemes obtained by applying the
generic transformation [10] to the original schemes.
In Section 7, we conclude our work.

2 Preliminaries

The security parameter is denoted λ. A prime of bit
length λ is denoted p. A multiplicative cyclic group
of order p is denoted G. The ring of exponent domain
of G, which consists of integers from 0 to p − 1 with
modulo p operation, is denoted Zp.

2.1 Bilinear Map

We remark first that our description in the subsequent
sections is in the setting of a symmetric bilinear map
for simplicity, but we can employ an asymmetric bi-
linear map instead for better efficiency as is noted in
Section 6. Let G and GT be two multiplicative cyclic
groups of prime order p. Let g be a generator of G and
e be a bilinear map, e : G×G→ GT . The bilinear map
e has the following properties:
1. Bilinearity: for all u,v ∈ G and a,b ∈ Zp, we have
e(ua,vb) = e(u,v)ab.
2. Non-degeneracy: e(g,g) , id

GT
(: the identity ele-

ment of the group GT ).
Parameters of a bilinear map are generated by a

probabilistic polynomial time (PPT) algorithm Grp on
input λ: (p,G,GT , g, e)← Grp(λ).

Hereafter we assume that the group operation in
G and GT and the bilinear map e : G ×G → GT are
computable in PT in λ.
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2.2 Access Structure

Let U = {χ1, . . . ,χu} be a set of attributes, or simply set
U = {1, . . . ,u} by numbering. An access structure, which
corresponds to an access policy, is defined as a collec-
tion A of non-empty subsets of U ; that is, A ⊂ 2U \{φ}.
An access structure A is called monotone if for any
B ∈ A and B ⊂ C, C ∈ A holds. The sets in A are
called authorized sets, and the sets not in A are called
unauthorized sets. We will consider in this paper only
monotone access structures.

2.3 Linear Secret-Sharing Scheme

We only describe a linear secret-sharing scheme
(LSSS) in our context of attribute-based schemes. A
secret-sharing scheme Π over the attribute universe U
is called linear over Zp if:
1. The shares for each attribute form a vector over Zp,
2. There exists a matrixM of size l×n called the share-
generating matrix for Π and a function ρ which maps
each row index i of M to an attribute in U = {1, . . . ,u}:
ρ : {1, ..., l} → U .

To make shares, we first choose a random vector
~v = (s,y2, . . . , yn) ∈ Z

n
p: s is a secret to be shared. For

i = 1 to l, we calculate each share λi = ~v ·Mi , whereMi
denotes the i-th row vector ofM and · denotes the for-
mal inner product. LSSS Π = (M,ρ) defines an access
structure A through ρ.

Suppose that an attribute set S satisfies A (S ∈A)
and let IS = ρ−1(S) ⊂ {1, . . . , l}. Then, let {ωi ∈ Zp; i ∈
IS } be a set of constants (linear reconstruction constants)
such that if {λi ∈Zp; i ∈ IS } are valid shares of a secret
s according to M, then

∑
i∈IS ωiλi = s. It is known that

these constants {ωi}i∈IS can be found in time polyno-
mial in l: the row size of the share-generating matrix
M. If S does not satisfy A (S <A), then no such con-
stants {ωi}i∈IS exist.

2.4 Attribute-Based Key Encapsulation
Mechanism

Ciphertext-policy attribute-based key encapsula-
tion mechanism (CP-ABKEM). A CP-ABKEM con-
sists of four PPT algorithms (Setup, Encap, KeyGen,
Decap)2.
Setup(λ,U ). A setup algorithm Setup takes as input
the security parameter λ and the attribute universe
U = {1, . . . ,u}. It returns a public key PK and a master
secret key MSK.
Encap(PK,A). An encapsulation algorithm Encap
takes as input the public key PK and an access struc-
ture A. It returns a random string κ and its encapsu-
lation ψ. Note that A is contained in ψ.
KeyGen(PK,MSK,S). A key generation algorithm
KeyGen takes as input the public key PK, the mas-
ter secret key MSK and an attribute set S. It returns
a secret key SKS corresponding to S. Note that S is
contained in SKS .

Decap(PK,SKS ,ψ). A decapsulation algorithm Decap
takes as input the public key PK, an encapsulation (we
also call it a ciphertext according to context) ψ and a
secret key SKS . It first checks whether S ∈ A, where
S and A are contained in SKS and ψ, respectively. If
the check result is False, it puts κ̂ =⊥. It returns a
decapsulation result κ̂.
Chosen-Ciphertext Attack on CP-ABKEM. Accord-
ing to previous works (for example, see [15]), the
chosen-ciphertext attack on a CP-ABKEM is formally
defined as the indistinguishability game (IND-CCA
game). In this paper, we consider the selective game
on a target access structure (IND-sel-CCA game); that
is, the adversary A declares a target access structure
A
∗ beforeA receives a public key PK, which is defined

as the following experiment.

Experimentind-sel-cca
A,CP-ABKEM(λ,U )

A
∗←A(λ,U ), (PK,MSK)← Setup(λ,U )

ε←AKeyGen(PK,MSK,·),Decap(PK,SK·,·)(PK)

(κ∗,ψ∗)← Encap(PK,A∗),κ← KeySp(λ),b← {0,1}
If b = 1 then κ̃ = κ∗ else κ̃ = κ

b′←AKeyGen(PK,MSK,·),Decap(PK,SK·,·)(κ̃,ψ∗)

If b′ = b then return Win else return Lose.

In the above experiment, two kinds of queries are is-
sued by A. One is key-extraction queries. Indicating
an attribute set Si , A queries its key-extraction oracle
KeyGen(PK,MSK, ·) for the secret key SKSi . Here we
do not require any input attribute sets Si1 and Si2 to be
distinct. Another is decapsulation queries. Indicating
a pair (Sj ,ψj ) of an attribute set and an encapsulation,
A queries its decapsulation oracle Decap(PK,SK·, ·) for
the decapsulation result κ̂j . Here an access structure
Aj , which is used to generate an encapsulation ψj , is
implicitly included inψj . In the case that S <A, κ̂j =⊥
is replied to A. Both kinds of queries are at most qk
and qd times in total, respectively, which are polyno-
mial in λ.

The access structure A
∗ declared by A is called a

target access structure. Two restrictions are imposed on
A concerning A

∗. In key-extraction queries, each at-
tribute set Si must satisfy Si < A

∗. In decapsulation
queries, each pair (Sj ,ψj ) must satisfy Sj < A∗ ∨ψj ,
ψ∗.

The advantage of the adversaryA over CP-ABKEM in
the IND-CCA game is defined as the following proba-
bility:

Advind-sel-cca
A,CP-ABKEM(λ,U )

def= Pr[Experimentind-sel-cca
A,CP-ABKEM(λ,U ) returns Win].

CP-ABKEM is called selectively secure against chosen-
ciphertext attacks if, for any PPT adversary A and for
any attribute universe U , Advind-sel-cca

A,CP-ABKEM(λ,U ) is negli-
gible in λ. Here we must distinguish the two cases;
the case that U is small (i.e. |U | = u is bounded by a
polynomial of λ) and the case that U is large (i.e. u

2In Gorantla, Boyd and Nieto [15], they say encapsulation-policy attribute-based-KEM (EP-AB-KEM) instead of saying ciphertext-policy
attribute-based KEM here.
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is not necessarily bounded by a polynomial of λ). We
assume the small case in this paper.

In the indistinguishability game against chosen-
plaintext attack (IND-CPA game), the adversary A is-
sues no decapsulation query (that is, qd = 0).
Ciphertext-Policy Attribute-Based Encryption
Scheme (CP-ABE). In the case of the encryp-
tion version (i.e. CP-ABE), Encap(PK,A) and
Decap(PK,SKS ,ψ) are replaced by PPT algorithms
Encrypt(PK,A,m) and Decrypt(PK,SKS ,CT), respec-
tively, where m and CT mean a message and a cipher-
text, respectively.

The IND-CCA game for CP-ABE is defined in the
same way as for CP-ABKEM above, except the fol-
lowing difference. In Challenge phase, the adversary
A submits two equal length messages (plaintexts) m0
and m1. Then the challenger flips a coin b ∈ {0,1} and
gives an encryption result CT of mb to A. In Guess
phase, the adversary A returns b′ ∈ {0,1}. If b′ = b,
then A wins in the IND-CCA game. Otherwise, A
loses.
Key-Policy Attribute-Based Key Encapsulation
Mechanism (KP-ABKEM) and Encryption Scheme
(KP-ABE). The key-policy case is analogously defined
as the case of the ciphertext-policy case. We state
only the syntax and the security experiment of the
key-policy ABKEM.
Setup(λ,U ). A setup algorithm Setup takes as input
the security parameter λ and the attribute universe
U = {1, . . . ,u}. It returns a public key PK and a master
secret key MSK.
Encap(PK,S). An encapsulation algorithm Encap
takes as input the public key PK and an attribute set
S. It returns a random string κ and its encapsulation
ψ. Note that S is contained in ψ.
KeyGen(PK,MSK,A). A key generation algorithm
KeyGen takes as input the public key PK, the master
secret key MSK and an access structure A. It returns
a secret key SK

A
corresponding to S. Note that A is

contained in SK
A

.
Decap(PK,SK

A
,ψ). A decapsulation algorithm De-

cap takes as input the public key PK, an encapsula-
tion (we also call it a ciphertext according to context)
ψ and a secret key SK

A
. It first checks whether S ∈A.

If the check result is False, it puts κ̂ =⊥. It returns a
decapsulation result κ̂.
Chosen-Ciphertext Attack on KP-ABKEM. The selec-
tive game on a target attribute set (IND-sel-CCA game)
is defined by the following experiment.

Experimentind-sel-cca
A,KP-ABKEM(λ,U )

S∗←A(λ,U ), (PK,MSK)← Setup(λ,U )

ε←AKeyGen(PK,MSK,·),Decap(PK,SK·,·)(PK)

(κ∗,ψ∗)← Encap(PK,S∗),κ← KeySp(λ),b← {0,1}
If b = 1 then κ̃ = κ∗ else κ̃ = κ

b′←AKeyGen(PK,MSK,·),Decap(PK,SK·,·)(κ̃,ψ∗)

If b′ = b then return Win else return Lose.

2.5 Target Collision Resistant Hash Func-
tions

Target collision resistant (TCR) hash functions [18]
are treated as a family. Let us denote a function fam-
ily as Hfam(λ) = {Hµ}µ∈HKey(λ). Here HKey(λ) is a hash
key space, µ ∈HKey(λ) is a hash key and Hµ is a func-
tion from {0,1}∗ to {0,1}λ. We may assume that Hµ is
from {0,1}∗ to Zp, where p is a prime of length λ.

Given a PPT algorithm CF , a collision finder, we
consider the following experiment (the target colli-
sion resistance game).

Experimenttcr
CF ,Hfam(λ)

m∗←CF (λ),µ←HKey(λ),m←CF (µ)

If m∗ ,m∧Hµ(m∗) =Hµ(m)

then return Win else return Lose.

Then we define CF ’s advantage over Hfam in the game
of target collision resistance as follows.

Advtcr
CF ,Hfam(λ)

def= Pr[Experimenttcr
CF ,Hfam(λ) returns Win].

We say that Hfam is a TCR function family if, for any
PPT algorithm CF , Advtcr

CF ,Hfam(λ) is negligible in λ.
TCR hash function families can be constructed

based on the existence of a one-way function [18].

3 The Twin Diffie-Hellman Tech-
nique Revisited

A 6-tuple (g,X1,X2,Y ,Z1,Z2) ∈ G
6 is called a

twin Diffie-Hellman tuple if the tuple is written as
(g,gx1 , gx2 , gy , gx1y , gx2y) for some elements x1,x2, y in
Zp. In other words, a 6-tuple (g,X1,X2,Y ,Z1,Z2) is a
twin Diffie-Hellman tuple (twin DH tuple, for short)
if Y = gy and Z1 = Xy1 and Z2 = Xy2 .

The following lemma of Cash, Kiltz and Shoup
will be used in the security proof to decide whether
a tuple is a twin DH tuple or not.

Lemma 1 (“Trapdoor Test”[12]) Let X1, r, s be mutu-
ally independent random variables, whereX1 takes values
in G, and each of r, s is uniformly distributed over Zp.
Define the random variable X2 = X−r1 gs. Suppose that
Ŷ , Ẑ1, Ẑ2 are random variables taking values in G, each
of which is defined independently of r. Then the probabil-
ity that the truth value of Ẑ1

r
Ẑ2 = Ŷ s does not agree with

the truth value of (g,X1,X2, Ŷ , Ẑ1, Ẑ2) being a twin DH
tuple is at most 1/p. Moreover, if (g,X1,X2, Ŷ , Ẑ1, Ẑ2) is
a twin DH tuple, then Ẑ1

r
Ẑ2 = Ŷ s certainly holds.

Note that Lemma 1 is a statistical property. Espe-
cially, Lemma 1 holds without any number theoretic
assumption. To be precise, we consider the follow-
ing experiment of an algorithm Cheat with unbounded
computational power (not limited to PPT), where Cheat,
given a triple (g,X1,X2), tries to complete a 6-tuple
(g,X1,X2, Ŷ , Ẑ1, Ẑ2) which passes the “Trapdoor Test”
but which is not a twin DH tuple.
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ExperimenttwinDH-test
Cheat,G (λ)

(g,X1)←G
2, (r, s)←Z

2
p,X2 = X−r1 gs

G
3 3 (Ŷ , Ẑ1, Ẑ2)← Cheat(g,X1,X2)

If Ẑ1
r
Ẑ2 = Ŷ s ∧ (g,X1,X2, Ŷ , Ẑ1, Ẑ2)

is NOT a twin DH tuple,

then return Win else return Lose

Let us define the advantage of Cheat over G as follows.

AdvtwinDH-test
Cheat,G (λ)

def= Pr[ExperimenttwinDH-test
Cheat,G (λ) returns Win].

Now we are ready to complement Lemma 1.

Lemma 2 (Complement for “Trapdoor Test” [12])
For any algorithm Cheat with unbounded computational
power, AdvtwinDH-test

Cheat,G (λ) is at most 1/p.

For a proof of Lemma 2, see Appendix A.

4 Securing the Waters CP-ABKEM
against Chosen-Ciphertext At-
tacks

In this section, we describe our direct chosen-
ciphertext security technique by applying it to the
Waters CP-ABE [4].
Overview of Our Modification The Waters CP-ABE
is proved to be secure in the IND-sel-CPA game [4].
We convert it into a scheme that is secure in the IND-
sel-CCA game by employing the Twin Diffie-Hellman
technique of Cash, Kiltz and Shoup [12] and the alge-
braic trick of Boneh and Boyen [13] and Kiltz [14].

In encryption, a ciphertext becomes to contain ad-
ditional two elements (d1,d2), which function in de-
cryption as a “check sum” to verify that a tuple is cer-
tainly a twin DH tuple.

In security proof, the Twin Diffie-Hellman Trap-
door Test does the function instead. It is noteworthy
that we are unable to use the bilinear map instead be-
cause the tuple to be verified is in the target group. In
addition, the algebraic trick enables to answer for ad-
versary’s decryption queries. Note also that the both
technique become compatible by introducing random
variables.
Key Encapsulation and Encryption. The Waters CP-
ABE can be captured as a CP-ABKEM: the blind-
ing factor of the form e(g,g)αs in the Waters CP-ABE
can be considered as a random one-time key. So we
call it the Waters CP-ABKEM hereafter and denote
it as CP-ABKEMcpa. Likewise, we distinguish parame-
ters and algorithms of CP-ABKEMcpa by the index cpa.
For theoretical simplicity, we first develop a KEM
CP-ABKEM.

4.1 Our Construction

Our CP-ABKEM consists of the following four PPT al-
gorithms (Setup, Encap, KeyGen, Decap). Roughly
speaking, the Waters original scheme CP-ABKEMcpa
(the first scheme in [4]) corresponds to the case k = 1
below excluding the “check sum” (d1,d2).

Setup(λ,U ). Setup takes as input the security pa-
rameter λ and the attribute universe U = {1, . . . ,u}.
It runs Grp(λ) to get (p,G,GT , g, e), where G and GT
are cyclic groups of order p, e : G × G → GT is a
bilinear map and g is a generator of G. These be-
come public parameters. Then Setup chooses u ran-
dom group elements h1, . . . ,hu ∈ G that are associ-
ated with the u attributes. In addition, it chooses
random exponents αk ∈ Zp, k = 1, . . . ,4, a ∈ Zp and a
hash key η ∈HKey(λ). The public key is published as
PK = (g,ga,h1, . . . ,hu , e(g,g)α1 , . . . , e(g,g)α4 ,η). The au-
thority sets MSK = (gα1 , . . . , gα4 ) as the master secret
key.

Encap(PK,A). The encapsulation algorithm Encap
takes as input the public key PK and an LSSS access
structure A = (M,ρ), where M is an l × n matrix and
ρ is the function which maps each row index i of M
to an attribute in U = {1, . . . ,u}. Encap first chooses a
random value s ∈ Zp that is the encryption random-
ness, and chooses random values y2, . . . , yn ∈Zp. Then
Encap forms a vector ~v = (s,y2, . . . , yn). For i = 1 to
l, it calculates λi = ~v ·Mi , where Mi denotes the i-th
row vector of M. In addition, Encap chooses random
values r1, . . . , rl ∈ Zp. Then, a pair of a random one-
time key and its encapsulation (κ,ψ) is computed as
follows.

Put C′ = gs;For i = 1 to l : Ci = gaλih−riρ(i),Di = gri ;

ψcpa = (A,C′ , ((Ci ,Di); i = 1, . . . , l)), τ←Hη(ψcpa);

For k = 1 to 4 : κk = e(g,g)αks;d1 = κτ1κ3,d2 = κτ2κ4;

(κ,ψ) = (κ1, (ψcpa,d1,d2)).

KeyGen(MSK,PK,S). The key generation algorithm
KeyGen takes as input the master secret key MSK, the
public key PK and a set S of attributes. KeyGen first
chooses a random tk ∈ Zp, k = 1, . . . ,4. It generates the
secret key SKS as follows.

For k = 1 to 4 : Kk = gαkgatk ,Lk = gtk

For x ∈ S : Kk,x = htkx ;

SKS = ((Kk ,Lk , (Kk,x;x ∈ S));k = 1, . . . ,4).

Decap(PK,ψ,SKS ). The decapsulation algorithm De-
cap takes as input the public key PK, an encapsula-
tion ψ for an access structure A = (M,ρ) and a private
key SKS for an attribute set S. It first checks whether
S ∈A. If the result is False, put κ̂ =⊥. Otherwise, let
IS = ρ−1(S) ⊂ {1, . . . , l} and let {ωi ∈ Zp; i ∈ IS } be a set
of linear reconstruction constants. Then, the decapsu-
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lation κ̂ is computed as follows.

Parse ψ into (ψcpa = (A,C′ , ((Ci ,Di); i = 1, . . . , l)),d1,d2);

τ←Hη(ψcpa);

For k = 1 to 4 :

κ̂k = e(C′ ,Kk)/
∏
i∈IS

(e(Lk ,Ci)e(Di ,Kk,ρ(i)))
ωi = e(g,g)αks

If κ̂1
τ κ̂3 , d1 ∨ κ̂2

τ κ̂4 , d2,

then put κ̂ =⊥,else put κ̂ = κ̂1.

4.2 Security and Proof

Theorem 1 If the Waters CP-ABKEMcpa [4] is selectively
secure against chosen-plaintext attacks and an employed
hash function family Hfam has target collision resistance,
then our CP-ABKEM is selectively secure against chosen-
ciphertext attacks. More precisely, for any given PPT
adversary A that attacks CP-ABKEM in the IND-sel-CCA
game where decapsulation queries are at most qd times,
and for any small attribute universe U , there exist a PPT
adversary B that attacks CP-ABKEMcpa in the IND-sel-
CPA game and a PPT target collision finder CF on Hfam
that satisfy the following tight reduction.

Advind-sel-cca
A,CP-ABKEM(λ,U )

≤Advind-sel-cpa
B,CP-ABKEMcpa

(λ,U ) + Advtcr
CF ,Hfam(λ) +

qd

p
.

Proof. Given any adversary A that attacks our
scheme CP-ABKEM in the IND-sel-CCA game, we con-
struct an adversary B that attacks the Waters scheme
CP-ABKEMcpa in the IND-sel-CPA game as follows.
Commit to a Target Access Structure. B is given
(λ,U ) as inputs, where λ is the security parameter
and U = {1, . . . ,u} is the attribute universe. B invokes
A on input (λ,U ) and gets a target access structure
A
∗ = (M∗,ρ∗) from A, where M∗ is of size l∗ × n∗. B

uses A∗ as the target access structure of itself and out-
puts A∗.
Set up. In return to outputting A

∗, B receives the pub-
lic key PKcpa for CP-ABKEMcpa, which consists of the
following components.

PKcpa = (g,ga,h1, . . . ,hu , e(g,g)α).

To set up a public key PK for CP-ABKEM, B herein needs
a challenge instance: B queries its challenger and gets
a challenge instance (κ̃,ψ∗cpa). It consists of the follow-
ing components.

κ̃ = e(g,g)αs
∗

OR a random one-time key κ ∈ KeySp(λ),

ψ∗cpa = (A∗,C′∗ = gs
∗
, ((C∗i ,D

∗
i ); i = 1, . . . , l∗)).

Then B makes the rest of parameters of PK as follows.

Choose η←HKey(λ) and take τ∗←Hη(ψ∗cpa);

Put e(g,g)α1 = e(g,g)α ;

Choose γ1,γ2←Zp, put e(g,g)α2 = e(g,g)γ2 /e(g,g)α1γ1 ;

Choose µ1,µ2←Zp, put e(g,g)α3 = e(g,g)µ1 /e(g,g)α1τ
∗
,

e(g,g)α4 = e(g,g)µ2 /e(g,g)α2τ
∗
.

Note we have implicitly set relations in the exponent
domain:

α2 = γ2 −α1γ1, α3 = µ1 −α1τ
∗,

α4 = µ2 −α2τ
∗ = µ2 − (γ2 −α1γ1)τ∗. (1)

A public key PK for CP-ABKEM become:

PK = (PKcpa, e(g,g)α2 , e(g,g)α3 , e(g,g)α4 ,η).

Then B inputs PK into A. Note that PK determines
the corresponding MSK uniquely.
Phase 1. B answers for two types of A’s queries as
follows.
(1) Key-Extraction Queries. In the case that A issues
a key-extraction query for an attribute set S ⊂ U , B
has to simulate A’s challenger. To do so, B issues key-
extraction queries to B’s challenger for S repeatedly up
to four times. As replies, B gets four secret keys of the
Waters CP-ABKEMcpa for a single attribute set S:

SKcpa,S,k = (Kcpa,k ,Lcpa,k , (Kcpa,k,x;x ∈ S)), k = 1, . . . ,4.

We remark that, according to the randomness in the
key-generation algorithm of the Waters CP-ABKEMcpa,
all four secret keys SKcpa,S,1, . . . ,SKcpa,S,4 are random
and mutually independent. To reply a secret key SKS
of our CP-ABKEM to A, B converts the four secret keys
as follows.

K1 = Kcpa,1, L1 = Lcpa,1, K1,x = Kcpa,1,x,x ∈ S;

K2 = gγ2K
−γ1
cpa,2, L2 = L−γ1

cpa,2, K2,x = K−γ1
cpa,2,x, x ∈ S;

K3 = gµ1K−τ
∗

cpa,3, L3 = L−τ
∗

cpa,3, K3,x = Kτ
∗

cpa,3,x, x ∈ S;

K4 = gµ2−γ2τ
∗
K
γ1τ

∗

cpa,4, L4 = Lγ1τ
∗

cpa,4, K4,x = Kγ1τ
∗

cpa,4,x, x ∈ S.

Then B replies SKS = ((Kk ,Lk , (Kk,x;x ∈ S));k = 1, . . . ,4)
to A.

(2) Decapsulation Queries. In the case that A issues
a decapsulation query for (S,ψ), where S ⊂ U is an
attribute set and ψ = (ψcpa,d1,d2) is an encapsulation
concerning A, B has to simulate A’s challenger. To do
so, B computes the decapsulation result κ̂ as follows.

If S <A then put κ̂ =⊥,
else

τ←Hη(ψcpa);

Ŷ = e(C′ , g)τ−τ
∗
, Ẑ1 = d1/e(C

′ , g)µ1 , Ẑ2 = d2/e(C
′ , g)µ2 ;

If Ẑ1
γ1 Ẑ2 , Ŷ

γ2 (: call this checking TwinDH-Test)

then put κ̂ = κ̂1 =⊥
else

If τ = τ∗ then abort (: call this case Abort)

else κ̂ = κ̂1 = Ẑ1
1/(τ−τ∗)

.

Challenge. In the case that A queries its challenger
for a challenge instance, B makes a challenge instance
as follows.

Put d∗1 = e(C′∗, g)µ1 ,d∗2 = e(C′∗, g)µ2 ;

Put ψ∗ = (ψ∗cpa,d
∗
1,d
∗
2).
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Then B feeds (κ̃,ψ∗) to A as a challenge instance.
Phase 2. The same as in Phase 1.
Guess. In the case that A returns A’s guess b̃, B re-
turns b̃ itself as B’s guess.

In the above construction of B, B can perfectly
simulate the real view of A until the case Abort hap-
pens, except for a negligible case, and hence the algo-
rithmA works as designed. To see the perfect simula-
tion with a negligible exceptional case, we are enough
to prove the following seven claims.

Claim 1 The reply SKS = ((Kk ,Lk , (Kk,x;x ∈ S));k =
1, . . . ,4) for a key-extraction query of A is a perfect simu-
lation.

Proof. We must consider the implicit relations (1). For
the index 2, we have implicitly set the randomness
t2 = tcpa,2(−γ1) and we get:

K2 = gγ2K
−γ1
cpa,2 = gγ2(gα1gatcpa,2 )−γ1

= gγ2(gα1gat2/(−γ1))−γ1 = gγ2−α1γ1gat2 = gα2gat2 ,

L2 = L−γ1
cpa,2 = (gtcpa,2 )−γ1 = gt2 ,

K2,x = K−γ1
cpa,2,x = (h

tcpa,2
x )−γ1 = ht2x ,x ∈ S.

For the index 3 and 4, see Appendix B.

Claim 2 (e(g,g), e(g,g)α1 , e(g,g)α2 , Ŷ , Ẑ1, Ẑ2) is
a twin Diffie-Hellman tuple if and only if (e(g,g),
e(g,g)α1τe(g,g)α3 , e(g,g)α2τe(g,g)α4 , e(C′ , g), d1, d2) is
a twin Diffie-Hellman tuple.

Proof. This claim can be proved by a short calculation.
See Appendix C. �

Claim 3 If (e(g,g), e(g,g)α1 , e(g,g)α2 , Ŷ , Ẑ1, Ẑ2) is a twin
Diffie-Hellman tuple, then (Ŷ , Ẑ1, Ẑ2) certainly passes the
TwinDH-Test: Ẑ1

γ1 Ẑ2 = Ŷ γ2 .

Proof. This claim is a direct consequence of Lemma 1.
�

Claim 4 Consider the following event which we name as
Overlooki :

In the i-th TwinDH-Test, the following condition holds:
Ẑ1

γ1 Ẑ2 = Ŷ γ2 holds and
(e(g,g), e(g,g)α1 , e(g,g)α2 , Ŷ , Ẑ1, Ẑ2)

is NOT a twin DH tuple.

Then, for at most qd times decapsulation queries ofA, the
probability that at least one Overlooki occurs is negligi-
ble in λ. More precisely, the following inequality holds:

Pr[
qd∨
i=1

Overlooki] ≤ qd/p. (2)

Proof. To apply Lemma 2, we construct an al-
gorithm Cheatλ,U with unbounded computational
power, which takes as input (e(g,g), e(g,g)α1 , e(g,g)α2 )

and returns (Ŷ , Ẑ1, Ẑ2) employing the adversary A as
a subroutine. Fig. 1 shows the construction.

First, note that the view of A in Cheatλ,U is the
same as the real view of A and hence the algorithm
A works as designed.

Second, note that the return (Ŷ , Ẑ1, Ẑ2) of Cheatλ,U
is randomized in TABLE. Hence:

qd∑
i=1

1
qd

Pr[Overlooki] =
1
qd

qd∑
i=1

Pr[Overlooki]

=AdvtwinDH-test
Cheatλ,U ,G

(λ). (3)

Third, applying Lemma 2 to Cheatλ,U , we get:

AdvtwinDH-test
Cheatλ,U ,G

(λ) ≤ 1/p. (4)

Combining (3) and (4), we have:

Pr[
qd∨
i=1

Overlooki] ≤
qd∑
i=1

Pr[Overlooki]

≤qdAdvtwinDH-test
Cheatλ,U ,G

(λ) ≤
qd

p
.

�Claim 5 The probability that Overlooki never occurs
in TwinDH-Test for every i and Abort occurs is negligi-
ble in λ. More precisely, the following inequality holds:

Pr[
( qd∧
i=1

¬Overlooki

)
∧Abort] ≤Advtcr

CF ,Hfam(λ). (5)

Proof. This claim is proved by constructing a collision
finder CF on Hfam. See Appendix D. �

Claim 6 The reply κ̂ to A as an answer for a decapsula-
tion query is correct.

Claim 7 The challenge instance ψ∗ = (ψ∗cpa,d
∗
1,d
∗
2) is cor-

rectly distributed.

Proof. These two claims are proved by a direct calcu-
lation. See Appendices E and F, respectively. �

Evaluation of the Advantage of B. Now we are ready
to evaluate the advantage of B in the IND-sel-CPA
game. That A wins in the IND-sel-CCA game means
that (κ̃,ψ∗ = (ψ∗cpa,d

∗
1,d
∗
2)) is correctly guessed. This

is equivalent to that (κ̃,ψ∗cpa) is correctly guessed be-
cause ψ∗cpa determines the consistent blinding factor
κ∗ = e(g,g)αs

∗
uniquely. This means that B wins in the

IND-sel-CPA game.
Therefore, the probability that B wins is equal to

the probability that A wins, Overlooki never holds
in TwinDH-Testfor each i and Abort never occurs. So
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Given (e(g,g), e(g,g)α1 , e(g,g)α2 ) as input :
Set up
Initialize the inner state, put TABLE = φ;
Get a target access structure A

∗←A(λ,U );
Compute the base g ∈G from (e(g,g), e);
Choose a ∈Zp and h1, . . . ,hu ∈G;
Put PKcpa = (g,ga,h1, . . . ,hu , e(g,g)α1 );
Get (κ∗,ψ∗cpa)← Encapcpa(PKcpa,A

∗);
Choose η←HKey(λ) and compute τ∗←Hη(ψ∗cpa);
Compute discrete logarithms α1,α2 ∈Zp of e(g,g)α1 , e(g,g)α2 to the base e(g,g);
Choose µ1,µ2←Zp, put α3 = µ1 −α1τ

∗,α4 = µ2 −α2τ
∗;

Put PK = (PKcpa, e(g,g)α2 , e(g,g)α3 , e(g,g)α4 ,η),MSK = (gα1 , gα2 , gα3 , gα4 );
Give PK to A;
Phase 1
In the case that Amakes a key-extraction query for S ⊂ U ;
Reply SKS to A in the same way as KeyGen does using MSK;
In the case that Amakes a decapsulation query for (A,ψ = (ψcpa,d1,d2),S);
Reply κ̂ to A in the same way as Decap does using MSK;
Compute Ŷ = e(C′ , g)τ−τ

∗
, Ẑ1 = d1/e(C′ , g)µ1 , Ẑ2 = d2/e(C′ , g)µ2 ;

Update TABLE = TABLE∪ (Ŷ , Ẑ1, Ẑ2);
Challenge
In the case that Amakes a challenge instance query;
Put d∗1 = e(C′∗, g)µ1 ,d∗2 = e(C′∗, g)µ2 ,ψ∗ = (ψ∗cpa,d

∗
1,d
∗
2);

Choose κ← KeySp(λ),b← {0,1};
If b = 1 then put κ̃ = κ∗ else put κ̃ = κ;
Reply (κ̃,ψ∗) to A;
Phase 2
The same as in Phase 1;
Return
In the case that A returns its guess b∗;
Choose one triple (Ŷ , Ẑ1, Ẑ2) from TABLE at random;
Return (Ŷ , Ẑ1, Ẑ2).

Figure 1: An Algorithm Cheatλ,U with Unbounded Computational Power for a Proof of Claim 4.

we have:

Pr[B wins]

=Pr[(A wins)∧
( qd∧
i=1

¬Overlooki

)
∧ (¬Abort)]

=Pr[A wins]

−Pr[(A wins)∧¬
(( qd∧
i=1

¬Overlooki

)
∧ (¬Abort)

)
]

≥Pr[A wins]−Pr[¬
(( qd∧
i=1

¬Overlooki

)
∧ (¬Abort)

)
]

=Pr[A wins]

−(Pr[
qd∨
i=1

Overlooki] + Pr[
( qd∧
i=1

¬Overlooki

)
∧Abort]).

Substituting (2), (5) and advantages into the above, we
have:

Advind-sel-cpa
B,CP-ABKEMcpa

(λ,U )

≥Advind-sel-cca
A,CP-ABKEM(λ,U )−

qd

p
−Advtcr

CF ,Hfam(λ).

This is what we should prove in Theorem 1. �

4.3 Encryption Scheme from KEM

It is straightforward to construct our encryption
scheme CP-ABE from CP-ABKEM. The IND-sel-CCA se-
curity of CP-ABE is proved based on IND-sel-CPA se-
curity of the Waters KEM CP-ABKEMcpa.
Setup(λ,U ). The same as Setup of CP-ABKEM.
Encrypt(PK,A,m). The same as Encap of CP-ABKEM

except that Encrypt multiplies m by the blinding fac-
tor κ in the group GT . Encrypt returns CT = (C =
mκ,ψ = (ψcpa,d1,d2)).
KeyGen(MSK,PK,S). The same as KeyGen of
CP-ABKEM.
Decrypt(PK,CT,SKS ). The same as Decap of
CP-ABKEM except that Decrypt divides out C by the
decapsulated blinding factor κ̂. Decrypt returns the
result m̂.

4.4 Security and Proof

Theorem 2 If the Waters CP-ABKEMcpa [4] is selectively
secure against chosen-plaintext attacks and an employed
hash function family Hfam has target collision resistance,
then our CP-ABE is selectively secure against chosen-
ciphertext attacks. More precisely, for any given PPT ad-
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versary A that attacks CP-ABE in the IND-sel-CCA game
where decryption queries are at most qd times, and for any
small attribute universe U , there exist a PPT adversary B
that attacks CP-ABKEMcpa in the IND-sel-CPA game and
a PPT target collision finder CF on Hfam that satisfy the
following inequality.

Advind-sel-cca
A,CP-ABE (λ,U )

≤2
(
Advind-sel-cpa

B,CP-ABKEMcpa
(λ,U ) + Advtcr

CF ,Hfam(λ) +
qd

p

)
.

Proof. Given any adversary A that attacks our scheme
CP-ABE in the IND-sel-CCA game, we construct an ad-
versary B that attacks the Waters KEM CP-ABKEMcpa in
the IND-sel-CPA game as follows.
Commit to a Target Access Structure. The same as
that of CP-ABKEM.
Set up. In return to outputting A

∗, B receives the pub-
lic key PKcpa for CP-ABKEMcpa. To set up a public key
PK for CP-ABE, B herein needs a challenge instance:
B queries its challenger and gets a challenge instance
(κ̃,ψ∗cpa). The rest of procedure is the same as that of
CP-ABKEM, and B inputs PK into A.
Phase 1. The same as that of CP-ABKEM except that B
replies a decrypted message m̂ to A for a decryption
query.
Challenge. In the case that A submits two plaintexts
(m∗0,m

∗
1) of equal length, B makes a challenge cipher-

text CT∗ as follows and feeds CT∗ to A.

Choose b′← {0,1}, put C̃∗ =m∗b′ κ̃;

Put d∗1 = e(C′∗, g)µ1 ,d∗2 = e(C′∗, g)µ2 ;

Put CT∗ = (C̃∗,ψ∗ = (ψ∗cpa,d
∗
1,d
∗
2)).

Phase 2. The same as in Phase 1.
Guess. In the case that A returns A’s guess b̃, B re-
turns b̃ as B’s guess.
Evaluation of the Advantage of B. A standard argu-
ment deduces a loss of tightness by a factor of 1/2.
That is;

Advind-sel-cpa
B,CP-ABKEMcpa

(λ,U )

≥1
2

Advind-sel-cca
A,CP-ABE (λ,U )−

qd

p
−Advtcr

CF ,Hfam(λ).�

5 Securing the Ostrovsky-Sahai-
Waters KP-ABKEM against
Chosen-Ciphertext Attacks

In this section, we describe our direct chosen-
ciphertext security modification by applying it to the
Ostrovsky-Sahai-Waters KP-ABE [11].
Overview of Our Modification The Ostrovsky-Sahai-
Waters KP-ABE is proved to be secure in the IND-sel-
CPA game [11]. We convert it into a scheme that is se-
cure in the IND-sel-CCA game by employing the Twin
Diffie-Hellman technique of Cash, Kiltz and Shoup
[12] and the algebraic trick of Boneh and Boyen [13]
and Kiltz [14].

In encryption, a ciphertext becomes to contain ad-
ditional two elements (d1,d2), which function in de-
cryption as a “check sum” to verify that a tuple is cer-
tainly a twin DH tuple.

In security proof, the Twin Diffie-Hellman Trap-
door Test does the function instead. It is noteworthy
that we are unable to use the bilinear map instead be-
cause the tuple to be verified is in the target group. In
addition, the algebraic trick enables to answer for ad-
versary’s decryption queries. Note also that the both
technique become compatible by introducing random
variables.
Key Encapsulation and Encryption. The Ostrovsky-
Sahai-Waters KP-ABE can be captured as a KP-
ABKEM: the blinding factor of the form e(g,g)aαs in
the Ostrovsky-Sahai-Waters KP-ABE can be consid-
ered as a random one-time key. So we call it the
Ostrovsky-Sahai-Waters KP-ABKEM hereafter and de-
note it as KP-ABKEMcpa. Likewise, we distinguish
parameters and algorithms of KP-ABKEMcpa by the
index cpa. For theoretical simplicity, we first develop
a KEM KP-ABKEM.

5.1 Our Construction

Our KP-ABKEM consists of the following four PPT al-
gorithms (Setup, Encap, KeyGen, Decap). Roughly
speaking, the Ostrovsky-Sahai-Waters original
scheme KP-ABKEMcpa (the first scheme in [11]) cor-
responds to the case k = 1 below excluding the “check
sum” (d1,d2).
Setup(λ,U ). Setup takes as input the security pa-
rameter λ and the attribute universe U = {1, . . . ,u}.
It runs Grp(λ) to get (p,G,GT , g, e), where G and GT
are cyclic groups of order p, e : G → GT is a bilin-
ear map and g is a generator of G. These become
public parameters. Then Setup chooses u random
group elements h1, . . . ,hu ∈ G that are associated with
the u attributes. In addition, it chooses random ex-
ponents αk ∈ Zp, k = 1, . . . ,4, a ∈ Zp and a hash key
η ∈ HKey(λ). The public key is published as PK =
(g,ga,h1, . . . ,hu , e(g,g)aα1 , . . . , e(g,g)aα4 ,η). The author-
ity sets MSK = (α1, . . . ,α4) as the master secret key.
Encap(PK,S). The encapsulation algorithm Encap
takes as input the public key PK and a set S of at-
tributes. Encap first chooses a random value s ∈ Zp
that is the encryption randomness. Then, a pair of a
random one-time key and its encapsulation (κ,ψ) is
computed as follows.

Put C′ = gs;For x ∈ S : Cx = hsx
ψcpa = (S,C′ , (Cx;x ∈ S)), τ←Hη(ψcpa);

For k = 1 to 4 : κk = e(g,g)aαks;d1 = κτ1κ3,d2 = κτ2κ4;

(κ,ψ) = (κ1, (ψcpa,d1,d2)).

KeyGen(MSK,PK,A). The key generation algorithm
KeyGen takes as input the master secret key MSK,
the public key PK and an LSSS access structure A =
(M,ρ), whereM is an l×nmatrix and ρ is the function
which maps each row index i of M to an attribute in
U = {1, . . . ,u}. For k = 1 to 4, KeyGen first chooses
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random values yk,2, . . . , yk,n ∈ Zp and forms a vector
~vk = (αk , yk,2, . . . , yk,n). Then, for i = 1 to l, it calculates
λk,i = ~vk ·Mi , where Mi denotes the i-th row vector of
M, and it chooses random values rk,i ∈ Zp. KeyGen
generates the secret key SK

A
as follows.

For k = 1 to 4 : For l = 1 to l :

Kk,i = gaλk,ih
rk,i
ρ(i),Lk,i = grk,i

SK
A

= (((Kk,i ,Lk,i); i = 1, . . . , l)k = 1, . . . ,4).

Decap(PK,ψ,SK
A

). The decapsulation algorithm De-
cap takes as input the public key PK, an encapsulation
ψ for an attribute set S and a private key SK

A
for an

access structure A = (M,ρ). It first checks whether
S ∈A. If the result is False, put κ̂ =⊥. Otherwise, let
IS = ρ−1(S) ⊂ {1, . . . , l} and let {ωi ∈ Zp; i ∈ IS } be a set
of linear reconstruction constants. Then, the decapsu-
lation κ̂ is computed as follows.

Parse ψ into (ψcpa = (S,C′ , (Cx;x ∈ S)),d1,d2);

τ←Hη(ψcpa);

For k = 1 to 4 :

κ̂k =
∏
i∈IS

(e(C′ ,Kk,i)/e(Lk,i ,Cρ(i)))
ωi = e(g,g)aαks

If κ̂1
τ κ̂3 , d1 ∨ κ̂2

τ κ̂4 , d2,

then put κ̂ =⊥,else put κ̂ = κ̂1.

5.2 Security and Proof

Theorem 3 If the Ostrovsky-Sahai-Waters KP-ABKEMcpa
[11] is selectively secure against chosen-plaintext attacks
and an employed hash function family Hfam has target
collision resistance, then our KP-ABKEM is selectively se-
cure against chosen-ciphertext attacks. More precisely,
for any given PPT adversary A that attacks KP-ABKEM in
the IND-sel-CCA game where decapsulation queries are
at most qd times, and for any small attribute universe U ,
there exist a PPT adversaryB that attacks KP-ABKEMcpa in
the IND-sel-CPA game and a PPT target collision finder
CF on Hfam that satisfy the following tight reduction.

Advind-sel-cca
A,KP-ABKEM(λ,U )

≤Advind-sel-cpa
B,KP-ABKEMcpa

(λ,U ) + Advtcr
CF ,Hfam(λ) +

qd

p
.

Proof. We will omit the description of the proof be-
cause the proof goes analogously to the case of CP-
ABKEM in Section 4.2. �

5.3 Encryption Scheme from KEM

It is straightforward to construct our encryption
scheme KP-ABE from KP-ABKEM. The IND-sel-CCA se-
curity of KP-ABE is proved based on IND-sel-CPA se-
curity of the Waters KEM KP-ABKEMcpa.
Setup(λ,U ). The same as Setup of KP-ABKEM.
Encrypt(PK,A,m). The same as Encap of KP-ABKEM

except that Encrypt multiplies m by the blinding fac-
tor κ in the group GT . Encrypt returns CT = (C =
mκ,ψ = (ψcpa,d1,d2)).

KeyGen(MSK,PK,S). The same as KeyGen of
KP-ABKEM.
Decrypt(PK,CT,SKS ). The same as Decap of
KP-ABKEM except that Decrypt divides out C by the
decapsulated blinding factor κ̂. Decrypt returns the
result m̂.

5.4 Security and Proof

Theorem 4 If the Ostrovsky-Sahai-Waters KP-ABKEMcpa
[11] is selectively secure against chosen-plaintext attacks
and an employed hash function family Hfam has target
collision resistance, then our KP-ABE is selectively secure
against chosen-ciphertext attacks. More precisely, for any
given PPT adversary A that attacks KP-ABE in the IND-
sel-CCA game where decryption queries are at most qd
times, and for any small attribute universe U , there ex-
ist a PPT adversary B that attacks KP-ABKEMcpa in the
IND-sel-CPA game and a PPT target collision finder CF
on Hfam that satisfy the following inequality.

Advind-sel-cca
A,KP-ABE (λ,U )

≤2
(
Advind-sel-cpa

B,KP-ABKEMcpa
(λ,U ) + Advtcr

CF ,Hfam(λ) +
qd

p

)
.

Proof. We will omit the description of the proof be-
cause the proof goes in the same way as the case of
CP-ABE in Section 4.4. �

6 Efficiency Discussion

First of all, we remark that our individual modifica-
tion to attain CCA security is applicable when a Diffie-
Hellman tuple to be verified is in the target group of a
bilinear map e : G×G→ GT . Especially, it is applica-
ble even when an original CPA secure scheme is based
on asymmetric pairing [19], e : G1 ×G2→ GT . For ex-
ample, the Type 3 version [19] of the Waters CP-ABE
scheme [4] can be found in [20]. Detailed discussions
and results on real implementations are found for the
case of CPA-secure ABE schemes [21, 20]. We note
here that the efficiency comparison below enables to
guess the implementation results of CCA-secure ABE
schemes via our modification.

We compare the efficiency of our CP-ABE with the
original Waters CP-ABEcpa, and our KP-ABE with the
original Ostrovsky-Sahai-Waters KP-ABEcpa. We also
compare the efficiency of our schemes with the CCA-
secure CP-ABE and KP-ABE schemes obtained by the
generic transformation in [10]. Here the generic trans-
formation [10] is considered in the case of a small
attribute universe, the delegation type [10] and the
Lamport one-time signature [22]. Table 1 shows these
comparison. Note that a hash function is applied to
generate a message digest of bit-length λ before sign-
ing by a secret key of the one-time signature. Note
also, for simplicity, we evaluate the lengths and the
amounts of computation below in the case that an ac-
cess structure A is “all-AND” and an attribute map ρ
is injective (i.e “single-use” that is opposed to “multi-
use”).
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Table 1: Efficiency comparison of IND-sel-CCA secure ABEs ([10] and ours) with the original IND-sel-CPA
secure ABEs [4, 11].

Scheme L(PK) L(SKS ) L(CT) C(Enc) C(Dec)
Generic transform [10], CP-ABE +4λ2(G) +4λ2(G) +3λ2(bit) +2λ2exp.(G) +2λ2pair.(e)

Our individual modification (CP-ABE) +3(GT ) ×4 +2(GT ) +4exp.(GT ) ×4
Generic transform [10], KP-ABE +4λ2(G) +0 +3λ2(bit) +2λ2exp.(G) +2λ2pair.(e)

Our individual modification (KP-ABE) +3(GT ) ×4 +2(GT ) +4exp.(GT ) ×4

1) λ is the security parameter. (For instance, λ = 224 or 256.)
2) L(data) denotes the length of the data. C(algorithm) denotes the computational amount of the algorithm.
3) + and ×mean the increment and the multiplier to the length or to the computational amount of the Waters
CP-ABKEMcpa and the Ostrovsky-Sahai-Waters KP-ABEcpa.
4) (G), (GT ) and (bit) mean that the lengths are evaluated in the number of elements in G, elements in GT and

bits, respectively.
5) exp.(G) and pair.(e) mean the computational amount of one exponentiation in G and one pairing computa-

tion by the map e, respectively.

Our individual modification results in expansion
of the length of a secret-key and the amount of de-
cryption computation by a factor of four, while the
length of a public-key, the length of a ciphertext and
the amount of encryption computation are almost the
same as those of the original CPA-secure schemes. In
the case that the size of an attribute set is up to ( 2

3 of)
the square of the security parameter λ, the amount
of decryption computation of our CP-ABE and KP-ABE

are smaller than those of the CP-ABE and KP-ABE
obtained by the generic transformation [10], respec-
tively.

7 Conclusion

We demonstrated direct chosen-ciphertext secu-
rity modification for ABE in the standard model
in the case of the Waters scheme (CP-ABKEMcpa,
CP-ABEcpa) and the Ostrovsky-Sahai-Waters scheme
(KP-ABKEMcpa, KP-ABEcpa). We utilized the Twin Diffie-
Hellman Trapdoor Test of Cash, Kiltz and Shoup and
the algebraic trick of Boneh and Boyen [13] and Kiltz
[14]. Our modification worked for the setting that
the Diffie-Hellman tuple to be verified in decryption
was in the target group of the bilinear map. We com-
pared the efficiency of our CCA-secure ABE schemes
with the original CPA-secure ABE schemes and with
the CCA-secure ABE schemes obtained by the versa-
tile generic transformation.
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Appendix

A Proof of Lemma 2
The only one point to be complemented to the original proof (in
[12]) is that even for any algorithm A with unbounded compu-
tational power, the statement holds. This is because, condition-
ing on the input fixed values (g,X1,X2), A only reduces the two-
dimensional freedom (r, s) ∈ Z2

p into the one-dimensional freedom
r ∈Zp even if A correctly guesses the relation s = rx1 + x2. �

B Proof of Claim 1
For the index 3, we have implicitly set t3 = tcpa,3(−τ∗) and we get:

K3 = gµ1K−τ
∗

cpa,3 = gµ1 (gα1gatcpa,3 )−τ
∗

= gµ1−α1τ
∗
gat3 = gα3gat3 ,

L3 = L−τ
∗

cpa,3 = (gtcpa,3 )−τ
∗

= gt3 ,

K3,x = K−τ
∗

cpa,3,x = (h
tcpa,3
x )−τ

∗
= ht3x ,x ∈ S.

For the index 4, we have implicitly set t4 = tcpa,4(γ1τ
∗) and we get:

K4 = gµ2−γ2τ
∗
K
γ1τ
∗

cpa,4 = gµ2−γ2τ
∗
(gα1gatcpa,4 )γ1τ

∗

= gµ2−γ2τ
∗
gα1γ1τ

∗
gat4 = gµ2−(γ2−α1γ1)τ∗gat4 = gµ2−α2τ

∗
gat4

= gα4gat4 ,

L4 = L
γ1τ
∗

cpa,4 = (gtcpa,4 )γ1τ
∗

= gt4 ,

K4,x = K
γ1τ
∗

cpa,4,x = (h
tcpa,4
x )γ1τ

∗
= ht4x ,x ∈ S.

�

C Proof of Claim 2
Suppose that we are given a twin DH tuple (e(g,g), e(g,g)α1 , e(g,g)α2 ,

Ŷ , Ẑ1, Ẑ2). Then, di /e(C′ , g)µi = (e(g,g)αi )s(τ−τ
∗), i = 1,2. So, using

the implicit relations (1), we have:

di = e(g,g)αi s(τ−τ
∗)e(gs , g)µi = (e(g,g)αi (τ−τ

∗)e(g,g)µi )s

=(e(g,g)αi (τ−τ
∗)e(g,g)αiτ

∗+α(i+2) )s = (e(g,g)αiτ e(g,g)α(i+2) )s , i = 1,2.

This means that (e(g,g), e(g,g)α1τ e(g,g)α3 , e(g,g)α2τ e(g,g)α4 ,
e(C′ , g), d1, d2) is a twin Diffie-Hellman tuple.

The converse is also verified by the reverse calculation. �

D Proof of Claim 5
To reduce to the target collision resistance of an employed hash
function family Hfam, we construct a PPT target collision finder
CF that attacks Hfam using A as a subroutine. The construction is
shown in Fig.2. (Note that the case Collision is defined in Fig.2.)

Note that the view of A in CF is the same as the real view of A
until the case Collision occurs and hence the algorithmAworks as
designed.

To evaluate the probability in Claim 5, we consider the follow-
ing two cases.
Case 1: the case that Abort (τ = τ∗) occurs in B in Phase 1. In this
case, the target τ∗ has not been given to A. So A needs to guess τ∗

to cause a collision τ = τ∗. Hence:

Pr[Phase 1∧
( qd∧
i=1

¬Overlooki

)
∧Abort] ≤ Pr[Phase 1∧Collision].

(6)

Case 2: the case that Abort (τ = τ∗) occurs in B in Phase 2. In this
case, if, in addition to τ = τ∗, it occurred that ψcpa = ψ∗cpa (and
hence C′ = C′∗), then it would occur that ψ = ψ∗. This is because
the following two tuples are equal twin DH tuples by the fact that
Overlooki never occurs:

(e(g,g), e(g,g)α1τ e(g,g)α3 , e(g,g)α2τ e(g,g)α4 , e(C′ , g),d1,d2),

(e(g,g), e(g,g)α1τ
∗
e(g,g)α3 , e(g,g)α2τ

∗
e(g,g)α4 , e(C′∗, g),d∗1,d

∗
2).

Hence both S ∈ A and ψ = ψ∗ would occur. This is ruled out in
decapsulation query; a contradiction. So we have ψcpa , ψ

∗
cpa; that

is, a collision:

ψcpa , ψ
∗
cpa ∧Hη (ψcpa) = τ = τ∗ =Hη (ψ∗cpa).

Therefore, if Overlooki never occurs for each i, then only decap-
sulation queries for which (e(g,g), e(g,g)α1 , e(g,g)α2 , Ŷ , Ẑ1, Ẑ2) are
certainly twin DH tuples have the chance to cause a collision τ = τ∗,
as is the case in CF . Hence we have:

Pr[Phase 2∧
( qd∧
i=1

¬Overlooki

)
∧Abort] ≤ Pr[Phase 2∧Collision].

(7)
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Given λ as input :
Set up
Initialize inner state;
Choose a polynomial size attribute universe U at random;
Get a target access structure A

∗←A(λ,U );
Run Setupcpa(λ,U ) to get (p,G,GT , g, e),PKcpa,MSKcpa;
Get (κ∗,ψ∗cpa)← Encapcpa(PKcpa,A

∗);
Output ψ∗cpa;
Receive, in return,η←HKey(λ) and compute τ∗←Hη(ψ∗cpa);
Choose α2,α3,α4←Zp;
Put PK = (PKcpa, e(g,g)α2 , e(g,g)α3 , e(g,g)α4 ,η),MSK = (gα1 , gα2 , gα3 , gα4 );
Give PK to A;
Phase 1
In the case that Amakes a key-extraction query for S ⊂ U ;
Reply SKS to A in the same way as KeyGen does using MSK;
In the case that Amakes a decapsulation query for (S,ψ = (ψcpa,d1,d2));
Reply κ̂ to A in the same way as Decap does using MSK;
If κ̂ ,⊥ and τ = τ∗ (: call this case Collision)
then return ψcpa and stop;
Challenge
In the case that Amakes a challenge instance query;
Using MSK, put d∗1 = e(gα1 ,C′∗)τ

∗
e(gα3 ,C′∗),d∗2 = e(gα2 ,C′∗)τ

∗
e(gα4 ,C′∗),

ψ∗ = (ψ∗cpa,d
∗
1,d
∗
2);

Choose κ← KeySp(λ),b← {0,1};
If b = 1 then put κ̃ = κ∗ else put κ̃ = κ;
Reply (κ̃,ψ∗) to A;
Phase 2
The same as in Phase 1;
Return
In the case that A returns its guess b∗;
Stop.

Figure 2: A PPT Collision Finder CF that attacks Hfam for the proof of Claim 5.

Taking a sum of both sides of (6) and (7), we get:

Pr[
( qd∧
i=1

¬Overlooki

)
∧Abort] ≤ Pr[Collision] = Advtcr

CF ,Hfam(λ).

�

E Proof of Claim 6
It is enough to prove that

When (e(g,g), e(g,g)α1 , e(g,g)α2 , Ŷ , Ẑ1, Ẑ2) is a twin DH tuple,

κ̂ = Ẑ1
1/(τ−τ∗) = e(g,g)α1s holds.

This is deduced as follows:

κ̂ = (d1/e(C
′ , g)µ1 )1/(τ−τ

∗) = ((e(g,g)α1 )s(τ−τ
∗))1/(τ−τ

∗) = e(g,g)α1s .

�

F Proof of Claim 7
A direct calculation with equalities (1) shows:

d∗i = e(C′∗, g)µi = e(g,g)s
∗(αiτ∗+α(i+2)) = e(g,g)αi s

∗τ∗e(g,g)α(i+2)s
∗
,

i = 1,2.

Hence ψ∗ = (ψ∗cpa,d
∗
1,d
∗
2) is legitimate and correctly distributed. �
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 Internet of things (IoT) is an innovative technology subject to all kind of imaginary and 
science fictional solutions. Dreams and speculations are still possible about it. A 
technology combining real life objects and virtual life (Internet) is indeed a fertile pitch of 
fantasy and original ideas. However, IoT has in practice to face several challenges to 
ensure its function and operability in a near future. This paper defines first some technical 
challenges of IoT today, before focusing on security-related ones via a layered architecture 
of IoT that we suggest. Finally, a number of actions and required future work is presented 
to enhance IoT security (Privacy, Lightweight crypto, etc.). 
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1. Introduction  

Nowadays, billions of people are active using Internet for all 
kinds of purposes on a daily basis. People send in fact emails, use 
social networks, share voice and image, transfer money, watch 
events, and perform many more actions with it. It is estimated that 
by 2020, there will be 50 to 100 billion devices connected to 
Internet [1]. If what is happening now was difficult to conceive 20 
years ago, one can easily imagine that future will be as 
unpredictable, if not even more. 

In this context, even Internet itself is set to change from its 
classical network infrastructure to a more flexible one: The 
Internet of Things (IoT). IoT will allow most objects to be 
connected to Networks and interact in different scales. This opens 
doors to new applications in all domains one can think about. A 
new way of living and working is emerging by embedding 
electronics into everyday physical objects. IoT is the next step of 
the development of communication tools. As a new technology 
allowing many “things” to be connected for the first time ever, 
IoT marks a clear difference with the classical Internet where only 
given devices could do so. This difference is the driver of this 
article. Given the specificity of IoT and the uniqueness of the 
“things” it involves, technologies used in Internet might be 
incompatible in many aspects. This incompatibility is the new 
challenge facing IoT, affecting many areas, mainly security. To 
have a functional and secure IoT technology in the future, issues 
as sensors/actuators and privacy should be looked into and solved. 

The aim of this article is to first summarize the challenges of IoT 
nowadays, before focusing then about our interest area: security 
issues that are facing the Internet of Things. 

The article is organized as follows. In Section 2, we will 
introduce IoT and define it along with its main related concepts. 
In Section 3, we will list the differences between IoT and the 
“traditional” Internet. This comparison will lead us to Section 4, 
where IoT challenges are presented. Section 5 describes a model 
of IoT Architecture on which we are going to argue. This model 
will help us to identify security challenges. Section 6 will be a 
continuation of the previous Section, highlighting mainly security 
issues, and describing them a little bit more in detail. In Section 6, 
we will also refer to our model architecture when detailing 
security challenges, and link each security challenge to its place 
in the model. Section 7 will finally be the conclusion and an 
opening to the future and new work that research could dig into. 

2. Internet of Things 

Formally defined, the Internet of Things is a link between 
”objects” of the real world with the virtual world, thus enabling 
anytime, anyplace connectivity for anything and not only anyone. 
It refers to a world where physical objects and beings, as well as 
virtual data and environments, all interact with each other in the 
same space and time” [2]. According to this definition, one can 
already note the complexity of the transition from an Internet used 
for interconnecting end-user devices to an Internet used for 
interconnecting physical objects that communicate with each other 
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and/or with humans [3]. IoT combines anything in many thinkable 
ways. Through its definition, IoT suggests different areas of 
application: From smart cities to transport or health, all domains 
are expected to enable IoT in different extends. Agriculture, 
industry, aeronautics, and even daily life would use it. One can e.g. 
call his self-driving car to pick him up at the door, and warm up 
coffee at the work desk while still sitting in traffic jam. Clothes can 
also with help of weather forecast “decide” how thin they shall be 
when a person is to wear them. From the most basic and common 
applications to the most complex and fanciest ones, IoT will be 
present in our lives very soon. In order to enable IoT, each “thing” 
should have the ability to support three pillars [3]: (i) The object 
should be identifiable (anything identifies itself), (ii) The object 
should be able to communicate (anything communicates), and 
should be able to (iii) interact (anything interacts). If they fulfill 
those pillars, “things” can be considered as “smart objects”. 

In addition to the three pillars, each “thing” should contain a 
set of technical components that will enable IoT technology into 
it. Two essential components of IoT are sensors and actuators. A 
sensor is a little electronic component able to fulfill the three 
pillars defined above. In order to make a thing “smart” and able 
to realize the three pillars, a sensor or an actuator should be 
attached to it. Through this linking, the thing will be able to send 
and receive data, and become part of the IoT. A set of sensors 
form a network called “Sensor network” where they can interact 
with each other or with Internet. When the networks are wireless, 
they can be referred to as WSNs (Wireless Sensor Networks). An 
actuator is an element that converts energy into motion. There are 
three types of actuators: Electrical, hydraulic and pneumatic [4]. 
The interest of actuators in as IoT context is that they allow smart 
objects to trigger actions having an effect on the physical reality 
[3]. Actuators can be combined with sensors and connected in a 
network structure called SANET (sensor/actuator network). 

To summarize, we can then say that IoT is the network 
gathering all “things” having a sensor/actuator, and connected 
with each other in all possible ways and forms. These objects can 
exchange data to different extends depending on variables that we 
will see later on. 

3. Technical Differences Between IoT and Internet 

As we have seen in the definitions, IoT can be considered as 
the next generation of Internet, allowing all sorts of objects to be 
connected. The first difference is then that not only specific 
devices can access networks, but basically all of them. The only 
condition is having a sensor/actuator that can communicate and 
support the three pillars (being identifiable, communicate and 
interact). A list of major differences between IoT and Internet will 
contain: 

• Sensors/Actuators: Because “things” are not initially set to be 
connected, they have to be implemented with 
sensors/actuators. In classical Internet, devices (PC, Smart 
Phone, TV…) have a complicated electronic system. In IoT, 
things have a main role that is not always technological. 
Clothes role is to keep warm, and roofs’ is to protect houses 
from rain and snow. When these objects will be connected, 
sensors/actuators should not constitute a major part of them 
(because they still have to fulfill their initial aim). These 
technological elements must however be present in order to 
make the objects labelled as “smart”. A solution is to have 

smaller sensors and actuators. This means that they will be 
limited in resources and capacity, unlike devices used in 
Internet. Moreover, Internet Enabled devices do not have 
power consideration, and use chargers.  
If sensors are also used in classical Internet such as in IP 
cameras, the difference is that in IoT, sensors have usually to 
be on low-power. Their charging (or being self-charging) is 
still a hanging issue. This difference creates many challenges 
that will be discussed in the next section. 

• Autonomous “Things”: In IoT, Things are expected to be 
more autonomous than our usual devices. Some objects 
should be able to perform a number of duties themselves, and 
to communicate with each other without human interaction. 
But not only that, some specific cases in IoT imply that things 
are directly connected with each other in their network 
(Fridge and a car in the smart home network), which creates 
an extra complexity knowing that no human intervention 
should be in this network. 

• Difference in nodes [5]: IoT can be composed of Radio-
frequency Identification (RFID) and WSN nodes, whose 
resources are limited, while the Internet is composed of PC, 
servers, smart phones whose resources are rich. This means 
that combinations of complex algorithms can be used in 
Internet, while IoT is limited in this aspect. Then, other 
alternatives for security need to be found for IoT. 

• Heterogeneity: IoT involves very heterogeneous objects 
which can have different standards. In Internet, data formats 
and standards are similar even in different operative systems. 
Managing this heterogeneity in contents and formats is an 
important milestone for IoT enabling. 

The difference between Internet and IoT can be summarized 
in the Figure 1 in the next page. Figure 1 shows the evolution of 
networks with respect to the type of connected devices and objects. 
Internet of Things is gathering not only traditional “technical” 
devices, but extends even to daily life objects such as cars, fridges 
or houses. It can be considered as the evolution of Internet towards 
a connected daily-life objects. 

 

Figure 1. Evolution from Internet to Internet of Things [2]. 

Given the differences between IoT and Internet that we saw in this 
section, a preliminary list of what IoT needs to support can be 
established [3,5]: 

• Manage devices heterogeneity 
 

• Scalability: Naming, addressing, managing information… 
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• Spectrum Availability: Taking into consideration that the 
number of IoT connected devices will be much higher than in 
current Internet.  

• Self-organization capabilities: As “things” will be 
autonomous and make decision by themselves in some 
situations. 

• Context awareness: A device can have different modes and 
roles depending on the context. The device should be aware 
about it by its own. 

• Security and Privacy: As IoT has to find new ways of 
securing, different from the complex algorithms used in the 
Internet. IoT devices have in fact less resources (power, CPU, 
etc.). 

4. Internet of Things Challenges 

The differences that we have seen between IoT and classical 
Internet in the previous Section are the main reason of today’s IoT 
challenges. Internet is in fact an established technology, and a 
number of its critical issues were already solved. Those challenges 
can be the same ones facing IoT. The problem is that IoT with its 
differences in components and way of working creates a new 
“versions” of these challenges. The difference with Internet 
implies in fact to find new innovative ways of solving, instead of 
the “traditional” ones, which only work with Internet. In order to 
be operational in the future, IoT needs to solve the most critical of 
them at least. 

Considering what we have seen about IoT, we can already list 
the following challenges: 

• Sensors/Actuators: As all items (things) will be connected to 
Internet, they will need a tool to link them to the network: It 
is the sensors/actuators. Those elements implemented in all 
sorts of “things” (clothes, walls, fridge…) must be ready to 
work at any time. Internet is indeed working real-time, and 
information ought to arrive at almost the same time it is sent. 
This scenario supposes that all connected “things” have 
charged sensors at every moment to allow their discovery and 
be able to send and receive data (resp. actuators in order to be 
able to perform actions). The challenge is then an energetic 
one. Low-power wireless sensors which do not need battery 
replacement over their lifetimes are needed. How will those 
sensors be charged? Are they sustainable?  Energy and power 
management is a principal issue within the IoT research area. 

• Identification: In IoT, not all “things” have the same role. In 
the example of a smart house, a Fridge and the security 
camera both must be connected, but they do not have the 
same role and access specificities. This means that Objects 
should be identifiable in order to allow each one of them to 
perform its own duties. Identification can be either by being 
part of a certain class (desk objects, kitchen tools…) or by 
unique identification. Identification is a notable challenge in 
IoT. Miorandi et al. [3] have suggested identifying objects in 
IoT in two ways: “The first one is to physically tag one object 
by means of RFIDs, QR code or similar (…) returning an 
identifier that can be looked up in a database for retrieving 
the set of features associated to it. The second possibility is 
to provide one object with its own description: if equipped 
with wireless communication means it could communicate 
directly its own identity and relevant features. It is however 

important to mention that description is not enough to make 
an object unique. Other elements as ownership have to be 
added and updated in order to preserve the privacy aspect. 
This is particularly relevant in scenarios regarding two cars 
of the same brand parked aside. 
The two approaches cited above are not mutually exclusive 
and can complement each other”. 
The identification problem is not entirely solved and is 
always holding. 

• Scalability: Given the expected huge number of objects that 
will be connected with IoT, network and frequency have to 
anticipate the enormous flow coming in soon, by scaling the 
network at different levels. Addressing is one example of 
scalability issues in IoT. The standard commonly used today 
with internet is the Internet Protocol (IP), and the biggest 
chances will be that addressing in IoT will also be in this 
protocol. Even the IPv6 protocol, a candidate for addressing, 
can face this challenge. But in This situation other questions 
are raised such as: Should each “thing” have an address at 
every moment? Should it be allowed a temporary/permanent 
address? What is the best scheme to identify each “thing” in 
the IoT? 
Scalability in not only related to addressing.  Other 
challenges regarding the size can be about data and 
networking, information and knowledge management, and 
even service provisioning and management [3]. 

• Heterogeneity: IoT involves different “objects” ranging from 
the smallest chip to the big airplanes and buildings. It is not 
sure that all those items use the same set of protocols and data 
formats, due to their different capacities and size. However, 
if we want all those objects to communicate with each other, 
standards need to be implemented. Standardization does not 
only apply to addressing, but even to other areas in the IoT. 
One of the important institutions working to solve it is the 
IEEE. Challenges face indeed packets that will be routed 
through different sorts of networks. All those networks must 
follow the same norms and specifications to be synchronized 
and understand each other. Standards of IoT must cover 
nowadays many areas such as security, privacy, architecture 
and communications. 

• Governance: The smarter “things” become, the most 
autonomous they are, and thus the more governance is needed. 
The question of regulation and how users will be protected 
are important in that matter. Which organizations will care 
about law enforcement for IoT? Should new ones be created? 
How should personal data be protected? Who can see what? 
How to prevent third party apps from accessing this data?  

• Security: Security is a major and critical issue in IoT. 
Therefore, it will be separately presented in detail in the next 
two Sections. 

5. An IoT reference Model 

In order to analyze security aspects of IoT, a reference model 
would be of a good use. Many IoT reference models have been 
widely discussed in academic publications and these reference 
models distinguish different levels [6-8]. Providing detailed 
descriptions of all these IoT reference models is beyond the scope 
of this paper. But in order to analyze and summarize IoT security 
issues level-by-level we will use a simple three-level reference 
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model as depicted in Figure 2. This architecture is our starting 
point and it will be the architecture that we will consider in this 
article. 

Thus, as shown in Figure 2, IoT can be broken down into 
three major layers: Devices collect data, gateways and 
communication units relay the data collected, applications and 
services analyze the data, and take actions. This architecture 
highlights also some security aspects that are related to the three 
main layers: 

Figure 2. A reference Security Architecture for IoT. 

• Devices: The Devices Layer is divided between nodes and 
network. It includes Radio-frequency Identification (RFID) 
security and Wireless sensors network (WSN). Wireless 
Sensor Network, which we have defined in Section 2, face 
in the IoT context many issues that we will define, such as 
heterogeneity, Cryptographic algorithms or Node trust 
management. 

• Gateways: It is the layer responsible for the transport of data 
and the transmission of commands between the first and 
third layer (applications and services). This layer gathers 
security tools and protocols that are responsible of 
transporting, in a secure manner, data in 3/4/5G, WIFI and 
LAN/WAN networks. 

• Applications/Services: This layer provides user 
applications and services. They can be accessed via cloud 
computing. These IoT applications and services are subjects 
to many attacks. Usual attacks to be stopped are Denial of 
Service (DDoS) attacks and Third-Party attacks. Security 
should be guaranteed into IoT applications (such as smart 
home or intelligent traffic), and platforms for support, such 
as cloud computing should be monitored and secured. 

6. Security issues in IoT 

6.1. IoT Security Requirements 

Traditionally, security requirements can be broken down into 
three main categories: (i) confidentiality, (ii) integrity, and (iii) 
availability, referred to as the CIA-triad [9]. Confidentiality 

means limiting the access of certain information only to 
authorized parts. It is necessary in the IoT context especially 
regarding applications where information is critical, e.g. Health, 
finance. Integrity ensures that the received commands and 
information have not been changed. In case of an error, dramatic 
consequences could happen, mainly in Things working closely 
with human lives. Finally, availability ensures that all system 
services are available, when requested by an authorized user. 
These basic security principles (Confidentiality, Integrity and 
Availability) must be ensured by services and mechanisms 
adapted to the field of IoT. 

Table 1. Security threats facing objects by lifecycle [15]. 

 

When investigating IoT security, there are also important 
requirements that need to be taken into consideration such as 
privacy, identity management, trust, End-to-End Security, 
authentication and access control. They are the main security 
issues which are to be addressed [10-13]. IoT implies “things”. 
They are the principal component of this technology. Heer et al. 
[14] have defined the lifecycle of a thing. Each object has three 
cycles which are: Manufacturing, installation and operation and 
there are vulnerabilities and threats facings objects during their 
lifecycle. Table 1 below summarizes different threats affecting the 
objects during each cycle with respect to the architecture we have 
defined in Figure 2. 

On another side, when talking about security, an important 
related notion must be also introduced; Context awareness. In 
order to define different degrees of security, the context is an 
important factor to be taken into consideration. The object might 
indeed be secure in a given context, but exposed to threads in 
another. As objects are set to be autonomous in IoT, they should 
be aware of their context themselves. This is context awareness. 
Formally defined “a system is context-aware if it uses context to 
provide relevant information and/or services to the user, where 
relevancy depends on the user task “[2]. When relating to security, 
we must think that as “smart” objects, security standards for 
things should vary depending on the context, as those objects are 
supposed to be context-aware. It is also important to know that 
context-awareness raises privacy issue. A device that is in fact 
aware of its context possesses a number of information that can 
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Applications 
/ Services 

 Eavesdropping& 
Man-in-the-
middle 
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be valuable. Moreover, context-awareness poses an energetic 
challenge since the device needs to have constant and updated 
information, which affects its energy consumption. 

Let us now study in deep those issues with the help of the 
architecture that was introduced in the previous section (Figure 2). 

6.2. Applications/Services security issues 

Attacks on the cloud 

Clouds are nowadays mobile databases. Moving to cloud 
technology is more and more frequent, and even IoT follows this 
trend. Many IoT solutions have already connected platforms to 
the cloud such as Bolt [16] providing data management for the 
Lab of Things (LoT) [17] by using Amazon S3 or Azure for Data 
storage. Ninja Sphere [18] and Smart-Things Hub [19] do also 
deploy their solution of the cloud. It seems in fact easier and more 
practical to have a database on the cloud for IoT applications, in 
order to access data wherever the objects are. However, clouds are 
more subject to various kinds of attacks, given their centralizing 
role. 

Many critical reports (Internet of Crappy Things, Internet of 
Fails, FTC technical reports) have emphasized security in IoT 
spaces [20]. By centralizing IoT in clouds, and given the present 
vulnerabilities, the risk of accessing information that can be 
confidential is even bigger. This might be of negative 
consequences especially if it is on a big scale or sensitive 
information (military, financial, etc.).  

Service Interruption  

DDoS attacks are a very common issue on the Internet, but 
they need also to be solved in an IoT context. Sonar et al [21] have 
surveyed these attacks on IoT. DDoS attacks on IoT can affect 
different layers, (perception, network or application). These 
attacks cause service interruption, as the cloud server becomes 
unresponsive, but they can also end on extremely slow response 
that leads to a deterioration of service quality. 

Service interruption in IoT can also happen due to different 
other factors. Some of these interruptions have been investigated, 
such as trojans in IoT [22] and various viruses (Stuxnet [23]). 

Third party attacks  

Weber [24] defines Privacy Enhancing Technologies (PET) 
as technologies developed in order to achieve information privacy 
goals. They include Virtual Private Networks (VPN), Transport 
Layer Security (TLS), DNS Security Extensions (DNSSEC) or 
Peer-to-Peer (P2P). These technologies are not completely 
protective in the case of IoT. Certain situations of IoT such as 
positioning do still present privacy problems [25]. Some 
malicious third party can in fact access a user’s location 
information and use it for malicious activities. Location 
information can be extracted for example from sensors and 
actuators while communicating.  

Not only location can be hacked, but more sensitive 
information: Income or health status…As IoT chips can rely on 
RFID, they can also be subject to attacks getting private 
information.  

6.3. Gateway related security issues  

The gateway is related to the network and how data is 
transported. Network security is an essential part in protecting 
data in IoT. Regarding transport aspect, IoT is using the same 
standards as Internet, issues will then be similar. It presents the 
following security issues: 

Wi-Fi security 

The most used wireless standard is Wireless Fidelity (Wi-Fi). 
Wi-Fi users can encounter different kind of security threads, such 
as phishing websites. DDoS attacks can also happen on Wi-Fi and 
flood the network [21]. 

Access is also important for Wi-Fi. Not everybody can access 
a Wi-Fi network, but only those having the password. The 
problem is as we saw that in IoT not all “objects” have a user 
interface, or keyboard. How could we write a password in a smart 
T-shirt that only contains a chip with sensor? 

Moreover, if the Wi-Fi network is not properly securitized, 
there is a risk that a connected object in a given network can 
access to other objects in the same network. It is a very frequent 
issue on Internet nowadays, and is certainly threat even for IoT 
security. 

Other standards 

Third Generation (3G) networks present also certain 
vulnerabilities. They are for instance subject to DDoS attacks, 
phishing attacks and identity attacks [5]. 

6.4. Devices security issues 

Heterogeneity in technologies 

As we have seen earlier, IoT is a technology that allows all 
sorts of objects to connect. By doing so, heterogeneity issue is 
raising even in Security matters. There is for example no uniform 
international encoding standard for RFID tag; this can create 
access problems or errors in reading process for the user [2]. Not 
only tags are different, but even data itself. Data can come with 
different or even incompatible formats. This can result in data loss 
or destruction, causing privacy exposure. There should be a 
process of unification of formats and protocols in order to 
guarantee a better security in IoT. 

Encryption 

Encryption is one of the fundaments of the modern internet 
security. Information cannot be send directly (or it can be 
intercepted on the way and be potentially misused from malicious 
parties). Encryption is the part where information is coded with 
the help of a key into another series of characters. Only parts with  
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the key can retrieve the original message and read it. 
Unfortunately, the classical encryption algorithms and standards 
cannot be applied for the IoT.  

Many “things” do not support those algorithms that require 
a big memory. The “things” were in fact not designed in the first 
term to be connected, but rather to fulfill their natural function 
(clothes, walls, fridges...). This does not mean that those objects 
do not need to be protected, on the contrary, it is necessary. One 
of the suggestions given to encrypt data in IoT is then Lightweight 
cryptography.  

The term “lightweight” should not be mistaken with weak (in 
terms of cryptographic protection), but should instead be 
interpreted as referring to a family of cryptographic algorithms 
with smaller footprint, low energy consumption, and low 
computational power needs, which will resolve both energy and 
security challenges.  

Examples of uses of lightweight cryptography in IoT are 
authentications schemes [26-27] or device management [28-29]. 
Lightweight cryptography contains different sorts of algorithms 
that can be used, all of them are under studies, one can give as 
examples: Symmetric ciphers for lightweight crypto, asymmetric 
ciphers and homomorphism. 

Trust Management 

Trust is an important and necessary criterion in all 
transactions. It is defined as “the measurement of the belief from 
a trusting party point of view (trustor) with respect to a trusted 
party focused on a specific trust aspect that possibly implies a 
benefit or a risk” [30]. 

Technology and IoT are not an exception, and exchanges in 
IoT should all come from and to trusted parts. However, heavy 
encrypting and complex computing are not possible in IoT. This 
means that the trust system should be simple, but efficient. During 
the authentication period, user should easily be able to login, 
while having a secure system in front of him. This can be difficult 
as it looks as a paradox.  

A secure system is usually complicated and difficult to use 
for a novice user, while a four number PIN code is rather easy to 
break and presents a weak security model. Then, one challenge 
research is highlighting is to invent new rich authentication 
mechanisms, that can be used for IoT, having a better security, but 
also being simple for use for any costumer and supported by the 
sensors. 

Secure Routing Protocols  

As IoT is limited in power and computing abilities, classical 
routing protocols can unfortunately not be used. One of the most 
important challenges is to design new secure routing protocols for 
Wireless Sensor Networks, as routing is a vital part of networking, 
and attacks toward a weak routing protocol can lead to the whole 
network collapse. 

6.5. IoT Security Threats and Attacks 

In Section 5, we have defined a reference model to analyze 
IoT security aspects. The model proposed to break down IoT into 

three different layers: Devices, Gateways and Applications / 
Services.  In the current section, we have separately presented 
threats and attacks related to each specific layer. 

Table 2. IoT Security Attacks by layer. 

 

In order to summarize our work, we present Table 2 below 
that gathers different attacks and security threats facing IoT 
through its different layers. The table includes also some attacks 
that were not presented in this work. Due to constraints, we have 
in fact chosen to limit us to a number attacks for this article. 
Readers wishing to deepen their knowledge about the other 
attacks can investigate the references attached to them in the table. 

7. Conclusions and future work 

Internet of Things is for sure an amazing and exciting area, 
with many challenges ahead. We have first defined formally IoT 
and discovered its specificities. Then we detailed its main 
differences with the classical Internet. Understanding those 
differences is the key to specify the areas of challenges that IoT 
will face. After a general presentation of those challenges, we 
went into a suggested reference model to analyze security of IoT. 
The architecture of this model helped us to exhibit security issues 
that are hanging until now.  

In this article, the aim was to give a general image of IoT, 
with a special focus on security. Our planned future work will be 
on the Lightweight security solutions. As objects in IoT do not 
support complex computing, and as cryptography is still 
important to securitize data, we would like to study on the future 
Lightweight cryptography algorithms. This is in fact an ongoing 
research issue that can be of high interest for the scientific 
community, and we would like to participate with our little 
contribution in this huge project of IoT. 
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In this paper, stabilization of uncertain systems was established using
zonotopic sets. The obtained state feedback control laws are computed
by an off-line approach reducing computational burdens. The resolution
of a robust model predictive control (MPC) allows computing a sequence
of state feedback control laws corresponding to a sequence of zonotopic
invariant sets. The implemented control laws are then calculated by lin-
ear interpolation between the state feedback gains corresponding to the
nested pre-computed zonotopic sets. The proposed interpolation with
the use of zonotopic sets achieves better control performances.

1 Introduction

Model predictive control (MPC) is one of the most
successful techniques of advanced control in the pro-
cess industry. Thanks to the recent developments
of the underlying theoretical framework, MPC has
become a mature control technique able to provide
controllers ensuring stability, robustness, constraint
satisfaction and tractable computation for linear and
nonlinear systems [1]. The MPC is can be made in the
context of representation in state variables [2]. This
not only make use of existing theorems and results in
the state space theory, but also facilitates the exten-
sion of the theory of model predictive control to more
complex cases such as systems with stochastic distur-
bances, noise on measured variables or multivariable
control. For nonlinear uncertain systems, explicitly
modeling of the uncertainty is essential [3].

For modeling uncertain systems, it is very impor-
tant for MPC to be more robust [2]. Important areas
in MPC that have recently seen significant theoreti-
cal and implementational progress include robust and
stochastic MPC as well as efficient computations for
MPC via convex and reliable real-time optimization
[4].

Although these MPC schemes have remarkable
performance and good theoretical properties, there
is a hard computational burden due to the min-
maximization of the optimization problem, especially
in the presence of the system nonlinearity. The other

is to derive robust stability of MPC by minimization
of linear quadratic optimization problems subject to
polytopic uncertainty models and linear matrix in-
equality (LMI) constraints, which was firstly proposed
in [5]. From this formulation, a broad class of model
uncertainty descriptions can be addressed with guar-
anteed closed-loop robust stability of MPC.

Since the Lyapunov theory was introduced as an
efficient stability analysis tool of systems governed by
ordinary differential equations, the notion of set in-
variant was used in many problems concerning the
analysis and control of dynamic systems. An impor-
tant motivation, leading to introduce invariant sets,
was the need to analyze the effect of uncertain sys-
tems. An invariant set is a region of the state space
such the trajectory generated by the dynamical system
remains confined in the set if the initial condition lies
within it [6]. Robust controlled invariant set is partic-
ularly relevant since it can be used in the context of
constrained uncertain systems stability [7].

In recent years, in the theory of control, regard-
less of a particular area, there have been numerical
solutions are extensive. That is, a problem is usually
considered as solved whenever it can be written as a
(constrained) optimization problem. The difficulty in
solving such a problem is greatly influenced by the
way the constraint set is defined. In this context, sev-
eral families of sets vie for influence [8].

Historically, ellipsoidal sets [9] were a useful
choice of invariant sets due to their simple definition.
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Then, the problem becomes to design the invariant el-
lipsoids off-line [10]. Recently, polyhedral sets [11],
became widespread due to their representation flexi-
bility and reliable numerical algorithmes. Angeli [12]
proposed an ellipsoidal off-line MPC scheme for un-
certain polytopic systems. In [13] the authors pro-
posed an off-line robust constrained MPC algorithm
by choosing a sequence of states.

However, polyhedral sets become numerically un-
stable for higher dimensions and certain operations
scale badly with respect to the complexity of the set
in question. Zonotopic sets, a subclass of polyhedral
sets [11], have started to gain attention. Their sym-
metric shape, coupled with the flexibility inherited
from the polyhedral class makes them an appealing
choice for higher dimensions. Also, for dynamical sys-
tems, zonotopes provide an excellent compromise be-
tween accuracy and efficiency as first [14]. As a direct
consequence, researchers from disparate fields started
to employ them in various applications [15,16]. The
greater part of this application exploits the zonotope
facility in defining robust approximations.

Zonotopes are also used to rigorously estimate the
states of dynamical systems as an alternative to ob-
servers that optimize with respect to the best estimate,
such as Kalman filters. One of the first works that
use zonotopes for state-bounding observers is [17] and
bounded disturbance in [18]. Similarly to reachabil-
ity analysis, this work has been extended to nonlinear
systems in [19,20] and systems with uncertain param-
eters [21].

This paper is organised as follows, a description
of the considered problem is first presented. Then,
the optimal control problem for constrained uncer-
tain systems is formulated. Its resolution procedure
using zonotopic invariant sets with an interpolation
step, is proposed. The efficiency of the used zonotopic
invariant sets is then illustrated by two examples. Fi-
nally, the paper is concluded.

2 Problem description

The considered system is the following linear time-
varying (LTV) system with polytopic uncertainty:

x(k + 1) = A(k)x(k) +Bu(k)
y(k) = Cx(k) (1)

where x(k) is the state of the plant, u(k) is the control
input and y(k) is the plant output. We assume that:

[A(k),B(k)] ∈Ω,
Ω = conv {[A1,B1] , [A2,B2] , ..., [AL,BL]} (2)

where conv is the convex hull and Omega is a poly-
tope, [Aj ,Bj ] are vertices of the polytope such that:

[
Aj ,Bj

]
=

L∑
j=1

λj
[
Aj ,Bj

]
,

L∑
j=1

λj = 1, 0 ≤ λj ≤ 1, (3)

The aim is this research is to find a state-feedback con-
trol law:

u(k + i/k) = Kx(k + i) (4)

that stabilizes (1) with the following performance
cost:

min
u(k+i/k)

max
[A(k+i),B(k+i)]∈Ω,i≥0

J∞(k)

J∞(k) =
∞∑
i=0

[
x(k + i/k)
u(k + i/k)

]T [
Θ 0
0 R

][
x(k + i/k)
u(k + i/k)

]
(5)

subject to :

|uh(k + 1/k)| ≤ uh,max,h = 1,2, ...,nu (6)∣∣∣yr (k + 1/k)
∣∣∣ ≤ yr,max, r = 1,2, ...,ny (7)

where Θ > 0 and R > 0 are symmetric weighting ma-
trices.

In [13] the authors describe the concept of an
asymptotically stable invariant ellipsoid to develop a
robust constrained MPC algorithm. This algorithm
gives a sequence of explicit control laws correspond-
ing to a sequence of asymptotically stable invariant
ellipsoids constructed off-line one within another in
state space. They solved, at each time step, the ro-
bust constrained MPC problem using Linear Matrix
Inequalities (LMI). The obtained result is considered
conservative due to invariant ellipsoids which are an
approximation of the real invariant sets.

In [5] the authors describe polyhedral invariant
sets with an off-line robust algorithm to stabilize un-
certain systems. They are calculated off-line a se-
quence of state feedback control laws corresponding
to a sequence of polyhedral invariant sets. At each
sampling time, the smallest polyhedral invariant set
that the currently measured state can be embedded is
determined. The corresponding state feedback con-
trol law is then implemented to the process.

We intend to use this algorithms with zonotopic
representation of the invariant sets followed by an in-
terpolation step to get less conservative results.

3 Robust MPC Algorithm

In this section, an interpolation-based robust MPC
algorithm for uncertain polytopic discrete-time sys-
tems using zonotopic invariant sets is presented. The
nested zonotopic invariant sets and feedback gains are
pre-computed off-line in first step, in order to reduce
the on-line computational burdens. In second step,
the real-time control law is calculated by linear in-
terpolation between the feedback gains correspond-
ing to the zonotopic invariant sets previously gener-
ated. The optimization problem solved at each time
step is based on optimization of linear performance
index and only a computationally low-demanding op-
timization problem is required to be solved on-line.
Definition 1: (Invariant sets)
An invariant set is a subset of the state space Ω ∈ Rn,
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such that for all x0 ∈ Ω, and all admissible input
function u : R → U , the solution to system (1) with
x(0) = x0 satisfies x(t) ∈Ω for all t ≥ 0.

Intuitively, the system remains trapped in the in-
variant for all future times [22].

One of the advantages of invariant sets, compared
with iterative methods, is that they cover unbounded
time horizon, without any extra cost. A second one
is that they that have in general a compact represen-
tation. For example, an invariant ellipsoid is repre-
sented by a single nn matrix. Whereas, iterative meth-
ods produce a large number of sets, often with grow-
ing complexity. Each of these sets has to be taken into
account in order to enclose all reachable states.

3.1 Off-line Steps

Step 1: Choose a state sequence xi , i ∈ {1,2, ...,N }and
solve the following problem to obtain corresponding
state feedback gains:

Ki = YiQ
−1
i (8)

The states xi must be chosen such that the distance
between xi+1 and the origin is less than the distance
between xi and the origin. Matrices Yi andQ−1

i , for all
i = 1,2, ...,N are solutions of the following problem:

min
γi ,Qi ,Yi

γi (9)

subject to: [
1 xTi
xi Qi

]
≥ 0, (10)


Qi QiA

T
j +Y TBTj QiΘ

1/2 Y Ti R
1/2

AjQi +BjYi Qi 0 0
Θ1/2Qi 0 γiI 0
R1/2Yi 0 0 γiI

 ≥ 0 (11)

∀j = 1,2, . . . ,L[
X Yi
Y Ti Qi

]
≥ 0, Xhh ≤ u2

h,max, h = 1,2, . . . ,nu (12)

[
S C(AjQi +BjYi)
(AjQi +BjYi)TCT Qi

]
≥ 0, Srr ≤ y2

r,max,

r = 1,2, . . . ,ny , ∀j = 1,2, . . . ,L,
(13)

Step 2: Given the state feedback gains:

Ki = YiQ
−1
i , i ∈ {1,2, . . . ,N } (14)

from step 1. For each Ki , the corresponding polyhe-
dral invariant sets defined by:

Si = {xi /Mixi ≤ di} (15)

are constructed by the following :

Step 2.1: Set Mi =
[
CT ,−CT ,KTi ,−K

T
i

]T
,di =[

yTmax, y
T
min,u

T
max,u

T
min

]T
and m = 1.

Step 2.2: Select row m from (Mi , di) and check

whether Mi,m(Aj +BjKi)x ≤ di,m is redundant with re-
spect to the constraints defined by (Mi , di) by solving
the problem:

max
x

Wi,m,j (16)

subject to

Wi,m,j =Mi,m(Aj +BjKi)x − di,m , Mix ≤ di (17)

Step 2.3: Let m = m + 1 and return to Step 2.2. If m
is strictly larger than the number of rows in (Mi , di)
then terminate.

3.2 On-line Step using polyhedral sets

3.2.1 Without interpolation

At each sampling time, determine the smallest poly-
hedral invariant set Si = {xi /Mixi ≤ di} where i =
1,2, ...,N − 1.
containing the measured states and implement the
corresponding state feedback control law u(k/k) =
Kix(k/k) to the process.

3.2.2 With 3-points interpolation

At each sampling time, if the measured state lies be-
tween Si , Si+1 and Si+2, i = 1,2, ...,N −1 implement the
interpolated gain obtained by :

K =α1Ki−2 +α2Ki−1 +α3Ki (18)

where 0 < αi < 1,for all i = 1,2,3 and
3∑
i=1
αi = 1.

3.3 On-line Step using zonotopic sets

Zonotopes are convex polytopes that are centrally
symmetric. Equivalently, a zonotope is a Minkowski
sum of a finite set of line segments. A polytope is
a zonotope if it can also be represented by so-called
generators (G-representation).

Definition 2: (G-representation of a zonotope)
Given a vector c ∈ Rn and a set of vectors of Rn,G =
{g1, ..., gm} ,m ≥ n , a zonotope Z of order m is defined
as following:

Z =

x ∈ Rn,x = c+
p∑
i=1

γi .gi ;−1 ≤ γi ≤ 1

 (19)

The vector c is called the center of the zonotope Z.
The vectors g1, ..., gm are called generators of Z.
The order of zonotope is defined by the number of its
generators (m in this case). In the case of m < n, its
called degenerated zonotope.

This definition is equivalent with the definition of
zonotopes by the Minskowski sum of a finite number
of line segments defined by giB1. Z = (c;g1, g2, ..., gm) =
c⊕ g1B

1⊕ ...⊕ gmB1 Where Bn is a unitary box in Rn, is
a box composed by n unitary intervals. And ⊕ is the
Minkowski sum.
Definition 3: (Minkowski sum)
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The Minkowski sum of two sets X and Y is defined by
X ⊕Y = {x+ y : x ∈ X,y ∈ Y } .
Definition 4: (Unitary interval)
The unitary interval is defined by Bn = [−1,1].
Definition 5: (Box)
A box is an interval vector. An interval hull of a set
Z ⊆ Rn , denoted by �Z is a box that satisfies Z ⊆ �Z
Given a box �Z = ([a1,b1], ..., [an,bn])T . mid(�Z), de-
notes its center and diam(�Z) = (b1 − a1, ...,bn − an)T

Definition 6: (Unitary box)
A unitary box, denoted by Bn is a box compound by n
unitary intervals.
Definition 7: (V-representation of a polytope)
Given r vertices vi ∈ Rn, P = conv {v1, ...,vr } is a convex
polytope, where conv is the convex hull operator.
To obtain zonotopic sets from polyhedral ones, we
have to perform the following three steps:
Step 1: Compute the vertices vi ∈ Rn (V-
representation) of all N polytopes Si , i = 1, ,N .
Step 2: Obtain the minimum and maximum values of
each polytope i:

mmin = min(V 1
i , ...,V

v
i ),

mmax = max(V 1
i , ...,V

v
i ).

(20)

where V ji is the ith component of vj and r is the num-
ber of the vertices of each polytope.
Step 3: Compute a G-representation of the n-
dimensional interval [mmin,mmax] :

[mmin,mmax] =
{
x = c+

∑n

i=1
γi .gi ,−1 ≤ γi ≤ 1

}
,

(21)
where :

c = 0.5(mmin +mmax), (22)

g
(i)
i =

{
0.5(mmax −mmin), if i = j
0, otherwise (23)

3.3.1 Without interpolation

At each sampling time, determine the smallest invari-
ant zonotope

Z =
{
x|x = c+

p∑
i=1
γi .gi ,−1 ≤ γi ≤ 1

}
, i = 1,2, ...,N − 1

containing the measured states and implement the
corresponding state feedback control law u(k/k) =
Kix(k/k) to the process.

3.3.2 With 2-points interpolation

At each sampling time, if the measured state lies be-
tween Zi and Zi−1, implement the interpolated gain
obtained by :

K = αKi + (1−α)Ki+1 (24)

where 0 < αi < 1, for all i = 1,2, and
2∑
i=1
αi = 1.

3.3.3 with 3-points interpolation

At each sampling time, if the measured state lies be-
tween Zi ,Zi−1 and Zi−2, implement the interpolated
gain obtained by:

K = α1Ki−2 +α2Ki−1 +α3Ki (25)

where 0 < αi < 1,for all i = 1,2,3, and
3∑
i=1
αi = 1.

4 Application

In this section, we are going to present two examples
allowing to implement the proposed approach. For
both examples, the software Yalmip toolbox [23] in
the MATLAB environment was used to compute the
solution of the LMI minimization problem.

4.1 Example 1

Lets consider an uncertain non-isothermal CSTR [5]
where the exothermic reaction AB takes place. The
reaction is irreversible and the rate of reaction is first
order with respect to component A. A cooling coil is
used to remove heat that is released in the exothermic
reaction. The uncertain parameters are: the reaction
rate constant k0 and the heat of reaction ∆Hrxn. The
linearized model based on the component balance
and the energy balance is given by the following state
equations: {

x(t + 1) = A(t)x(t) +B(t)u(t)
y(t) = Cx(t) (26)

where x =
[
CA
T

]
is the state vector x(t) and u =[

CA,F
FC

]
is the control input vector u(t). Matrices are

defined by:

A =


− FV − k0e

−E/RTs − E
RT 2

s
k0e
−E/RTsCAs

−∆Hrxnk0e
−E/RTs

ρCp

− FV −
UA
VρCp

−∆Hrxn E
ρCpRT

2
s
k0e
−E/RTsCAs


(27)

B =

 F
V 0
0 − 2.098× 105 Ts−365

V ρCp

 , (28)

C =
[

1 0
0 1

]
(29)

Where CA is the concentration of A in the reac-
tor, C(A,F) is the feed concentration of A, T is the
reactor temperature, and FC is the coolant flow.
The operating parameters are: F = 1m3/min, V =
1m3, k0 = 109 − 1010min−1, E

R = 8330.1K, −∆Hr×n =
107 − 108cal/kmol, ρ = 106g/m3,UA = 5.34 ×
106cal/(kmin) and Cp = 1cal/(gk). Let CA = CA−CA,eq,
T A = T − Teq, CA,F = CA,F −CA,F,eq and FC = FC − FC,eq
where the subscript eq is used to denote the corre-
sponding variable at equilibrium condition. By dis-
cretization, using a sampling time of 0.15 min, the
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discrete-time model with
[
CA(k)
T (k)

]
as a state vector

and
[
CA,F(k)
FC(k)

]
as a control vector, is given as follows:{

x(k + 1) = A(k)x(k) +B(k)u(k)
y(k) = Cx(k) (30)

where:

A =
[

0.85− 0.0986α(k) − 0.0014α(k)
0.9864α(k)β(k) 0.0487 + 0.01403α(k)β(k)

]
B =

[
0.15 0
0 − 0.912

]
, C =

[
1 0
0 1

]
(31)

where: 1 ≤ α(k) = k0/109 ≤ 10 and 1 ≤ β(k) =
−∆Hrxn/107 ≤ 10.
The two parameters (k) and (k) are independent of
each other. Then, we consider the following polytopic
uncertain model with four vertices:

Ω = Co


[

0.751 − 0.0014
0.986 0.063

]
,

[
0.751 − 0.0014
9.864 0.189

]
,[

0.751 − 0.0014
0.986 0.063

]
,

[
0.751 − 0.0014
9.864 0.189

]
,


(32)

The objective is to regulate the concentration CA and
the reactor temperature T to the origin by manip-
ulating CA,F and FC , respectively. These variables
are constrained by:

∣∣∣CA,F ∣∣∣ ≤ 0.5kmol/m3, and
∣∣∣FC ∣∣∣ ≤

1.5m3/min.
The cost function is given by (5) with Θ = I and
R = 0.1I .
Lets choose a sequence of states:

xi =


(0.0525,0.0525), (0.0475,0.0475),
(0.0425,0.0425), (0.0375,0.0375),
(0.0325,0.0325), (0.0275,0.0275)

 (33)

This sequence is used to calculate six off-line feedback
gains Ki , i = 1,2, ...,6. The regulated output (the con-
centration of A and the reactor temperature), when
α(k) and β(k) are randomly time-varying between
109 ≤ α(k) = 1010 and 107 ≤ β(k) = ∆Hr×n ≤ 108.
The obtained zonotopes are defined by:

ci =
{

2.98,3.17,−1.31,1.31,−3.17,−2.98
}
, (34)

Where ci is the center of the zonotope Zi , i = 1,2, ..,6.
The generators matrices are defined by:

gi =



3.07 0 0 0 0 0
0 3.26 0 0 0 0
0 0 1.29 0 0 0
0 0 0 1.29 0 0
0 0 0 0 3.26 0
0 0 0 0 0 3.07


(35)

for all i = 1,2, ..,6.
The regulated outputs are shown respectively in Fig-
ure 1 and Figure 2. It is seen that the considered zono-
topic sets give less conservative results and better sys-
tem performance as compared to the approach using
polyhedral ones.

Figure 1: The concentration of A in the reactor of the
regulated output

Figure 2: The reactor temperature of the regulated
outputIn Figure 3 and Figure 4 respectively, it is seen
that the considered interpolation using three zono-
topic sets, give less conservative results as compared
to the approach with interpolation of polyhedral sets.

Figure 3: The concentration of A in the reactor of the
regulated output

Figure 4: The reactor temperature of the regulated
output
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4.2 Example 2

We consider the angular positioning system [4]. It
consists of an electric motor driving a rotating an-
tenna so that it always points in the direction of a
moving object. The motion of the antenna can be de-
scribed by the following discrete time-equation:



[
θ(k + 1)
•
θ(k + 1)

]
=

[
1 0.1
0 1− 0.1α(k)

][
θ(k)
•
θ(k)

]
+
[

0
0.0787

]
u(k)

y(k) = [1 0]
[
θ(k)
•
θ(k)

] (36)

where θ(k) is the angular position of the antenna,
•
θ(k)

is the angular velocity and u(k) is the input voltage of
the motor. It is assumed that the uncertain parameter
is arbitrarily time-varying : 0.1α(k)10.

Let θ = θ−θeq,
•
θ =

•
θ−

•
θ
eq

and u = u−ueq where the sub-

script eq denotes the corresponding variable at equi-
librium condition. The obtained system can be writ-
ten as follows:

 θ(k + 1)
•
θ(k + 1)

 =
[

1 0.1
0 1− 0.1α(k)

] θ(k)
•
θ(k)


+
[

0
0.0787

]
u(k)

y(k) = [1 0]

 θ(k)
•
θ(k)


(37)

The system (36) has the following polytopic struc-
ture:

A(k) ∈ conv
{[

1 0.1
0 0.9

]
,

[
1 0.1
0 0

]}
(38)

The input constraint is:

|u(k)| ≤ 2volts (39)

The weighting matrices Θ and R are given by:

Θ =
[

1 0
0 0

]
and R = 0.00002 I (40)

Lets choose the following sequence of seven states:

xi =


(0.35,0.35), (0.3,0.3),
(0.25,0.25), (0.02,0.02),
(0.15,0.15), (0.1,0.1), (0.05,0.05)

 (41)

This sequence is used to calculate seven state feedback
gains Ki corresponding to seven polyhedral invariant
sets. The obtained zonotopes are defined by their cen-
ters:

ci =
{

1.52,−0.08,−0.21,0.21,
0.08,−1.52,0.21

}
i = 1,2, ...,7. (42)

The zonotope generators are given by:

gi =



0.82 0 0 0 0 0 0
0 3.87 0 0 0 0 0
0 0 0.70 0 0 0 0
0 0 0 3.38 0 0 0
0 0 0 0 0.59 0 0
0 0 0 0 0 2.87 0
0 0 0 0 0 0 0.47


(43)

for all i = 1,2, ...,7.
Figure 5 and Figure 6 represent closed-loop responses
of the system when α(k) is randomly time-varying be-
tween 0.1 ≤ α(k) ≤ 10.

Figure 5: The regulated output

Figure 6: The control input

We can observe that by the considered approach
with zonotopic sets using three points interpolation
especially the one with three control gains, we obtain
better control performances as compared to the ap-
proach with interpolation of polyhedral sets.

5 Conclusion

In this paper, we have presented an input feedback
robust model predictive control of polytopic uncer-
tain discrete-time systems. The proposed algorithm
used an off-line optimal control optimization prob-
lems solution to determine a sequence of feedback
gains. A sequence of nested zonotopic invariant sets
associated with pre-computed feedback gains are con-
structed. At each control iteration, the smallest invari-
ant containing the measured states is identified, and
the corresponding feedback gain is implemented. In
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addition, an interpolation step to the obtained control
laws based on polyhedral and zonotopic invariant sets
respectively was employed. The proposed approach
applied on examples showed that the control perfor-
mance using zonotopic invariant sets followed by an
interpolation of the nested zonotopes is better than
the one using polyhedral invariant sets.
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 The world’s pollution rates have been increasing exponentially due to the many reckless 
lifestyle practices of human beings as well as their choices of contaminating power sources. 
Eventually, this lead to a worldwide awareness on the risks of those power sources, and in 
turn, a movement towards the exploration and deployment of several green technologies 
emerged.  
Proton Exchange Membrane Fuel cells (PEMFCs) are one of those green technologies. 
However, in order to be able to successfully and efficiently deploy PEMFC systems, a solid 
fault diagnosis scheme is needed. The development of accurate model based fault diagnosis 
schemes has been imposing a lot of challenge and difficulty on researchers due to the high 
complexity of the PEMFC system. Furthermore, confidentiality issues with the 
manufacturer can also impose further constraints on the model development of a 
commercial PEMFC system. In this work, an approach to develop an accurate PEMFC 
system model despite the lack of crucial system information is presented through the use of 
Siemens LMS AMESim software. The developed model is then used to develop a fault 
diagnosis scheme that is able to detect and isolate five system faults.  

Keywords:  
Proton Exchange Membrane Fuel 
Cells 
Modeling 
Simulation 
AMESim 
Fault Diagnosis 

 

 

1. Introduction  

Proton Exchange Membrane Fuel Cells are complex multi-
physics systems (chemical, electrical, fluidic, thermal, and 
mechanical phenomena are inter-acting with one another). This 
makes the modeling and fault diagnosis of PEMFC systems a very 
difficult task. Furthermore, when the modeling is based on 
experimental testing and experimental data, some limitations are 
usually faced. For example, many physical system data may be 
absent or difficult to obtain with the system’s supplied data 
acquisition. Furthermore, due to warranty issues, the addition of 
sensors might be difficult since only limited access to the systems 
is allowed. Likewise, other specific parameters might be 
unobtainable due to manufacturer confidentiality issues.  

This paper is an extension of work originally presented in the 
7th International Conference on Modeling, Simulation, and 
Applied Optimization (ICMSAO) [1]. It presents a novel 
approach, in which the Siemens software, LMS AMESim 14, is 
used as an alternative modeling tool to model a PEMFC system 
when such limitations are faced. The LMS AMESim software can 
serve as an excellent and attractive simulation and modeling 
platform for different complex physical systems such as 
automobile and aviation systems as well as power generation 
systems and transmission lines. Moreover, it has outstanding 
simulation capabilities that makes it an excellent platform for fault 
simulation, and fault diagnosis studies. The graphical user 
interface comprehensive library it contains makes it very easy to 
compile a complete system model from different system 
components. Instead of writing all the modeling equations which 
could be time consuming and is prone to modeling errors, a user 
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can use a ready accurate model better and focus on the parameter 
identification step in order to find the model that matches the 
pursued system performance measures. Furthermore, a researcher 
can easily change the scripts of the components used to better suit 
their system’s design, as well as create new libraries with more 
specific components.   

The ElectraGenTM 3 kW PEMFC system shown in Figure 1, is 
an actual commercial system used in practice in many sectors, 
especially in telecommunication companies. It uses hydrogen gas 
supplied from pressurized hydrogen cylinders as the anode fuel, 
and atmospheric air supplied by a compressor and humidified 
through a built-in humidity exchanger as the cathode fuel. The 
ElectraGenTM system is an outdoor air cooled system, and it is only 
operable at ambient temperatures ranging from –40°C to 50°C. It 
contains a total of 38 cells and can produce up to 3 kW of 
unregulated DC output power and has a rated voltage of 48V. 

 
Figure 1: The ElectraGenTM PEMFC system and the 3 kW Load. 

The module contains the ElectraGenTM 3 kW Fuel Cell stack 
with integrated microprocessor controller and safety features, a 
hydrogen pressure gauge which gives an indication of fuel level 
and the 3kW load which consists of 30 lamps, 100W each (see 
Figure 1). The system is connected through data acquisition to a 
GUI based on LabVIEW to monitor and log the different system 
variables (stack current, stack voltage, external voltage, individual 
cell voltages, cabinet temperature, cathode air temperature, coolant 
temperature, exhaust temperature, and hydrogen pressure). The 
ElectraGenTM system is installed outdoor and the experimental 
data sets collected from the system were taken at extreme 
environmental conditions in the summer at noon with the ambient 
temperature ranging from 48°C to 52°C. However, due to warranty 
issues, limited access to the systems was allowed and limited data 
was obtainable from the data acquisitions. Moreover, due to 
confidentiality issues with the manufacturer, several physical 
parameters were unobtainable such as active cell area, membrane 
length, volumes of cathode and anode chambers, mass of stack, 
etc. This made it very difficult to model the system and develop an 
accurate fault diagnosis scheme. Therefore LMS AMESim was 
used as an alternative modeling platform since all the common 
PEMFC modeling equations available in literature [2, 3] are 
already embedded in its library components.  

Furthermore, it is convenient to mention here that the simulated 
model will not be an exact match for the ElectraGenTM system 
since not enough system readings were available to match the 

model to. However, it is the aim of this work to develop an 
AMESim model that is as realistic as possible by matching all the 
known features of the actual physical system (the ElectraGenTM 

system) to their equivalents in the AMESim model as best as 
possible. This model can then be used in the fault diagnosis study. 

Section 2 presents the ElectraGenTM modeling and validation 
results using the Siemens LMS AMESim Software. In section 3, 
the simulation of five different system faults is presented, and in 
section 4 two residual generation techniques are evaluated and then 
outperforming technique is used to develop a fault diagnosis 
scheme in AMESim for the ElectraGenTM system. The fault 
diagnosis scheme is then evaluated and concluding remarks are 
finally given in section 5. 

2. AMESim Modeling of the ElectraGenTM 3 kW System 

The LMS AMESim software contains several embedded 
parameter identification tools including Genetic Algorithms (GA). 
However, in order to be able to use such tools efficiently, several 
software licenses are needed.  To further explain this, GA is a 
population based mechanism that is known to be successful 
because it performs parallel evaluations, and when only one 
AMESim license is available, using GA becomes impractical. As 
an example, if the GA has 20 individuals in its population, and with 
a preset maximum number of generations of 500, this is equivalent 
to 10,000 runs of the software. With one system license, the 
software will be unable to perform parallel evaluations. Thus, if a 
single run of the software takes 1 minute, then the parameter 
identification process using GA and one system license will take 
10,000 minutes (almost seven days).  

As a result, matching the parameters of the AMESim model to 
the actual system performance of the ElectraGenTM system was 
done through trial and error.  The LMS AMESim model developed 
for the ElectraGenTM PEMFC system is presented in Figure 2. 

 
Figure 2: ElectraGenTM 3 kW system’s model in AMESim. 

2.1. AMESim Model Parameter Identification 

The actual power demand data collected experimentally from 
the ElectraGenTM system was used as the input to the system in 
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Figure 2.  After several trial and error attempts to match the stack 
voltage, stack current, and stack temperature values as best as 
possible to the actual experimental data collected from the system; 
the best obtained match is depicted in the following figures: Figure 
3 gives the power demand input of the modeling data set, and 
Figures 4, 5 and 6 presents a comparison between the actual 
experimental current, stack voltage and stack temperature 
respectively to those resulting from the AMESim simulation 
model. 

 
Figure 3: Power demand of the AMESim modeling data set. 

 
Figure 4: Experimental versus AMESim model’s resulting current of the 

modeling data set. 

 
Figure 5: Experimental versus AMESim model’s resulting stack voltage of 

the modeling data set. 

 
Figure 6: Experimental versus AMESim model’s resulting stack temperature 

of the modeling data set. 

2.2. AMESim Model Validation 

Two other ElectraGenTM experimental data sets were used to 
validate the obtained AMESim model of Figure 2. Figure 7 
presents the power demand of the first validation example and 
Figures 8 and 9 compare the actual experimental current and stack 
voltage to those obtained from the LMS AMESim model 
respectively. Similarly, the power demand of the second validation 
example is given in Figure 10, and a comparison between the 
actual and simulation current is presented in Figure 11, whereas a 
comparison between the actual and simulation stack voltage is 
presented in Figure 12.  

 
Figure 7: Power demand of the first validation example. 

 
Figure 8: Actual versus simulation current of the first validation 

example. 
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Figure 9: Actual versus simulation stack voltage of the first validation example. 

 

Figure 10: Power demand of the second validation example. 

 

Figure 11: Actual versus simulation current of the second validation example. 

 

Figure 12: Actual versus simulation stack voltage of the second validation 
example. 

Obviously, a perfect representation of the ElectraGenTM system 
is unobtainable through trial and error alone.  Nevertheless, after 
validation, the AMESim obtained model proved to give a proper 
representation of the system’s performance and was therefore used 
in the following fault diagnosis study.  

Moreover, if resources (multiple licenses of the software) were 
available, a much more accurate representation of the system 
would have been achievable through the use of Genetic Algorithms 
in the parameter identification approach in AMESim, which would 
have in turn lead to a better fault diagnosis study. 

3. Fault Simulation Using AMESim Model 

Several faults were induced in the AMESim model and the 
system’s performance measures towards those faults were 
recorded. The induced faults are: 

1. Drying 

2. Flooding 

3. Air leakage 

4. Hydrogen Leakage 

5. Cooling System Failure 

The above faults were simulated using different techniques. 

3.1. Drying 

Zawodzinski et al. were the first to describe the water content 
in the membrane by (λ) in [4] in order to estimate its state of 
humidity. As presented in (1), λ represents the ratio between the 
number of water molecules in the membrane to the number of 
(𝑆𝑆𝑂𝑂3−𝐻𝐻+) charge sites in the Nafion layer of the membrane [5].  

 𝜆𝜆 =  𝐻𝐻2𝑂𝑂
𝑆𝑆𝑂𝑂3−𝐻𝐻+ 

 (1) 

The AMESim PEMFC stack module automatically calculates 
the water content λ in the membrane. Therefore, when simulating 
drying or flooding, λ would give an indication towards the 
membrane’s state of health.   

However, λ cannot be used in the fault diagnosis study because 
this parameter is not readily available in commercial fuel cells. 
Furthermore, the PEMFC undergoes drying condition when the 
water content in the membrane λ drops below 4 [6].   

Therefore in order to simulate drying, the humidity level of the 
input air was set to be 0% and the target humidity level of the 
humidifier was dropped to 10% only. The water content in a 
healthy stack and that of a drying stack are compared in Figure 13. 
The water content of the stack that is undergoing drying is 
obviously well below 4.  Figure 14 on the other hand depicts the 
difference between the polarization curve of a healthy stack and a 
drying stack. It is noticed that drying results in a significant 
voltage.  
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Figure 13: The water content in the membrane (λ) of a normal stack versus a 
dry stack. 

 
Figure 14: Normal stack’s polarization curve in comparison to a dry stack’s 

polarization curve. 

3.2. Flooding 

Flooding was simulated by dropping the stack temperature to 
25°C while increasing the humidifier’s target humidity level to 
100%. Flooding affected both the voltage and current profiles of 
the stack as depicted in the polarization curve comparison given in 
Figure 15. Furthermore, Figure 16 shows the water content λ of the 
simulated flooded stack.  

 

Figure 15: Comparison of pressure drop in a normal stack, a flooding stack 
and a drying stack. 

 

 

Figure 16: The water content in the membrane (λ) of the simulated flooding 
stack 

Note that both flooding and drying result in similar effects to 
the stack’s polarization curve. However, flooding seemed to also 
cause a distinctive effect on the cathode pressure drop. As the stack 
gets flooded with water, the pressure drop across the cathode 
increases.  Nonetheless, in order to clearly see this effect on 
cathode pressure, the stack had to be fed with a step power demand 
profile such as that of Figure 17.  The cathode pressure of both the 
healthy and flooded stacks with respect to the power demand input 
of Figure 16 are compared in Figure 17. The flooded stack showed 
a steeper drop in pressure when compared to the healthy stack.    

 

 

Figure 17: Power demand input to normal stack and flooding stacks. 

 

Figure 18: Comparison of pressure drop in a normal stack and a flooding 
stack. 
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3.3. Air leakage 

In order to simulate air leakage, a relief valve was added right 
after the humidifier as depicted in Figure 19, and was set to leak 
air at a rate of around 10 g/s. Figure 20 shows the amount of 
leakage introduced in g/s. Furthermore, Figure 21 compares the 
input air flow rate to the PEMFC stack with and without air 
leakage.  

 

Figure 19: The relief valve added to the AMESim model to simulate air 
leakage. 

 

Figure 20: The flow rate of the air leakage induced to the PEMFC system. 

 

Figure 21: Input air flow rate to the stack with and without air leakage. 

It can be deduced from the polarization curve comparison 
depicted in Figure 22 that the air leakage had no noticeable effect 
on the stack’s current or voltage. However, it was noticed to 
impose a significant effect on the cathode pressure. To better see 
this effect, both the healthy and air leaking stacks were fed with 
the step power demand of Figure 17. Figure 23 shows the air 
leakage effect on the cathode pressure drop when compared to a non-
leaking stack.  

 

Figure 22: Polarization curves of a normal system vs. a system undergoing air 
leakage. 

 

Figure 23: Pressure drop in the cathode of a normal system vs. a system 
undergoing air leakage. 

 

3.4. Hydrogen leakage 

Similar to air leakage, hydrogen leakage was also simulated 
through the addition of a relief valve right after the hydrogen 
canister as depicted in Figure 24 in order to leak hydrogen at a rate 
of 10 g/s.  Figure 25 shows the amount of hydrogen leakage 
introduced in g/s.  

Hydrogen leakage was found to result in a slight effect on 
stack’s polarization curve as shown in the comparison of Figure 
26. Furthermore, hydrogen leakage was also found to affect the 
anode pressure as shown in Figure 27, but had no significant effect 
on the cathode pressure as seen in Figure 28.  
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Figure 24: The relief valve added to the AMESim model to simulate 
Hydrogen leakage. 

 

Figure 25: The flow rate of the Hydrogen leakage induced to the PEMFC 
system. 

 

Figure 26: Polarization curves of a normal system vs. a system undergoing 
Hydrogen leakage. 

 

Figure 27: Anode pressure of a normal system vs. a system undergoing 
Hydrogen leakage. 

 

Figure 28: Pressure drop in the cathode of a normal system vs. a system 
undergoing Hydrogen leakage. 

3.5. Cooling Failure 

The stack temperature of the ElectraGenTM system should be 
maintained at a temperature value between 60°C to 65°C for 
maximum efficiency through air cooling. However, it is also 
convenient to mention that the stack temperature should never 
reach any value above 75°C in order to avoid damage of the 
membrane. Thus, it is important to flag a cooling system failure as 
soon as the stack temperature reaches 75°C or higher. Hence, the 
stack’s temperature was increased to 75°C in order to simulate 
cooling failure. The polarization curve was found to undergo a 
significant effect with the increase in stack temperature as shown 
in Figure 29.   

Note that the 75°C stack temperature results in a slight 
improvement in the system’s polarization curve because the 
resistive components in the activation and ohmic voltage drop will 
decrease with the increase in stack temperature. However, at such 
an elevated temperature, drying of the stack will be inevitable. 
Furthermore, comprehensive literature review [7] revealed that 
operating the PEMFC at higher stack temperatures is a common 
stressor for almost all health degradation mechanisms. Thus, this 
slight improvement in the polarization curve is worthless since it 
will significantly shorten the PEMFCs lifespan.  
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Figure 29: Polarization curve of a normal system vs. a system undergoing 
cooling failure. 

Nonetheless, the stack temperature should be the main 
parameter used to detect the presence of cooling failure regardless 
of the effects on the voltage and current profiles. As soon the 
stack’s temperature reading reaches 75°C is a cooling system 
failure fault should be flagged. 

Note from Figure 29 that there is an improvement in the voltage 
performance of the fuel cell with the increase of stack temperature. 
This is expected since the rate of chemical reactions increase with 
the temperature causing this increase in voltage. However, it 
should also be noted that at this temperature value of 75°C, drying 
of the membrane is inevitable. Furthermore, high stack 
temperature is a well-known stressor for PEMFCs [8 – 11]. Thus, 
operating the system at such elevated stack temperatures will 
significantly reduce its lifespan, which makes this small voltage 
improvement at high stack temperature values worthless. 

4. Fault Diagnosis 

In this work, the model based fault diagnosis approach is based 
on the real-time comparison between the actual system 
performance and the performance predicted by the developed 
AMESim model. Any predicted discrepancies will be analyzed to 
determine the type of system fault occurring at the moment.  

4.1. Residual generation 

It can be concluded from the previous section that in order to 
detect discrepancies between the actual system and its developed 
model that can help in the fault detection and isolation process, five 
residuals (see Figure 30) should be generated based on the 
following five system variables: stack voltage (Vstack), current (I), 
stack temperature (Tstack), cathode pressure (PCathode) and anode 
pressure (Panode).  

 

Figure 30: Residual generation diagram [12]. 

Several forms exist in literature for the calculation of residuals. 
In the simplest form given in (2), the absolute value of the residual 
(rj) is compared to a relative threshold value (τj). The diagnostic 
signal (Sj) is then set to be “0” if the absolute residual is less than 
or equal to the threshold to indicate that no discrepancy is detected, 
and “1” if the absolute residual is greater than the set threshold 
which indicates that a discrepancy is detected [12]   

 𝑆𝑆𝑗𝑗 = �
0        𝑖𝑖𝑖𝑖       �𝑟𝑟𝑗𝑗� ≤ 𝜏𝜏𝑗𝑗
1        𝑖𝑖𝑖𝑖       �𝑟𝑟𝑗𝑗� > 𝜏𝜏𝑗𝑗

 (2) 

 Note that basing the fault diagnosis approach on the 
residuals calculated in (2) makes the approach prone to diagnosis 
errors. This is because the residuals of (2) are highly sensitive to 
instantaneous changes in the system such as the electromagnetic 
disturbance pulses which act on the system’s measured signals as 
well as the occurrence of actual system faults. 

Therefore, the calculation of those residuals can be slightly 
altered to decrease their sensitivity to disturbances. Thus, instead 
of calculating instantaneous residuals, they can be calculated over 
a moving window of time and judging the average of all residuals 
in that window as explained by (3), where Nr represents the number 
of residuals in the window [13]:  

 𝑆𝑆𝑗𝑗 = �
0        𝑖𝑖𝑖𝑖       𝑟𝑟𝚥𝚥�(𝑁𝑁𝑟𝑟) = 1

𝑁𝑁𝑟𝑟
�∑ 𝑟𝑟𝑗𝑗,𝑘𝑘−𝑛𝑛

𝑁𝑁𝑟𝑟−1
𝑛𝑛=0 � ≤ 𝜏𝜏𝑗𝑗

1        𝑖𝑖𝑖𝑖       𝑟𝑟𝚥𝚥�(𝑁𝑁𝑟𝑟) = 1
𝑁𝑁𝑟𝑟
�∑ 𝑟𝑟𝑗𝑗,𝑘𝑘−𝑛𝑛

𝑁𝑁𝑟𝑟−1
𝑛𝑛=0 � > 𝜏𝜏𝑗𝑗

 (3) 

The threshold value for each residual is given in Table 1, and 
it was set based on the accuracy of the actual system sensors 
installed in the ElectraGenTM PEMFC system.  

 

Table 1: Accuracy of actual sensors used to measure system variables 

System variable Sensor accuracy 
Stack Voltage (Vstack) ± 0.5 V 
Current (I) ± 1 A 
Stack Temperature (Tstack) ± 3 °C 
Cathode Pressure (Pcathode) ± 1 mbar 
Anode Pressure (Panode) ± 1 mbar 

 

4.2. Sensitivity assessment 

Both the residual calculation techniques of (2) and (3) were 
implemented in LMS AMESim to study and assess their 
effectiveness and test their sensitivity towards electromagnetic 
disturbance pulses. Thus, a noisy step power demand signal with 
disturbance pulses was generated to help with the assessment. The 
system estimator however was fed with a clean power demand 
signal to test the diagnostic signals sensitivity toward those 
disturbance pulses.  

The residuals that were calculated by the system are: r1 which 
is based on the stack temperature (Tstack), r2 which is based on the 
stack voltage (Vstack), r3 which is based on the current (I), r4 which 
is based on the anode pressure (Panode) and r5 which is based on the 
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cathode pressure (Pcathode). On the other hand, Si is the respective 
diagnostic signal ri.  

The faults being detected by the proposed fault diagnosis 
approach are: (f1 = Drying, f2 = Flooding, f3 = Air Leakage, f4 = 
Hydrogen Leakage, and f5 = Cooling Failure). The results of 
section III are summarized in Table 2 to help in the fault 
discrimination process, where 0 indicates that no discrepancies are 
detected between the predicted value and the actual measured 
value, and 1 indicates the positive detection of discrepancies 
whereas X indicates the fault exists whether the diagnostic signal 
detects discrepancies in the system variable or not. Note that the 
cooling failure that f5, is set to be flagged as soon as the stack 
temperature reaches a value of 75°C (i.e. based on S1) regardless 
of the effects on the stack voltage and current (i.e. S2 and S3).  

Table 2: The effect of faults on diagnostic signals 

fault S1 S2 S3 S4 S5 
f1 0 1 1 0 0 
f2 0 1 1 0 1 
f3 0 0 0 0 1 
f4 0 1 1 1 0 
f5 1 X X 0 0 

 
Figure 31 shows the fault diagnosis system built based on the 

instantaneous diagnostic signals calculation of (2). Figure 32 
shows the noisy power demand signal fed to the actual system 
being diagnosed and the clean power demand signal fed to the 
system estimator.  The diagnostic signals calculated based on the 
instantaneous residuals of (2) are shown in Figure 33.  

 

Figure 31: Fault diagnosis system based on instantaneous diagnostic signals. 

It is obvious from Figure 33 that the diagnosis approach based 
on the instantaneous residuals in (2) is impractical and highly 
sensitive to electromagnetic disturbance pulses, which can 
therefore result in the detection of a faults when no fault actually 
exists. For instance, at around 150 s, both S2 and S3 diagnostic 

signals were triggered, which from Table 2 , will indicate the 
presence of the first fault f1 (Drying).  

Afterwards, the diagnostic signal of (3) was also implemented 
in LMS AMESim in order to be assessed based on three different 
moving windows of time (5 s, 10 s and 15 s). The same power 
signals of Figure 32 were used in the assessment to evaluate its 
sensitivity towards electromagnetic disturbance pulses. The fault 
diagnosis system built based on the diagnostic signals calculation 
of (3) is presented in Figure 34.  

 

Figure 32: Clean and noisy power demand signals. 

 

Figure 33: The effect of the pulsating noise on the five diagnostic signals. 

 

Figure 34: Fault diagnosis system based on diagnostic signals calculated over 
a window of time. 
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Note that a super-component was added to this model to help 
calculate the diagnostic signal over three different windows of time 
equal to 5 s, 10 s and 15 s. The contents of this super-component 
for the 5 s moving window of time is presented in Figure 35, 
whereas the super-component for the 10 s moving window of time 
is presented in Figure 36, and finally the super-component for the 
15 s moving window of time is presented in Figure 37. 

 

Figure 35: Super-component calculating diagnostic signal over a 5 s time 
window 

 

Figure 36: Super-component calculating diagnostic signal over a 10 s time 
window 

Furthermore, the effect of the electromagnetic disturbance 
pulses on the calculation of the five diagnostic signals evaluated 
using a 5 s moving window of time is presented in Figure 38. 
Moreover, the effect of the disturbance pulses on the diagnostic 
signals utilizing a 10 s moving window is presented in Figure 39, 
and the effect of the disturbance pulses on the diagnostic signals 
utilizing a 15 s moving window is presented in Figure 40.  

Figures 38, 39 and 40 prove that this diagnostic approach of (3) 
outperforms that of (2). However, it is convenient to mention here 
that most commercial PEMFC systems commonly have a 
minimum sampling time of 1 s. Therefore, basing the diagnostic 
signal on a 5 s window of time can prove to be impractical as seen 
in Figure 38. Furthermore, the diagnostic signals calculated based 
on both the 10 s and the 15 s moving windows of time proved to 

be effective and insensitive to electromagnetic disturbance pulses 
as seen from Figures 39 and 40. Nevertheless, using a 10 s moving 
window of time is preferred over the 15 s moving window of time 
in order to avoid delays in detecting faults as well as saving 
memory.  

 

 

Figure 37: Super-component calculating diagnostic signal over a 15 s time 
window 

 

Figure 38: The effect of the disturbance pulses on the five diagnostic signals 
calculated using a 5 s moving window. 

http://www.astesj.com/


R.I. Salim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 297-309 (2018) 

www.astesj.com     307 
 

 

Figure 39: The effect of the disturbance pulses on the five diagnostic signals 
calculated using a 10 s moving window. 

 

Figure 40: The effect of the disturbance pulses on the five diagnostic signals 
calculated using a 15 s moving window. 

4.3. Fault diagnosis results  

To test the proposed fault diagnosis scheme designed using 
diagnostic signals calculated over a 10 s moving window of time; 
the five system faults were induced at different times to evaluate 
the system’s ability to detect and isolate the five system faults.  

The first fault to be simulated was membrane drying. Thus, the 
relative humidity target of the humidifier was dropped to 10% and 
the effect of this action was immediately captured by the diagnostic 
signals S2 and S3 as seen in Figure 41, which – from Table 2 – 
clearly indicates the presence fault f1 (drying of the membrane).  

 

Figure 41: The diagnostic signals successfully detecting drying fault. 

The second fault to be tested was membrane flooding. 
Therefore, the relative humidity target of the humidifier was raised 
to 100% while reducing the stack temperature to 25°C. Again, this 
action was clearly reflected on the diagnostic signals as seen from 
Figure 42, and the three diagnostic Signals S2, S3 and S5 were 
triggered.  However, it was noticed that the effect on the diagnostic 
signal S5 was not as fast as that on diagnostic signals S2 and S3. 
This is expected since the increase in pressure drop needs some 
time to take effect. From Table 2, triggering S2, S3 and S5 at the 
same time indicates the presence fault f2 (flooding of the 
membrane).  

 

Figure 42: The diagnostic signals successfully detecting flooding fault. 

 The third fault to be tested was the air leakage in the 
supply manifold, which was simulated through the addition of a 
relief valve after the humidifier as shown in Figure 43. This relief 
valve was set to open with a flow rate of 9 g/s after 500 s of 
operation. Only one diagnostic signal was affected by this action 
at around 500 s as depicted in Figure 44. From Table 2, it can be 
deduced that triggering only S5 indicates the occurrence of fault f3 
(air leakage).  

 

Figure 43: The modified diagnosis model with a relief valve to simulate air 
leakage. 
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Figure 44: The diagnostic signals successfully detecting air leakage fault. 

 The next fault to be simulated was hydrogen leakage. As 
shown in Figure 45, the leakage was simulated through the 
addition of a relief valve right after the hydrogen supply canister. 
This valve was set to open with a flow rate of 8 g/s after 500 
seconds of operation. The amount of hydrogen leakage can be seen 
in Figure 46.  

From Figure 47, it is noticed that three diagnostic signals were 
triggered at around 500 s, which are S2, S3 and S4. This clearly 
indicates the occurrence of fault f4 (hydrogen leakage) as it can be 
deduced from Table 2.  

 

Figure 45: The modified diagnosis model with a relief valve to simulate 
hydrogen leakage. 

Finally, the cooling system failure was tested by forcing the 
stack temperature to rise to 75°C after 1500 s of operation. The 
three diagnostic signals S1, S2 and S3 were triggered by this action 
at around 1500 s of operation as shown in Figure 48. As it can be 
deduced from Table 2, and as previously explained in section III, 

S1 alone is enough to flag fault f5 (cooling failure) regardless of the 
effects on other diagnostic signals.  

 

Figure 46: The hydrogen leakage flow rate at the relief valve. 

 
Figure 47: The diagnostic signals successfully detecting hydrogen leakage fault 

 
Figure 48: The diagnostic signals successfully detecting cooling system 

failure fault. 

5. Conclusion 

Fuel cells are extremely attractive clean power generation 
systems with the capability of someday replacing fossil fuels in the 
areas of power generation and transportation, while helping clean 
the environment by significantly lowering the world’s pollution 
rates. However, to turn this green technology dream into reality, an 
accurate model that can effectively predict the fuel cell’s 
performance in different conditions is desired. Such model can 
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then be used to study, simulate, and monitor the behavior of 
PEMFCs to detect any potential faults that can affect their 
performance. 

Moreover, the complexity of the PEMFC model makes it very 
difficult and mathematically demanding to try and identify the 
modeling parameters. Furthermore, other limitations such as the 
absence of some parameters and confidentiality issues with the 
manufacturer can also limit the researchers’ ability to develop an 
accurate fault diagnosis oriented model for a commercial PEMFC 
system. The Siemens software LMS AMESim 14.2 was used in 
this work as a solution to overcome such limitations.  

A diagnosis oriented model of the ElectraGenTM PEMFC 
system was developed in LMS AMESim and five system faults 
(drying of the membrane, flooding of the membrane, air leakage, 
hydrogen leakage in the supply manifold, and cooling failure) were 
simulated to analyze their effect on different system parameters.  

Diagnostic signals based on two different residual generation 
techniques were also assessed in this work, and the outperforming 
technique was implemented in the proposed diagnosis scheme. 
This diagnosis scheme was then tested in LMS AMESim against 
the five system faults under study and it was found to be very 
successful in both fault detection and discrimination.   
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 Due to the increasing bandwidth requirement of modern wireless communication systems, 
developing antenna having wider bandwidth have been receiving significant attention in 
the recent years.  In this paper, a comparative analysis of the contacting feed (micro strip 
line and coaxial probe) and non-contacting feed mechanism (both Aperture Coupling and 
Proximity Coupling) in micro strip patch antenna has been done. In case of contacting feed, 
RF power is fed directly to the radiating patch using a connecting element such as a micro  
strip line whereas in case of non-contacting feeds, electromagnetic field coupling is done 
to transfer power between the micro strip line and the radiating patch. As per the latest 
research, ultra wide band technology is used in the frequency range from 3 GHz to 10 GHz. 
We have analyzed and compared the return loss and corresponding bandwidth of these four 
types of antenna at 5.853GHz so that this antenna may be used in medical as well as 
wireless applications.  
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1. Introduction  

Micro strip patch antennas are considered as an indispensable 
tool in today’s research oriented activities. The design and 
manufacturing cost of micro strip antenna is very cheap because 
of its 2D geometrical structure [1]. The patch antenna is a popular 
resonant antenna used for microwave wireless communications 
that require semispherical coverage. Some patch antennas avoid 
using a dielectric substrate and suspend a metal patch in the air 
above a ground plane using dielectric spacers; the resulting 
structure provides increased bandwidth.  With an increase in 
frequency, the input impedance moves to the clockwise direction 
on the Smith chart [2]. Wireless and Medical applications requires 
small, low-cost, low profile antennas which has Omni directional 
radiation pattern in horizontal planes. Micro Strip patch antenna 
meets all requirements. Figure 1 shows a typical structure of a 
rectangular micro strip antenna. 

 

 
 
 
 
 
 
 
 

Fig 1: Micro Strip Patch Antenna 
 

2. Feeding Mechanism 

Suitable feeding technique plays an important role for 
antenna efficiency and better impedance matching. The feeding 
techniques used in the micro strip antenna are given below:   
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2.1. Contacting Feed: 

In this method, contacting element such as micro strip line or 
coaxial line is used to help the patch so that it can be fed directly 
to RF power. The most commonly used contacting feed methods 
are [3]:            

1.  Line Feed  
2. Co-axial probe Feed 
  
• Micro Strip Line Feed: 

Micro strip line feed is one of the easier methods to fabricate 
as it is just a conducting strip connecting to the patch and therefore 
can be considered as extension of patch.[3-4] It is simple to model 
and easy to match by controlling the inset position. However the 
disadvantage of this method is that as substrate thickness 
increases, surface wave and spurious feed radiation increases 
which limit the bandwidth. 

 
Fig 2: Micro strip Line feeding 

• Coaxial Probe Feed: 

Coaxial feeding is feeding method in which that the inner 
conductor of the coaxial is attached to the radiation patch of the 
antenna while the outer conductor is connected to the ground 
plane. 

  

 
 

Fig 3: Coaxial Probe feeding 

2.2. Non-Contacting Feed: 

In this method, the RF power is transferred to the path from the 
feed line through electromagnetic coupling instead of feeding 
directly. The commonly used non-contacting feed methods are:  
  

1. Aperture Coupled feed  
2. Proximity Coupled feed   

 
• Aperture Coupling Feed: 

In the aperture coupled feed technique, the radiating patch 
and the micro strip feed line are separated by the ground plane. 
Coupling between the patch and the feed line is made through a 
slot or an aperture in the ground plane. 

 

Fig 4: Aperture Coupled feeding 

• Proximity Coupling Feed: 

In this method, two dielectric substrates are placed such that 
the feed line lies in between the two substrates and the radiating 
patch is placed at the top of the upper substrate. 

 

Fig 5: Proximity Coupled feeding 

The two dielectric substrates can be selected independently 
to optimize both micro strip guided waves and patch radiating 
waves.  The ranges of operating thickness of the substrate have a 
big effect on the resonant frequency and bandwidth of the 
antenna. Bandwidth of the micro strip antenna will increase with 
increasing substrate thickness. However, certain limits must not 
be exceeded, and otherwise the antenna will stop resonating. 
Therefore, [4], the measures for selecting a substrate may include 
the following: 

(a) Surface-wave excitation.  

(b) Dispersion of the dielectric constant and loss tangent of    the 
substrate.  

 (c) Anisotropy in the substrate.  

 (d) Cost Effective 

http://www.astesj.com/


D. Chatterjee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 310-316 (2018) 

 
 
www.astesj.com     312 

3. Study of Antenna Designing Parameters 

There are three essential parameters for design of a 
rectangular micro strip Patch Antenna. Firstly, the resonant 
frequency (f0) of the antenna must be selected appropriately. The 
frequency range for ultra wide band applications is from 3.1GHz 
to 10.6 GHz and the design antenna must be able to operate within 
this frequency range. 

 The second important parameter of good antenna design is 
dielectric substrate (∈r). A thick dielectric substrate having low 
dielectric constant is desirable. This provides better efficiency, 
larger bandwidth and better radiation. FR-4 Epoxy which has a 
dielectric constant of 4.4 for lower substrate and RT –Duroid for 
upper substrate having dielectric constant of 2.2 and loss tangent 
equal to 0.009 can be used for new antenna design [5-6]. The other 
antenna parameters to be considered for design are length of the 
patch L, width W, height of dielectric substrate h and Loss 
Tangent. The patch length is considered around Lg/2 (Lg - Length 
of the ground plane) to initiate the radiation. The antenna is 
typically fed at the diverging edge on the dimension W because it 
offers sensible Polarization. The antenna parameters can be 
calculated by the transmission line method as exemplified below 
[7]: 

3.1 Width of the Patch (mm): 
Having specified the height of the patch antenna, the first step 

in the design procedure is to determine the width of the patch. This 
can be calculated using the following equation:  

             W   =                                c 
                           2f0√∈ 𝑟𝑟 + 1/2                     (1) 

 Where,  

c = Speed of light in free-space (3 ×108 m/s) 

f0= Resonating frequency 

3.2 Calculation of Effective Dielectric Constant (ϵreff ): 
This is calculated using the following equation: 

         ϵreff = (∈ 𝑟𝑟 + 1)/2 + (∈ 𝑟𝑟 − 1)/2�1 + 12 ℎ
𝑤𝑤
�- 0.5 

                                                                                  (2) 

Where, h= height of the patch (mm) 

W= width of the patch (mm) 

3.3 Calculation of Effective Length (Leff): 
This is calculated using the following equation: 

         L eff   =                       c 

                              2f0√∈ reff                                 (3) 

3.4 Calculation of Length Extension (∆L): 

The length extension is calculated using the following 
equation; 

∆L = 0.412h (∈ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 0.3)(𝑤𝑤/ℎ + 0.264) 

(∈ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 − 0.258)(𝑤𝑤/ℎ + 0.8)                            (4) 

Where, 

       L= Patch length extension (mm) 

h = height (mm) 

W = width of the patch (mm) 

3.5 Calculation of Actual Length: 
The actual length of the patch antenna is calculated using the 
following equation;  

𝐿𝐿 = 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 − 2∆𝐿𝐿                                                          (5) 

4. Design and Simulation of Micro Strip Patch Antenna for 
Different Feeding Methods 

4.1. Micro Strip Line Feed: 

The antenna is designed at resonating frequency 5.853 GHz 
of WLAN. It is designed using transmission line model [8]. This 
section describes the design of rectangular patch antenna 
satisfying the given specifications: 
 

Table 1: Design specification of Aperture Coupled Patch 
 

Frequency 5.853 GHz 
Antenna Dimension 29mm x 41mm 

Dielectric Constant (RT Duroid) 2.2  
  
 

 

Fig 6: Designed Structures on CST Studio 

 
 

Fig 7: Return Loss S11 of simulated antenna at 5.853 GHz 
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Return Loss: 

Fig 7 shows the S11 parameters (Return Loss = - 28dB) for 
the proposed antenna. The designed antenna resonates at 5.853 
GHz.  

Smith Chart: 

The Smith Chart plot (Fig. 8) represents that how the antenna 
impedance varies with frequency and gives impedance of 50.4 
ohms. For proper matching, the locus must be large so that it 
connects with the center point of the smith chart. 

 
Fig 8: Smith Chart of simulated antenna at 5.853 GHz 

Calculation of VSWR: 

Fig. 9 shows the VSWR plot against frequency that numerically 
describes how well the antenna matches with the transmission line 
it is connected to.  

 
Fig 9: VSWR of simulated antenna at 5.853 GHz 

4.2. Coaxial Probe Feeding: 

      The antenna is designed at resonating frequency 5.853 
GHz of WLAN. It is designed using transmission line model. This 
section describes the design of rectangular patch antenna 
satisfying the given specifications: 

Return Loss:    
 
Fig 11 shows the S11 parameters (Return Loss = -37dB) for 
the proposed antenna. The designed antenna resonates at 
5.853 GHz. 

Table 2: Design specification of Proximity Coupled Patch 

Frequency 5.853 GHz 

Antenna Dimension 29mm x 41mm 

Dielectric Constant (RT Duroid) 2.2 

 
Fig 10: Designed Structure on CST Studio 

 

Fig 11: Return Loss S11 of simulated antenna at 5.853 GHz 
 

Smith Chart: 

The Smith Chart plot (Fig. 12) represents that how the antenna 
impedance varies with frequency and gives impedance of 50.21 
ohms. For proper matching, the locus must be large enough that it 
passes through the center of the smith chart. 

 As it can be seen from Fig. 12, the circle cuts the resistive part at 
0.5021, thus matching at 50.21 ohm. 

 

Fig 12: Smith Chart of simulated antenna at 5.853 GHz 

Calculation of VSWR: 

Fig. 13 shows the VSWR plot against frequency that numerically 
describes how well the antenna matches with the transmission line 
it is connected to.  

 

Fig 13:  VSWR of simulated antenna at 5.853 GHz 
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4.3. Aperture Coupled Feeding: 

The antenna is designed at resonating frequency 5.853 GHz 
of WLAN. It is designed using transmission line model. This 
section describes the design of rectangular patch antenna 
satisfying the given specifications: 

Table 3: Design specification of Aperture Coupled Patch 
  

Frequency 5.853 GHz 
Antenna Dimension 29mm x 41mm 

Lower Dielectric Constant (FR4) 4.4 
Upper Dielectric Constant (RT Duroid) 2.2  

 
  

 
 
 
 
 
 

 
 
 

Fig 14: Designed Structures on CST Studio 
 

Return Loss: 

Fig 15 shows the S11 parameters (Return Loss = - 33dB) for the 
proposed antenna. The designed antenna resonates at 5.853 GHz.  

 
 
 
 

 
 
 
 
 
 
 

Fig 15: Return Loss S11 of simulated antenna at 5.853 GHz 
 

Smith Chart: 

The Smith Chart plot (Fig. 16) represents that how the antenna 
impedance varies with frequency and gives impedance of 49.93 
ohms. For proper matching, the locus must be large so that it 
connects with the center point of the smith chart. 

 
 

Fig 16: Smith Chart of simulated antenna at 5.853 GHz 

 

Calculation of VSWR: 

Fig. 17 shows the VSWR plot against frequency that numerically 
describes how well the antenna matches with the transmission line 
it is connected to.  

 

Fig 17: VSWR of simulated antenna at 5.853 GHz 
 

4.4. Proximity Coupled feeding: 

The antenna is designed at resonating frequency 5.853 GHz 
of WLAN. It is designed using transmission line model. This 
section describes the design of rectangular patch antenna 
satisfying the given specifications: 

Table 4: Design specification of Proximity Coupled Patch 

Frequency 5.853 GHz 

Antenna Dimension 29mm x 41mm 

Lower Dielectric Constant (FR4) 4.4 

Upper Dielectric Constant (RT Duroid) 2.2 

 

 

Fig 18: Designed Structure on CST Studio 

Return Loss:  
   

Fig 19 shows the S11 parameters (Return Loss = -47dB) for the 
proposed antenna. The designed antenna resonates at 5.853 
GHz. More negative the return loss, higher the directivity and 
gain of the proposed antenna in particular direction. 
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Fig 19: Return Loss S11 of simulated antenna at 5.853 GHz 
 

1) Smith Chart: 

The Smith Chart plot (Fig. 19) represents that how the 
antenna impedance varies with frequency and gives impedance of 
49.97 ohms. For proper matching, the locus must be large enough 
that it passes through the center of the smith chart. 

 As it can be seen from Fig. 19, the circle cuts the resistive part at 
0.4997, thus matching at 49.97 ohm. 

 
Fig 6.3: Smith Chart of simulated antenna at 5.853 GHz 

3) Calculation of VSWR: 

Fig. 20 shows the VSWR plot against frequency that 
numerically describes how well the antenna matches with the 
transmission line it is connected to.  

5. Comparative Study of Important Parameters 

 
Characteristics 

 
Line 

 
Coaxial 

 
Aperture 

 
Proximity 

Return Loss 
(S11) (dB) 

 
-28 

 
-37 

 
-33 

 
-47 

Bandwidth 
(MHz) 

 
250 

 
210 

 
320 

 
475 

VSWR  
1.08 

 
1.13 

 
1.04 

 
1.16 

Impedance 
(ohm) 

 
50.4 

 
50.21 

 
49.93 

 
49.97 

 
Table E : Comparison of Different Feeding Techniques 

 
Fig 20:   VSWR of simulated antenna at 5.853 GHz 

Conclusion 

Finally, the optimum result of all four feeding techniques of 
rectangular patch antenna on FR4 and RT-duroid substrate for 
Wi-max applications has been investigated. A comparison is 
made between feeding techniques [9-10] in terms of bandwidth, 
return loss, VSWR and impedance matching. So, we can see that 
selection of the feeding technique for a micro strip patch antenna 
is an important decision because it affects the bandwidth and other 
parameters also. A micro strip patch antenna excited by different 
excitation techniques gives different bandwidth, different gain, 
different efficiency etc.  The maximum bandwidth can be 
achieved by proximity coupling. Proximity coupling gives the 
best impedance matching and radiation efficiency. Coaxial 
feeding technique gives the least bandwidth. We can also 
conclude that by changing the feed point where matching is 
perfect, the high return loss can be achieved at the resonant 
frequency. Various micro strip patch antennas with each different 
feeding technique are presented. The various parameters like 
return loss, smith chart, and VSWR are plotted for each antenna.  
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Future Scope of Work 

The designed patch antenna is intended for wireless 
applications. This paper mainly deals with the simulation of its 
characteristics for different feeding techniques which must have 
to be verified with the fabricated one. The size of this antenna 
ultimately restricts its usage mainly in biotelemetry in the field of 
medical applications. So, to extend its usage as an implantable 
one, its reduced size with similar characteristics has to be 
investigated. Using bio-compatible ceramic resins instead of 
conventional one to reduce its size has a great future scope of this 
work. Also, this design has to be compared with other 
miniaturized antenna techniques to ensure proper selection of 
implantable body antenna. 

Acknowledgment 

The authors of this paper would like to thank University 
Grant Commission (UGC) for giving the opportunity to work in 

http://www.astesj.com/


D. Chatterjee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 310-316 (2018) 

 
 
www.astesj.com     316 

Modern Biology Group B: “Image and Imaging” under UPE-II. 
We also acknowledge all the contribution of corresponding IEEE 
authors and most importantly the publishers of related books and 
journals which gave immense support and inspiration in preparing 
this manuscript. Above all, the extreme mental support and source 
of inspiration from all the family members and friends are widely 
acknowledged. 

References 

[1] C.A.Balanis, Antenna Theory Analysis And Design,Second Edition,John 
Wiley & Sons. Ramesh Garg,Prakash Bhartie,inder Bahl,Apisak 
Illipiboon ,Microstrip Antenna Design Handbook, pp.1-68,253-316 Artec 
House Inc.Norwood,MA 

[2] Ramesh Garg,Prakash Bhartie,inder Bahl,Apisak Illipiboon, Microstrip 
Antenna Design Handbook,pp.168,253-316 Artec House Inc.Norwood. 

[3] Amit kumar Jaspreet kaur  Rajinder singh,(2013), Performance analysis of 
different feeding technique,vol 3 issue 3. 

[4] K. Praveen Kumar, K. Sanjeeva Rao, T. Sumanth, N. Mohana Rao, R. Anil 
Kumar, Y.Harish,(2013) Effect of Feeding Techniques on the Radiation 
Characteristics of Patch Antenna: Design and Analysis International Journal 
of Advanced Research in Computer and Communication Engineering  Vol. 
2, Issue 2. 

[5] Devan Bhalla And Krishan Bansal,(2013) Design of a Rectangular 
Microstrip Patch Antenna Using Inset Feed Technique IOSR Journal of 
Electronics and Communication Engineering (IOSR-JECE) e-ISSN: 2278-
2834,p- ISSN: 22788735. Volume 7, Issue 4 PP 08-1 

[6] Brajlata Chauhan,  Sandeep vijay, S C Gupta(2013) Comparative analysis of 
Microstrip Patch Antenna using different substrate and observe effect of 
changing parameter at 5.4 GHz, Conference on Advances in Communication 
and Control Systems 

[7] Fouzi Harrou, Abdelwahab Tassadit (2010), Analysis and Synthesis of 
Rectangular Microstrip Antenna ,Journal of Modelling and Simulation of 
Systems vol 1Issue 1 pp. 34-39.    

[8] Rajesh Kumar Vishwakarma, Sanjay Tiwari,(2011) Aperture Coupled  
Microstrip Antenna for Dual-Band ,Wireless Engineering and Technology 
vol 2,93-101 

[9] John R. Ojha  Marc Peters and Igor Mini,(2010)  Patch Antennas and 
Microstrip Lines, microwave and millimeter wavetechnologies modern uwb 
antennas and equipment ISBN: 978-953-7619-67-1. 

[10] Hemant Kumar Varshney, Mukesh Kumar, A.K.Jaiswal, Rohini Saxena  and 
Anil Kumar (2014) Design Characterization of Rectangular Microstrip Patch 
Antenna for Wi-Fi Application, Vol.4, No.2, E-ISSN 2277 – 4106, P-ISSN 
2347 – 5161. 

http://www.astesj.com/


 

www.astesj.com     317 

 

 

 
Simulation and FPGA Implementation of a Ring Oscillator Sensor for Complex System Design 

Aziz Oukaira*,1, Idir Mellal1, Ouafaa Ettahri1, Mohamed Tabaa2, Ahmed Lakhssassi1  

1University of Quebec in Outaouais, Computer Engineering Department, Gatineau, (PQ), 18X 3X7, Canada 

2Moroccan School of Engineering Sciences, LPRI Laboratory, Casablanca, 20250, Morocco 

 

A R T I C L E I N F O  A B S T R A C T 
Article history: 
Received: 10 November 2017  
Accepted: 22 January 2018 
Online: 30 January 2018 

 This paper, presents the design of a temperature sensor based on RO (Ring Oscillator) in 
order to make a thermal study for the detection and localization of thermal peaks in a 
complex system. In this work, a simulation and FPGA implementation of a fully digital 
temperature sensor features a number of exact inverters that can be dynamically inserted. 
Before the transition to the implementation in FPGA board, the use of VHDL code is 
necessary to describe the exact number of inverters that form a single ring oscillator, in 
order to verify and validate the results obtained. This paper offers a solution to thermally 
induced stress and local overheating in complex system design which has been a major 
concern for the designers during the design of integrated circuit. In this paper a DE1 FPGA 
board cyclone V family 5CSEMA5F31C6 is used for the implementation. 
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RO 
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1. Introduction  

Decreasing feature sizes and increasing power and package 
contact densities are making thermal issues extremely important in 
complex system design. The main purpose of using a temperature 
sensor is to provide thermal monitoring for predicting local 
overheating or thermally induced stress. In this article, an 
intelligent sensor is used for thermal monitoring which is almost 
an ideal sensor due to its low power consumption. The main idea 
of this work is to simulate and implement a fully digital 
temperature sensor that can be dynamically inserted, operated and 
eliminated from the circuit once the test is done. 

 The intelligent sensor used in the design is actually based on 
ring oscillator. One of the important questions in the field of 
thermal issues of VLSI systems and micro-systems is how to 
perform the thermal monitoring, in order to indicate the 
overheating situations, without complicated control circuits. 

 Traditional approach consists of placement of many sensors 
everywhere on the chip, and then their output can be read 
simultaneously and compared with the reference voltage 
recognized as the overheating level. These techniques, though 
helpful to reduce the overall power consumption, may cause 
significant on-chip thermal gradients and local hot spots due to 
different clock/power gating activities and varying voltage scaling. 

It has been reported in [1] that temperature variations of 30 °C can 
occur in a high-performance microprocessor design.  

The magnitude of thermal gradients and associated thermo-
mechanical stress is expected to increase further as VLSI complex 
designs move into nanometer processes and multi-GHz 
frequencies. After the actual temperature is read, the value will be 
returned through the configuration ports of the FPGA. Then, the 
sensor will be removed from the chip. This type of oscillator used 
here is based on the switching time of an inverter. By connecting 
an odd number of inverters, a naturally oscillating signal is 
obtained at the output of each inverter of the chain. The oscillation 
frequency is directly related to the number of inverters. The more 
inverters there are, the lower the frequency is. To control the 
oscillation, an inverter can be replaced by a NAND gate, in order 
to stop or activate the oscillating system. Reference [2], [3], [4], [5] 
and [6] presents various techniques for varying the frequency of 
oscillation of the structure. These suggestions based on the voltage 
control of the delay generated by each cell, on the current control 
of the rise and falling time of each cell or on the controlled 
variation of the number of cells.  

The advantage of this structure lies in the fact that it can be 
implemented both with an even number and an odd number of cells. 
This offers a greater tolerance on the constellation in phase of the 
signals available at output, but in the case of an implementation 
with an odd number of cells gives a sinusoidal signal in the output 
which makes the ring oscillator the perfect solution used ever to 
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give more information during the thermal monitoring. In fact, a 
ring oscillator consists of a feedback loop that includes a necessary 
odd number of inverters to produce the displacement of the phase 
which maintains the oscillation the total period is twice the sum of 
the delays of all the elements that make up the loop. Reversals can 
be made using the LUT (look-up table) of the configurable logic 
blocks (CLBs) or the programmable inverters included in the 
FPGA blocks. In any case, it is useful to insert an external signal 
to open the loop, as well as an output register to prevent variations 
in the frequency due to different loads. Thus, the sensor can give 
instantaneous temperatures.  

The future of detectors based on the ring oscillator method is 
to help designers of more complex integrated circuits to optimize 
the management of thermal dynamics on the chip [7], [8] and [9]. 
In this paper in particular, the sensor used allows the detection of 
thermal peaks. The interests of a sensor based on this method are 
multiple [10] and [11]. Among the interests of the use of this sensor 
based on ring oscillator method, is that it can be easily integrated 
on a chip and can be dynamically inserted or removed from the 
design at any time due to its small size.  

The rest of our work is organized as follows. Section 2, gives a 
description of the methodology used. Section 3, shows the 
implementation of the ring oscillator on the FPGA board to verify 
and validate the results. 

2. Description of the methodology used 

The new methodology adopted is to validate the control 
temperature of complex microsystems on a chip based of five 
inverters forming a ring oscillator [12]. This methodology has 
given very encouraging results for thermal monitoring in more 
complex integrated circuits. These simulations and FPGA 
implementation will then be generalized in high density 
microsystems, for the development of an integrated thermo 
mechanical stress control unit using our proposal described in this 
paper. The proposed ring oscillator depends on the temperature 
and its frequency changes accordingly. At a given temperature, the 
oscillator will exhibit a fixed frequency of oscillation.  

2.1. Material and geometry of the complex design in COMSOL 

We have made the simulation in COMSOL tool appointment 
with different materials and hardware layers and well on their 
ranking on the semiconductor. In this figure, we clearly see the 
reconciliation of our complex circuit layers. The complex model 
contains 36 Radial Board (RB) in which each RB contains 12 
adapter board detector module (ABDM) and each ABDM contains 
2 ASICs. Power of 0.6 W is dissipated in a complex circuit of the 
ASIC (4.68 mm x 5.97 mm) [13]. This amount of power is applied 
for 9 seconds to visualize the evolution and distribution of heat 
around the ASIC. Figure 1 shows the ASIC and its support 
modeled in COMSOL, the ASIC transmits event data through low 
voltage differential signaling links. To solve the thermal diffusion 
equations, the Dirichlet boundary conditions (DBC) at 298.15 °K 
are applied around the daughter board. 

 
Figure 1 The ASIC modeled by the COMSOL tool. 

This structure thus represents a continuous domain, by the 
method of finite elements consists first of a geometric 
discretization. The structure is subdivided into sub domains of the 
simple geometric form called finite element and defined not on the 
whole of the structure, but for each of its elements. 

2.2. Thermal distribution of the complex design in COMSOL 

It is very interesting to have a simulation environment that 
includes the ability to add different physical phenomena to the 
model studied. In this part, we will present the simulation results 
from heat sources represented the ASIC complex module in 
COMSOL tool. As you can see in Figure 2 shows the thermal 
behavior of our model complex design. 

 
Figure 2 Thermal distribution of the ASIC in COMSOL tool. 
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This simulation of the ASIC complex module in COMSOL 
gives a good idea of the behavior and the thermal diffusion of heat 
sources in our complex system and shows the temperature up to 
350 °K. The use of COMSOL tool gives us an idea about the 
thermal diffusion around the ASIC. According to another study 
done by [14] and the following Figure 3 presents the values of the 
temperature as a function of the frequencies of a ring oscillator.  

 
Figure 3 Température of (RO) ring oscillator showing frequency of oscillation 

linear to temperature. 

this research which is done by [14] and the presentation of the 
results in ghraph form of integrated thermal sensors to monitor the 
temperature between 10 C to 100 C, according to our simulation 
under the tool COMSOL Fig. 3 and the study which is done by 
[12], we can deduce that temperature 77 ° C has our complex 
module corresponds to approximately 78 MHz (see Fig. 3). This 
perfectly corresponds to our simulation which is made for the ring 
oscillator with 5 inverters. 

Now we need to validate these theoretical findings find by 
implementing a 5-inverter based sensor on an FPGA board that 
allows for different simulations, in [2] explains that more 
information can be found on the location of the thermal peak at the 
same frequency and the same temperature of the ring oscillators 
knowing that this type of ring oscillator sensor can only determine 
the necessary information if it receives sinusoidal signals, 
therefore a sinusoidal signal as an input. 

3. Experimental implementation and results 

The main purpose of this section is the implementation and 
validation of a single ring oscillator composed of five inverters. 
VHDL code is used to describe the RO module to facilitate the 
development of its architecture for its implementation in complex 
system design. This architecture is modeled in high-level language 
and simulated to assess its performance and finally implemented 
on FPGA. The simulation results are validated by using the 
software Modelsim under Quartus Prime, which allows simulating 
the behavior of the system in time. Our design flow will be divided 
into three main parts: simulation, synthesis, and implementation of 
the VHDL code on FPGA. A description of each part will be 
presented in the next paragraphs. 

3.1. Creation and simulation of the VHDL code 

This part, presents the description of the single ring oscillator 
based of five inverters using a VHDL code editor. The code editor 
used is Modelsim. Figure 4 shows the top-level module of a single 
ring oscillator. 

 

Figure 4 Top level of the ring oscillator composed of five inverters. 

This structure in Figure 4 shows the top level of the ring 
oscillator composed of five inverters, this facilitates the simulation 
of the logic circuits thereafter. After having followed it, the 
modelization of a logic scheme of a ring oscillator based on five 
inverters with Quartus Prime and comes as the next step then the 
simulation step using ModelSim. 

After generating the two .vhd files (the primary file system and 
the "Test Bench" file) with the "System Generator" the role of the 
Quartus Prime Navigator comes in order to synthesize the design 
and generate the RTL files as shown in Figure 5. 

 
Figure 5 Structure of ring oscillator based five inverters in Quartus Prime tool. 

The structure of the single ring oscillator based of five inverters, 
after synthesis with Quartus Prime from Altera is shown in (Figure 
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5). The VHDL code implemented was validated. In this part the 
simulation will be run with the same conditions used in [11], [12] 
and [14], to validate the experimental results. This Figure 6 shows 
the results found by the simulation using the Modelsim tool. 

 
Figure 6 Display résulte of simulation the VHDL code. 

As you can see in Figure 6, the signals of simulations are 
explaining the role of inverters for example for the logical value 
zero the output is the logical value 1 and the same thing for the 
second case. The results found validate the VHDL code since it is 
the correct operation of a single ring oscillator based on five 
inverters. In this paper, the GDS (gradient Direction Sensor) 
method for thermal peak detection is used, simulated and verified 
with a VHDL code and a 'test bench' at the laboratory LIMA the 
results found meet the initial specifications. 

3.2. Implementation and downloading of the VHDL code  

Once compiled after the assignment of the pins, the program is 
ready to be downloaded on the card DE1 cyclone V family and 
5CSEMA5F31C6 as a device. This Figure 7 shows that the VHDL 
code is downloaded successfully on the card. 

 
Figure 7 Downloading the code of DE1 Altera cyclone V. 

After the download, the program was running and then the 
outputs were shown on the display of the card. The clock is at 50 
MHz, so the outputs should change with a frequency of 50 MHz 

and the following Figure 8 shows the two values (1 and 0) after 
implementation on the LCD. 

 
Figure 8 Validation of simulation results on the LCD after the implementation of 

DE1 Altera cyclone V. 

This validation of the simulation results in Figure 8 shows that 
the value displayed on the LCD matches the results found before. 
The simulation and implementation on FPGA board DE1 can be 
applied in any kind of environment to get improved performance 
to control temperature of complex system design on a chip based 
of five inverters that will form a single ring oscillator with respect 
to the conventional schematic; it is also able to keep the 
temperature constant at the desired value regardless of changes in 
the load or environment. Thus, the overshooting problem can be 
solved up to great extent. One of the important issues in the field 
of electronics is overheating problems especially when it comes to 
integrated and complex systems and microsystems, but the mean 
question is how to perform thermal monitoring, to indicate 
overheating situations, without control.  

This type of sensors all over the chip, and then their output can 
be shown simultaneously and be compared to the reference voltage 
recognized as the level of overheating. The idea of the proposed 
method is to validate the results predict the local temperature and 
gradient along the given distance in some places only on the 
monitored surface and evaluates obtained several real-time 
information in a short area in order to predict the temperature of 
the heat source. These peaks found are essential when monitoring 
the thermal matrix to avoid a critical induced thermo-mechanical 
stress. In addition, in most cases, overheating occurs in only one 
location. 

4. Conclusion 

The main objective of this paper is to simulate and implement 
a temperature sensor based on ring oscillator to make a thermal 
study at the junction. For this paper, we presented an experimental 
study for the implementation of a fully digital temperature to be 
dynamically inserted, operated and removed from the circuit after 
the test. Thus, the main advantage of this type of sensor is the 
analysis of the temperature during operation of the different blocks 
of a complex circuit implemented on FPGA. This will be useful 
for the integrated circuit designer because it offers a solution to 
thermally induced stress and local overheating in complex system 
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design which has been a major concern for the designers during 
the design of integrated circuits. 
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balanced waiting time, the proposed TDMA based scheduling scheme allocates TDMA slots 
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Experimental results show that our scheme performs better than existing schemes in terms 
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1. Introduction 

In recent years, Vehicular Ad-hoc Networks (VANETs) 
technology has drawn interest of many researchers as a common 
platform for inter vehicle communication on highways or in urban 
environments [1-5].  As a special type of Mobile Ad-hoc Network 
(MANET), VANET provides communications among vehicles 
and between vehicle, and infrastructure via Road Side Units 
(RSUs).  The relevance of VANET has been confirmed by the 
development of a specific IEEE standard, 802.11p, to support 
VANETs [2].  

Different from other ad-hoc networks, VANET has unique 
characteristics of high node mobility, dynamic topology changes 
and strict delay constraints. The applications devised for VANETs 
can be divided into the following three services: safety services, 
traffic management and user-oriented services. Among these 
services, safety services usually require bounded transmission 
delays as well as low access delays. As the IEEE 802.11p standard 
does not provide a reliable broadcast mechanism with bounded 
communication delay [2, 6], it is not sufficient for VANET 
applications which are primarily envisioned to improve road safety.  

As opposed to IEEE 802.11p, Time Division Multiple Access 
(TDMA) is inherently a collision free scheme with bounded access 

delay. Several protocols have been proposed in VANETs using 
TDMA to provide fairness and to reduce interference among 
vehicles. By concatenating or rescheduling time slots based on 
access priority, TDMA based schemes can also assign bandwidth 
resources to different vehicles on-demand. However, for TDMA 
based Medium Access Control (MAC) protocol, an efficient slot 
management is very crucial to ensure fairness as well as reusability 
of unused slots. VANETs, which have very dynamic topology, are 
very much prone to allocating a time slot in overlapping areas. In 
this case, two types of collision may occur: access collision 
between vehicles trying to access the same available time slots, and 
merging collisions between vehicles using the same time slots. 
Some researchers worked on collision issues and some worked on 
fairness; however, a comprehensive protocol to ensure fairness and 
reallocation of unused slots is still missing. 

In this work, we propose a new TDMA based MAC scheme, 
Dynamic Reallocation based Window Access MAC (DRWA-
MAC), to achieve fair slot allocation as well as reallocation of 
unused slots dynamically. Our scheme allocates time slots to the 
registered vehicles evenly; then it monitors the usage of the 
assigned slots to ensure the dynamic reallocation of unused slots 
in a fair way. Simulation results in OMNET++ show that our 
proposed scheme outperforms several existing schemes. This work 
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is an extension of our previous work originally presented and 
published in ECCE conference [1]. 

2. Related Work 

VeMAC [7, 8] is a TDMA based scheme proposed for inter-
vehicle communication in which vehicles in opposite directions 
(Left, Right) and roadside units (RSUs) are assigned with time 
slots in the same TDMA time frame by using logical segmentation. 
Though VeMAC can make use of the seven DSRC channels and 
decrease the rates of merging, and access collisions, it is burdened 
with the overhead of the size of the transmission control frame and 
cannot ensure reusability of an unused slot. 

In ACFM [9], each RSU maintains a dynamic slot assignment 
cycle for vehicles in its coverage adaptively. Under the scenario of 
light traffic, ACFM controls the excessive increase of unassigned 
slots by shrinking slots assignment cycle frame by frame. When 
there is a mass of vehicles on roads, ACFM provides more 
available slots by expanding cycle. However, to avoid interference 
between adjacent segments, ACFM requires two orthogonal 
frequencies to ensure that the same frequency is not used for a 
distance of two hops.  

TC-MAC [6] is a TDMA Cluster-based MAC protocol for 
VANET. It subdivides slots of control channel (CCH) into mini-
slots to broadcast beacons or safety messages. Here, in each frame, 
each vehicle gets allocation on a time slot in service channel (SCH) 
and competes for a mini-slot on the CCH. A vehicle uses its mini-
slot to inform the other vehicles of its transmission during time slot 
on the SCH. Cluster members can use their time slots on the 
service channels to exchange non-safety data in unicast or 
multicast communication mode. TC-MAC protocol was designed 
for simple highway traffic in which all the vehicles are moving in 
the same direction and it has high collision in bidirectional traffic 
and in urban scenarios due to the merging collision problem. TC-
MAC also suffers from inter-cluster interference problem when 
two or more clusters are in close proximity. 

PTMAC [10] is a prediction-based TDMA MAC protocol that 
predicts encounter collisions and effectively reduces the number of 
collisions while maintaining high slot utilization. Here, immediate 
vehicles within a two-hop neighborhood detects a potential 
collision if two vehicles occupies the same slot and the protocol 
removes the collision by asking one of them to change its current 
slot. As PTMAC makes TDMA slot assignment on a contention 
based approach, it is unable to ensure fairness. 

FAWAC-MAC [1] is a TDMA based scheme that uses capture 
effect to send extra data in free or unused slots. Here, all vehicles, 
which are not the owner of the current slot, check whether its own 
slot is within a predefined window size. If not, they transmit their 
packets in low power while the original owner of the slot transmits 
packets in high power. Using capture effect, the RSU can 
distinguish the power levels. In the presence of a high power 
packet, all low power packets get discarded; while in the absence, 
low power transmission succeeds. When vehicle density is very 
high, FAWAC-MAC has a chance of low power packet collision 
in free slots and if the coverage area is large, then it may also be 
suffered by near-far effect. 

FAWAT-MAC [1] uses time slot reassignment mechanism to 
transmit data in unused slots.  Here, if an RSU detects no ongoing 

transmission within one fourth of the beginning time of a slot, it 
selects the slot as unused and invites another vehicle to transmit 
data in that slot. Upon reception of the invitation packet, the 
specific vehicle transmits data for the remaining time of the slot in 
a collision free manner. The slot allocation process of FAWAT-
MAC can cause merging and one-hop neighboring collision for 
boundary vehicles. In this protocol, the waiting time for some of 
the high speed boundary vehicles can be so high that by the time 
they got their assigned slot, they may have left the corresponding 
RSU. 

3. Proposed System 

In this work, we propose Dynamic Reallocation based Window 
Access MAC (DRWA-MAC), an extension of the FAWAT-MAC 
protocol [1]. Our proposed protocol operates as a TDMA based 
MAC protocol in a centralized topology where RSUs control 
distribution and reallocation of slots.  

3.1. Assumptions 

We made the following assumptions regarding VANET’s 
context in which DRWA-MAC operates: 

• Each vehicle and RSU has a unique ID. 

• Vehicles and RSUs are equipped with GPS and are 
perfectly time synchronized. 

• At the beginning of each frame, the RSU transmits 
registration beacon and then, each vehicle, which receives 
that message, broadcasts a registration response message 
with its own ID, location and data size. For a certain amount 
of time, the whole registration response system is a 
contention based process. 

• Each newly joined vehicle that does not have a slot and 
wants to get a new slot shall listen to the channel for one 
frame. Then, after receiving the registration beacon, they 
can register to the RSU. 

 
Figure 1: Right and left direction of vehicle movement as defined 

in the protocol 

3.2. System Design 

In our proposed DRWA-MAC protocol, we consider RSU 
based centralized VANET with a set of vehicles moving in lanes 
consisting of two-way traffic. In a two-way traffic system, we 
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define a vehicle as positioned in left direction of a RSU’s 
broadcasting area if it is placed in the west half and right direction, 
if it is placed in the east half, as shown in Figure 1. 

Our scheme consists of three processes: (i) a contention based 
registration process, (ii) a fair slot distribution process and finally, 
(iii) a network monitoring process for reallocating unused slots. 
Considering the effect of these processes, the states of a vehicle 
and RSU in our proposed scheme is depicted in Figure 2 and 
Figure 3 respectively. 

As shown in Figure 2, upon reception of RSU's registration 
beacon, a vehicle moves into the registration state from its 
initialize state and sends back a registration response. Then, after 
receiving RSU's response, the vehicle moves into the network 
monitoring state; once a slot is assigned, the vehicle moves to the 
data transmission state where it transmits data in the slot assigned 
to it. At the end of the slot, the vehicle moves back to the network 
monitoring state and waits for additional slots from the RSU. 
When data transmission is complete, the vehicle moves back to the 
initialize state. 

As shown in Figure 3, after transmitting registration beacon, an 
RSU enters into the registration state where it receives response 
from vehicles for a short amount of time. After receiving 
registration response(s) from the vehicles, the RSU enters into the 
slot allocation state where it allocates available slot to the vehicles; 
then, it transmits a registration response message and moves to the 
network monitoring state where the RSU monitors network for free 
slots. If any free slot is detected, the RSU moves back to the slot 
allocation state; otherwise, it moves to the initialize state at the end 
of the TDMA frame. 

4. Details of the DRWA-MAC Protocol 

DRWA-MAC consists of three processes: (i) a contention 
based registration process, (ii) a fair slot distribution process, and 
(iii) a network monitoring process. In this section, we discuss the 
details of these processes and also, present our slot distribution 
algorithm. 

4.1. Registration Process 

At the beginning of the TDMA frame, RSU transmits a 
registration beacon for all the vehicles in its broadcasting area. 
Upon reception of the registration beacon, each vehicle sends back 
a registration response message to the RSU using a contention 
based approach. To accommodate the vehicles response, this 
contention based procedure continues for a certain predefined 
amount of time. Within registration response message, vehicles 
send back their ID, location and data size. 

4.2. Slot Distribution Process 

After registration process, RSU’s usually have N number of 
participating vehicles that need to be assigned with S number of 
slots. As the registration response from each vehicle consists of 
location information, RSU can differentiate the L number of 
vehicles on its left and the remaining (N-L) number of vehicles on 
its right direction in a road with two-way traffic. Our protocol 
divides the available S slots into S/2 ODD, and S/2 EVEN sets. 
Then, the S/2 ODD slots are distributed among the L left 
directional vehicles and S/2 EVEN slots to (N-L) right directional 
vehicles. Our protocol uses a repeated round robin approach for 
channel assignment. In case the number of vehicles is less than 
the number of slots, i.e., S>N, one or more vehicle may get 
multiple slots in the same frame. An example is shown in Figure 
4 where there are 8 slots in a frame with two left direction vehicles 
(V[1], V[3]), and two right direction vehicle (V[2], V[4]); a 
repeated round robin distribution will allocate slot 1, and 5 to V[1], 
slot 2, and 6 to V[2], slot 3, and 7 to V[3] and slot 4, and 8 to V[4]. 
On the other hand, if L < S/2 and (N–L) > S/2, one or more left 
directional vehicles will get multiple slots but (N–L–S/2) right 

 

Figure 2: Vehicle state diagram in our scheme where a 
vehicle can be in one of the four states: initialize, registration, 

network monitoring, and data transmission 
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Figure 3: RSU state diagram in our scheme where the RSU can be in one 
of the four states: initialize, registration, slot allocation, and network 

monitoring 
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directional vehicles will not get any slot allocation. Our slot 
distribution algorithm is shown in Algorithm 1. 

 

Algorithm 1: TDMA Slot Distribution 

1: foreach available slot s in frame f 

2:       calculate even slot es and odd slot os 

3: foreach registered vehicle v 

4: If vehicle v is right directional and es>0 

5: assign an  even slot es to vehicle v 

6: es = es - 1;  

7: else if os>0 

8: assign an odd slot os to vehicle v 

9: os = os – 1; 

10: s = s – v; 
 

4.3. Transmission Monitoring Process 

After slot assignment, vehicles usually begin transmission in 
their assigned slots. Even though all the vehicles register for 
TDMA slot, some of them may not use all of their assigned slot(s); 
this could be due to early completion of data transmission, passing 
over RSU’s broadcasting area, detection of the safety message that 
is already broadcasted, etc. To avoid wastage, for each slot, our 
protocol employs a monitoring process at the RSU end to check 
whether an existing transmission is going on or not; if not, then it 
ensures reallocation. Here, an RSU detects transmission status by 
monitoring the first one fourth of the beginning time of a slot; if no 
data is transmitted during this period, the RSU mask the slot as a 
free and broadcasts a very light NULL packet similar to a becon 
signal. Inside the NULL packet, RSU sends the ID of the vehicle 
having maximum data size; this is possible because at the 
beginning of the frame, each vehicle registers with its data size. 
Upon reception of the NULL packet, the specific vehicle transmits 
data for the remaining time of the slot and hence, reallocation of 
unused slots is achieved in a collision free manner. 

Figure 5 shows operation of the proposed DRWA-MAC in 
detail. Here, V[1], and V[3] are left directional vehicles and V[2], 
V[4] are right directional vehicles. V[1], V[2], V[3], and V[4]  
have 24MB, 22MB, 4MB, and 4MB of data to transmit 
respectively. These vehicles V[1], V[2], V[3], V[4] are assigned 
with slots (1,5), (3,7) and (2,6), (4,8) respectively by our slot 
allocation algorithm. Considering max data size of each slot as 4 
MB, at slot 7, RSU will detect that there is no ongoing transmission 
in channel as V[3] has no data left to send and therefore, will select 

V[1] as it has 16 MB data remaining for transmission (out of 24 
MB, V[1] has transmitted 8 MB in slot 1 and 5). So, V[1] will be 
able to send 3 MB of data in the remaining 3/4 of the slot and will 
have 13 MB data left for transmission. At slot 8, RSU again will 
detect that there is no ongoing transmission in the channel as V[4] 
has no data left to transmit and will select V[2] as it has 14 MB 
data remaining while V[1] has 13 MB of data remaining to transmit. 

5. Effectiveness 

In our protocol, the use of “time slot reassignment” technique 
makes use of most of the wasted slots and hence, increases overall 
throughput of the TDMA network. As our protocol works in RSU 
based centralized topology, it is free of access collision. Since the 
proposed protocol uses RSU’s guidance based “time slot 
reassignment” technique where a single vehicle is selected by RSU 
to send message in free slots, it is also free from hidden node 
collision.  

Instead of straight forward segmentation like VeMAC, our 
protocol divides and allocates slots in ODD-EVEN basis and it 
balances waiting time of the partitioned vehicles. This distribution 
process also avoids or minimizes merging collision and one-hop 
neighboring collision. To support our argument, an example 
scenario is depicted in Figure 6. In this scenario, there are 2 RSUs, 
RSU[0], and RSU[1]. We show that vehicle V[4], V[6] of RSU[0] 
and V[5], V[7] of RSU[1] are one hop neighboring collision free 
as RSU[0] assigns EVEN slots to V[4], and V[6] and on the other 
hand, RSU[1] assigns ODD slots to the vehicles v[5], and v[7]. 
Additionally, if we consider the position of vehicle V[5] of RSU[1] 
and V[1] of RSU[0], we can claim that our protocol also minimizes 
merging collision because both V[5] and V[1] are placed in 
left/west half of their respective RSU and each is assigned with 
ODD slots. By the time V[5] enters into the coverage area of  
RSU[0], V[1] may leave and the slot freed by V[1] can be 
reassigned to V[5] so that V[5] can transmit data in the  running 
frame. 

Slot Numbers 
 

1 2 3 4 5 6 7 8 

V[1] V[2] V[3] V[4] V[1] V[2] V[3] V[4] 
Figure 4: Example of slot allocation in our proposed scheme using 
repeated round robin distribution where the index represents vehicle ID. 
In this example, there are 4 vehicles where each vehicle received 2 slots 
each 

 

Figure 5: Operation of proposed DRWA-MAC with four vehicles and 8 slots in 
each frame where 4MB of data can be transmitted in each slot. Initial slot 

assignment is as shown in Figure 4 
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6. Simulation Results and Analysis 

In our simulation experiments, we have compared the 
performance of our proposed DRWA-MAC protocol with ACFM, 
VeMAC, PTMAC, FAWAC-MAC and FAWAT-MAC in terms 
of number of successfully transmitted data packet, average delay, 
and data loss ratio on overall road traffic network. 

6.1. Simulation Environment 

We have implemented DRWA-MAC protocol on the VEINS 
[11] framework of OMNET++ [12] network simulator. The 
vehicle movement and related realistic road traffic scenario is 
generated using SUMO [13] urban mobility traffic generator. 

In our scenarios, we considered a 2000m×1000m rectangular 
two way road traffic network with ten junctions as shown in 
Figure7, where each junction contains three lanes. We have 

covered our road network segment with three non-overlapping 
RSUs as shown in Figure 8. 

For comparison, we have devised five scenarios with 22, 41, 
61, 83, and 102 vehicles and measured the performance of the 
mentioned protocols in cases where 10%, 15% and 20% of the 
registered vehicles were not using their assigned slots. 
Configuration of the simulation is listed in Table 1. 

6.2. Simulation Result 

In this section, we show performance comparison of DRWA-
MAC with the aforementioned protocols. 

Figure 9 shows performance comparison in terms of 
successfully transmitted data packets when 10% of the vehicles are 

not using their assigned slots. As shown in Figure 9, initially at 
light traffic, only FAWAC-MAC performed better than DRWA-
MAC. However, the performance of FAWAC-MAC gradually 
decreased with the increase of traffic. In high traffic scenarios, the 
performance of VeMAC, ACFM, PTMAC and FAWAT-MAC 
degraded noticeably. This is because these protocols suffer from 
merging collision and one-hop neighboring collision. On the other 
hand, DRWA-MAC minimized these collisions and outperformed 
all the other schemes when network density is higher. 

 
Figure 6: Example scenario of proposed DRWA-MAC protocol which depicts 

that the protocol is free from one-hop neighboring collision and merging 
collision 

 

Figure 7: 2000m×1000m rectangular traffic network with ten junctions 
and 3×3 lane road in SUMO 

 

Figure8: OMNET++ view of the road network with RSUs 

Table 1: Simulation Parameters 
Parameter Value 

Number of lanes 3+3 
Number of scenario 5 
Number of vehicles 22, 41, 61, 83 and 102 

TxPower 20mW 
TxDatasize 10Mbps 

Number of slots per frame 256 
Slot time 50ms 

Registration time 2s 
Simulation time 2 frames, on 258s to 288s 

Figure 9: Performance comparison in term of successfully transmitted data 
packets when 10% of the vehicles are not using their assigned slots 
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Figure 10 shows performance comparison in terms of average 
delay when 10% of the vehicles are not using their assigned slots. 
Though for a single channel, the overall throughput of VeMAC is 
not optimum, it has the most favorable average delay. On the other 
hand, our proposed DRWA-MAC performed better by 
maintaining almost the same average delay as ACFM, PTMAC, 
FAWAC-MAC and FAWAT-MAC.  

Figure 11 shows performance comparison in terms of data loss 
ratio where 10% of the registered vehicles are not transmitting data 
in the assigned slots. Because of inherent huge low power 
transmission, as shown in Figure 11, FAWAC-MAC is having 

high data loss, though those low power packets were bearing 
opportunistic data. VeMAC has the lowest data loss ratio while 
DRWA-MAC has similar data loss ratio compared to other 
protocols.  

In Figure 12 and 13, we show performance comparisons in 
terms of successfully transmitted data packets for cases where 15% 
and 20% of the registered vehicles are not transmitting data in their 
assigned slots respectively. With the increase of free slots, the 
performance of VeMAC, ACFM and PTMAC decreased as these 
protocols do not have any process to ensure reusability of slots. 
However, as FAWAC-MAC, FAWAT-MAC and DRWA-MAC 

Figure11: Performance comparison in terms of data loss ratio when 10% of the 
vehicles are not using the slots assigned to them 
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Figure10: Performance comparison in terms of average delay when 10% of the 
vehicles are not using their assigned slots 

Figure 12: Performance comparison in terms of successfully transmitted data 
packets when 15% of the vehicles are not using their assigned slots 

Figure 13: Performance comparison in terms of successfully transmitted data 
packets when 20% of the vehicles are not using their assigned slots 
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can unsure reusability of free slots, their performance were not 
affected significantly. From Figure 9, 12 and 13, we can conclude 
that though FAWAT-MAC and DRWA-MAC improves the 
amount of successful data transmission by ensuring reallocation of 
free slots even though one fourth of the data capacity of those free 
slots degraded due to the detection delay of the RSU.  

Figure 14 shows a bar diagram of successfully transmitted data 
packets for 102 cars in the network by grouping scenarios where 
10%, 15% and 20% of the vehicles are not using their assigned 
slots. This diagram is also shows that with the increase of free slots, 
the performance of VeMAC, ACFM and PTMAC decreased, but 
the performance of FAWAC-MAC, FAWAT-MAC and DRWA-
MAC were not affected significantly. As shown in the figure, 
DRWA-MAC outperforms all other schemes in terms of 
successfully transmitted data packet in all the experimental 
scenarios. 

7. Conclusion 

This article proposes a dynamic reallocation based window 
access scheme, DRWA-MAC, for centralized TDMA based 
VANETs. The proposed scheme maintains a balanced waiting 
time for vehicles by dividing TDMA slots into ODD slots and 
EVEN slots and then, by evenly distributing all TDMA slots 
among the registered vehicles in a rational way. Our slot allocation 
algorithm ensures fairness in slot allocation among the vehicles as 
well as reduces merging collision and one-hop neighboring 
collision. By dynamically monitoring and reallocating unused slots 
using “time slot reassignment” mechanism, the proposed DRWA-
MAC achieved significantly higher throughput compared to other 
conventional TDMA based centralized protocols. Simulation 
results show the effectiveness of the proposed protocol in terms of 
successfully transmitted data packets, average delay and data loss 
ratio on overall road traffic network in different scenarios. 
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This paper investigates the efficiency benefits of replacing the Silicon
diodes of a commercial IGBT module for the main inverter applica-
tion of an electric vehicle with Silicon Carbide diodes, leaving the pack-
age, operating conditions and the system unchanged. This ensures that
the comparison is directly between the chip technologies without any
scope for discrepancies arising out of differences in the packaging, gate-
driver circuit etc. A behavioral power loss calculation model is used
to investigate the performance of the two modules for various drive cy-
cles (Artemis, WLTP, NEDC). The behavioral power loss model is ex-
perimentally validated using two independent measurement methods,
namely, power analyser based electrical input output method, and a
calorimetric method which was developed especially for the low lossy
light load condition. Furthermore, it is shown that the electrical method
has close to 30% inaccuracy making it unsuitable for the main inverter
applications, especially for comparing two different chip technologies,
e.g., Silicon versus Silicon Carbide. The developed calorimetric method
in contrast offers lower than 3% uncertainty.

1 Introduction

This paper investigates the efficiency benefits of
replacing a Si IGBT based power module of an
automotive traction inverter with a SiC Hybrid mod-
ule, for public mission profiles such as NEDC, WLTP
and Artemis. This paper is an extension of the work
presented in [1] and [2], where the hybrid-Silicon
Carbide (SiC) module was characterized and mis-
sion profile analysis was performed for public mis-
sion profiles. In this work, additionally, the inverter
power loss model used for analysis will be experi-
mentally validated using two independent methods,
firstly with the input-output based electrical method,
and secondly with the calorimetric method presented
in [3], suitable for automotive main inverters which
operate at light load conditions, i.e., less than a quar-
ter of the nominal current more than 90% of the time.

2 Review of Literature and Moti-
vation

A vast number of papers have been published in the
last two decades investigating the advantages of SiC in
automotive converters, especially by car makers like
Toyota [4] and Ford [5] among others. While a vast
majority of the publications have been on dc-dc ap-
plications with high switching frequency, one can find
only a few papers addressing the traction inverter ap-
plication which is generally a low switching frequency
application (8 to 20 kHz). These papers that address
the topic of SiC for automotive traction inverters often
have one or more of the following drawbacks:

1. The considered switching frequencies are far
higher than typical application requirements,
e.g., [6] presents a full-SiC automotive in-
verter, but the switching frequency considered
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is 50 kHz.

2. The considered devices are rated for low cur-
rents, in the range of 4 to 20 A, e.g., [7, 8, 9]. The
resulting inverters are quite far from the typi-
cal application requirements of the traction in-
verter (above 100 A).

3. An impractical number of smaller devices are
considered connected in parallel to meet the
power ratings of a high power Insulated Gate
Bipolar Transistor (IGBT) module. For exam-
ple, [10] provides a comparison of SiC Junction
gate Field Effect Transistors (JFETs) against Sil-
icon (Si) IGBTs in traction inverter application
for typical mission profiles. But in order to com-
pare the 5 A SiC JFETs against a 300 A Si IGBT
module, it is assumed that 60 JFETs are con-
nected in parallel, which makes it an impractical
and unfair comparison!

4. The devices and/or packages chosen for compar-
ison are not suitable for mass production, but
merely design studies, e.g., [11]. The constraints
for a mass produced module can be quite differ-
ent than for a design study module.

5. The compared Si and SiC chips are in com-
pletely different packages or application condi-
tions, e.g., [12, 13, 14]. This makes it difficult to
evaluate if the reported benefits of SiC are really
coming from the advantages offered by the tech-
nology itself or simply due to the difference in
package/operating conditions.

In short, a clear investigation of the efficiency benefits
of using SiC as a direct replacement for a commer-
cial Si- IGBT module at various boundary conditions,
without giving any scope for discrepancies arising out
of differences in the package, system, gate-driver cir-
cuit etc., is still missing in literature. This paper inves-
tigates the benefits of replacing a commercial Si IGBT
module with a prototype Hybrid SiC module, as a first
step, leaving the other components of the package and
the system unchanged.

3 The Compared Modules

Infineon HybridPACK Drive [15] FS820R08A6P2B
is chosen as the Si-IGBT module owing to its
best-in-class low stray inductance (LsCE=8nH) which
makes it suitable for very fast switching applications.
FS820R08A6P2 is an automotive qualified B6 bridge
power module based on the new EDT2 Micro-pattern
Trench-Field-Stop technology, with an implemented
current rating of 820A per phase, and a blocking volt-
age rating of 750V. It has three IGBTs of 100 mm2

each in parallel per switch (in total, AI = 300 mm2

per switch) and three anti-parallel diodes of 50 mm2

each in parallel per diode (in total, AD = 150 mm2

per switch). Figure 1(a) shows an IGBT-diode pair of
one switch. It comes with a Pin-Fin baseplate which is

suitable for direct water cooling, and can operate up
to Tj=175°C. It has one NTC per-phase integrated di-
rectly on the DCB which can be used for temperature
sensing. For brevity, this module shall be referred to
simply as “HPD” in this paper.

(a) With Si diode (b) With SiC
diodes

Figure 1: An IGBT-diode pair of HybridPACK Drive
Module

For the purpose of evaluating the benefits of SiC,
a prototype SiC Hybrid module has been produced
by replacing the Si diodes of HPD with Generation-
5 650V SiC Schottky diodes from Infineon [16]. The
SiC diodes have a die size of 7.12 mm2 and a nominal
current rating of 40A. Each of the 50 mm2 Si diodes
are replaced by a parallel connection of six SiC diodes
as seen from figure 1(b), leaving the remaining con-
struction of the module as it is, for a direct evaluation
of the SiC diodes vis-a-vis the Si diodes. This module
shall be referred to as “HPD-Hyb-SiC” in this paper.

3.1 Inverter Power Loss Calculation
Model

For a good comparison of the power loss performance
of different chip technologies, it is imperative to have
an accurate inverter power loss model. This model
should offer an uncertainty significantly lower than
the performance difference between the technologies
compared. For example, it is meaningless to com-
pare two different technologies which differ in loss
performance by 20% with a model which suffers from
15% uncertainty, because it is not possible to ascer-
tain if the apparent difference between the technolo-
gies is indeed because the technology is better than
the other, or if it is merely due to the high uncertainty
of the model used. Since this paper would compare Si
and SiC technologies which usually differ by 10 to 20
percent, a model with an uncertainty of < ±5% pre-
sented in [17, 18] is used and the parameters A11- E43
are determined for both the modules. The parameters
for HPD can be found in [17, 18], and those for HPD-
Hyb-SiC in [2].

4 Mission Profile Analysis

The model discussed in the previous section is used
to compare the performance of the two modules
for 5 different mission profiles, viz., Artemis-Urban,
Artemis-Highway, Artemis-Rural, WLTP and NEDC.
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For the mission profile investigation, a typical mid
size sedan similar to Volkswagen Golf presented in [2]
is chosen as the reference vehicle. The results at 8kHz
are given in figure 2.

(a)

(b)

(c)

Figure 2: Results of Mission Profile Analysis for the
modules

As a result of the higher average driving speed,
the overall losses are the highest for Artemis High-
way driving Cycle. Artemis Urban on the contrary,
has the least average losses due to its low average
speed. HPD-Hyb-SiC has about 10-20% lower losses
compared to HPD-Si. The reduction in the losses is
the highest for the Artemis Urban cycle, where the in-
verter operates in the low current regime. This is be-

cause, at low currents the switching losses (which are
significantly lesser in the SiC diode compared to the Si
diode) dominate over the conduction losses (which are
higher in the SiC diodes than the Si diodes). Next, the
study is repeated at different switching frequencies,
8-15kHz. The improvement in efficiency of the SiC
module over the Si module is summarized in figure
3. Again, the highest benefit of increasing fsw is for
the Artemis Urban drive cycle, which sees more than
1.2% improvement in efficiency at 15kHz compared
to about 0.7% at 8kHz. Artemis Rural and Artemis
Highway cycles too are not far behind. This is be-
cause in all the artemis cycles, the switching losses
dominate over the conduction losses, and the scope
for improvement with SiC diodes is high. The NEDC
and WLTP cycles are mostly dominated by conduction
losses, and as a result the benefit of using SiC diodes
is not high.

Figure 3: Mission Profile analysis at different fsw

5 Experimental Validation of the
Behavioral Power Loss Calcula-
tion Model

To have a good confidence level in the behavioral
power loss calculation model used for mission profile
analysis and to verify it experimentally, it is impor-
tant to measure the inverter power losses at various
operating points, preferably with two independent
methods. Firstly, power loss measurements are per-
formed at various inverter operating points with the
power-analyser based input-output electrical method,
which, being relatively easier to perform, is the most
commonly used method for such applications. The
sources of uncertainty are thoroughly analysed and it
will be shown that this method has high uncertainty
due to the switched nature of the output voltage wave-
form. A common solution to this problem is to add a
sine output filter. However, the results include also
the losses in the filter leading to wrong results, as will
be shown in this paper. Thus, it is necessary to re-
sort to the calorimetric method proposed in [3], which
is nearly as easy to perform as the electrical method
and is particularly suitable for low-lossy conditions.
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This method does not require the use of an expensive
calorimeter.

6 The Electrical Input-Output-
based Method

6.1 Test Setup

A test platform is built as per the schematic in figure
4. The inverter (described in section 7) is connected to
a 3-phase inductive load. The input dc current Idc and
output rms currents Irms are sensed using high accu-
racy closed loop current transducers IT 200-S ULTRA-
STAB [19] and LF 510-S [20] respectively, which are
then fed into a state-of-the-art precision Power Anal-
yser WT1800 [21]. WT1800 has a high sampling fre-
quency of 2 MHz with 16-bit resolution and a band-
width of 5 MHz. It is also equipped with a digital line
filter which can be set for frequencies from 100 Hz to
100 kHz. The impact of using this line filter on the ac-
curacy will be also discussed later in this paper. The
inverter is run in open-loop mode, and the desired
output voltage is requested by setting the modulation
index accordingly. The power analyser measures the
input dc power Pdc and the output ac power Pac, and
the difference is equal to the power loss Ploss, from the
basic definition, as per equation 1.

Ploss = Pdc − Pac (1)

Figure 4: Schematic for measurement of power losses
with the electrical method

6.2 Sources of Uncertainty

Uncertainties occur in this method, on account of
the delays introduced by the probes and unintended
phase-shifts between the different measured signals.
In this section, the uncertainty involved in this

method will be systematically derived. Out of the
scope of this work are the errors introduced on ac-
count of the Radio Frequency Interference (RFI) and
Electro Magnetic Interference (EMI) emanating from
the high di/dt and dv/dt prevailing in hard switched
power converters.

The uncertainty in the measurement of the power
loss ∆Ploss from equation 1 can be derived using the
Gaussian law of error propagation.

∆Ploss

Ploss
=

√(
∆Pdc

Pdc

)2

+
(
∆Pac

Pac

)2

(2)

Equation 2 gives the uncertainty with a confidence
value of about 68%. This will simply be referred to as
uncertainty in the rest of this work. The upper bound
for the uncertainty ∆Ploss,max can be simply calculated
as

∆Ploss,max

Ploss
=
∆Pdc

Pdc
+
∆Pac

Pac
(3)

This will hence be referred to as the maximum un-
certainty.

6.2.1 Uncertainty in Pdc

To calculate ∆Pdc, we have to go back to the funda-
mental equation of dc power, i.e.,

Pdc = Vdc · Idc (4)

and the uncertainty can again be calculated by the
Gaussian law described above as:

∆Pdc

Pdc
=

√(
∆Vdc

Vdc

)2

+
(
∆Idc

Idc

)2

(5)

and the maximum uncertainty as:

∆Pdc,max

Pdc
=
∆Vdc

Vdc
+
∆Idc

Idc
(6)

From the reference manual of the power analyser
[21], the uncertainties for the dc voltage measurement
are given as a function of the set range Vdc,range and
the reading itself as follows

∆Vdc = 0.0005 ·Vdc + 0.001 ·Vdc,range [V ] (7)

Additionally, it must be remembered that there
is also a ripple in Vdc consisting mainly of a second
harmonic of the fundamental frequency, and small
magnitudes of harmonics of the switching frequency.
These harmonics also contribute to the uncertainty, as
will be covered in section 6.2.2. But, as the magnitude
of this ripple is quite small, their contribution to the
uncertainty can be neglected.

The uncertainties for the measurement of Idc are
similarly given as

∆Idc,analyser = 0.0005·Idc+0.001·Idc,range [A] (8)

∆Idc,analyser, however, is the uncertainty of just the
power analyser and since we are using an external
LEM current transducer, we also have to take its un-
certainty into account. From [19], the uncertainty
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for the LEM transducer on the secondary side can be
given as:

∆Idc,LEM,max,sec = IOE+εL ·Ipry,range ·KN [A] (9)

and

∆Idc,LEM,sec =
√
I2
OE + (εL · Ipry,range ·KN)2 (10)

where, IOE = 80 · 10−6A is the electrical off-
set current, εL = 3 · 10−6A is the linearity error,
Ipry,range=200A is range on the primary side and
KN=0.001 is the turns ratio. It is to be noted that, the
effects due to self heating in the current transducer
are neglected and it is assumed that the transducer is
at a constant temperature of 25 ◦C. Since we are in-
terested in the primary current for calculating Pdc, the
absolute uncertainties get divided by the turns ratio
as follows:

∆Idc,LEM =
∆Idc,LEM,sec

KN
(11)

∆Idc,LEM,max =
∆Idc,LEM,max

KN
(12)

Clubbing equations 8, 9 and 11/12, we obtain the
effective uncertainty for Idc as:

∆Idc

Idc
=

√(
∆Idc,analyser

Idc,analyser

)2

+
(
∆Idc,LEM

Idc,LEM

)2

(13)

∆Idc,max

Idc
=
∆Idc,analyser

Idc,analyser
+
∆Idc,LEM,max

Idc,LEM,max
(14)

6.2.2 Uncertainty in Pac

From the fundamental equation for the ac power for a
line-line voltage of Vrms, line current Irms and a power
factor angle φ (in radians),

Pac =
√

3 ·Vrms · Irms · cosφ (15)

and the uncertainty can again be calculated by the
Gaussian law described above as:

∆Pac

Pac
=

√(
∆Vrms

Vrms

)2

+
(
∆Irms

Irms

)2

+ (∆φ · tanφ)2 (16)

When φ is expressed in degrees, we have:

∆Pac

Pac
=

√(
∆Vrms

Vrms

)2

+
(
∆Irms

Irms

)2

+
( π

180
·∆φ · tanφ

)2

(17)
The calculation of uncertainty in the measurement

of Pac is less straightforward than that for Pdc. This
is because, the inverter output voltages and currents
used for determining Pac are not pure sinusoids and
contain a spectrum of various frequencies, and the
uncertainties of the power analyser are differently de-
fined for the spectral components of different fre-
quencies. Moreover, the reference manuals for the

power analyser define the uncertainties only for pure
sine waves and do not explicitly describe how these
spectral components have to be treated. One simpli-
fied approach, commonly adopted in literature, is to
assume that the output voltage spectrum would be
dominated by the fundamental output frequency fo
and then calculate the uncertainty as if the output
voltage were a pure sine wave with fo. However, as
can be expected and as shall be shown later in this pa-
per, such an approach results in a significant discrep-
ancy in the estimation of uncertainty. Therefore, in
this work, we propose the following spectrum-based
approach.

Spectrum-based Approach to Calculating Uncer-
tainty of Non-sinusoidal Signals

Figure 5: Reading- and range-uncertainties for a sum-
mation of signals

To understand how reading- and range- uncertain-
ties should be calculated for a signal that is a com-
bination of several signals, consider figure 5 which
shows three signals, viz. y1(t) at 50 Hz, y2(t) at 350 Hz
and y(t)= y1(t)+y2(t). Lets assume that all the signals
are measured with the same range r. Lets consider
the points (t,y1), (t,y2) and (t,y) on the three signals
respectively. The uncertainties for the three signals
are also shown. The reading uncertainties ∆y1/2,reading
can be calculated as follows:

∆y1,reading = εreading(f )
∣∣∣∣∣
f =50Hz

· y1 (18)

∆y2,reading = εreading(f )
∣∣∣∣∣
f =350Hz

· y2 (19)

where, εreading(f) is the frequency-dependent reading
uncertainty coefficient normally specified in the refer-
ence manual. The range uncertainties ∆y1/2,range can
be calculated as follows:

∆y1,range = ∆y2,range = εrange · r (20)

where, εrange is the uncertainty coefficient for the
range, also specified in the reference manual. As the
dependency of the range uncertainty on the spectral
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components is small, it is assumed that εrange is in-
dependent of f. The reading uncertainty ∆yreading for
the summed signal can be calculated simply by the
sum of the reading uncertainties for the two signals
as follows: The uncertainties for the three signals are
also shown. The range uncertainties ∆yrange can be
calculated as follows:

∆yreading = ∆y1,reading +∆y2,reading (21)

(a) A fundamental period of Vac in time domain

(b) Spectral components

(c) Reading uncertainty for the spectral components

Figure 6: Measured output line-line voltage Vac of a
hard-switched inverter

The range uncertainty ∆yrange, however, could be
expected to be the same for ∆y as for ∆y1/2 as we are
using the same range. This means that, unlike in the
case of the reading uncertainty, the range uncertainty
for the sum of two signals is not equal to the sum of

the range uncertainties for the two signals. Therefore,
∆yrange is equal to that calculated by equation 20.
Let us now consider a practical example. Figure 6(a)
shows one fundamental period of the measured wave-
form of a typical hard-switched inverter output line-
line voltage Vac. First, the measured voltage wave-
form is subject to a fourier transformation to decom-
pose it into its spectral components, as shown in fig-
ure 6(b). It can be seen that apart from the funda-
mental frequency 50Hz, there is significant contribu-
tion at the switching frequency 8kHz and multiples
thereof. The reading uncertainties for the different
components are calculated using the respective equa-
tions in table 1, as defined by the reference manual.
Figure 6(c) shows the calculated reading uncertainty,
both absolute and percentage, as a function of the
spectral frequency. The original spectrum taking into
account the uncertainties is now transformed back
into the time domain. The range uncertainty is cal-
culated as described previously and is added to this
time-domain signal to yield the required Vac +∆Vac.

Table 1: Definition of Uncertainty for different Spec-
tral Components

DC ∆Vrms = 0.0005 ·Vrms + 0.001 ·Vrms,range

0.1-10 Hz ∆Vrms = 0.001 ·Vrms + 0.002 ·Vrms,range

10-45 Hz ∆Vrms = 0.001 ·Vrms + 0.001 ·Vrms,range

45-66 Hz ∆Vrms = 0.001 ·Vrms + 0.0005 ·Vrms,range

66-1000 Hz ∆Vrms = 0.001 ·Vrms + 0.001 ·Vrms,range

1-50 kHz ∆Vrms = 0.003 ·Vrms + 0.001 ·Vrms,range

50-100 kHz ∆Vrms = 0.006 ·Vrms + 0.002 ·Vrms,range

100-500 kHz ∆Vrms = (0.00006 ∗ f ) ·Vrms + 0.005 ·Vrms,range

500-1000 kHz ∆Vrms = (0.00022 ∗ f − 0.08) ·Vrms + 0.01 ·Vrms,range

This spectrum-based approach is also used to cal-
culate the uncertainty for the current Iac. The mea-
sured waveform is shown in figure 7(a). It can be seen
that, unlike Vac, Iac is nearly sinusoidal which is on ac-
count of the inductance of the load. This can also be
verified from the frequency spectrum shown in figure
7(b) where it can be seen that most of the energy is
concentrated at the fundamental frequency. The con-
tribution of the harmonics of the fundamental and
the switching frequency is significantly lesser than in
the case of Vac. The calculated uncertainty as a func-
tion of the frequency spectrum is shown in figure 7(c).

The total uncertainties thus calculated for the rms
values of Vac and Iac are tabulated in table 21. The
approximate approach underestimates the uncer-
tainty in Vac by a factor of three compared to the
spectrum-based approach, due to the abundance of
high-frequency content in the waveforms. For Iac,
on the other hand, both approaches result in nearly
the same value, owing to the current waveform being
nearly sinusoidal. Therefore, it can be summarized
that the approximated approach is sufficient for cal-
culating uncertainty in Iac, but it is necessary to go to

1As with Idc, we are using an external LEM current transducer for measurement and therefore, we must separately calculate the
uncertainties ∆Irms,analyser and Irms,LEM for the power analyser and the LEM transducer [20] respectively.
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the more exact spectrum-based approach for calculat-
ing uncertainty in Vac. Moreover, in applications with
a higher switching frequency or a higher operating
dc-link voltage Vdc, which is typical for a Silicon-
Carbide-based application, the uncertainty in Vac is
higher respectively due to a wider distribution in the
spectrum and a higher range that has to be chosen. In
such applications, a higher deviation can be expected
between the approximate and the spectrum-based
approach which makes it more meaningful to use the
spectrum-based approach.

(a) A fundamental period of Iac in the time-domain

(b) Frequency spectrum

(c) Reading uncertainty for the spectral components

Figure 7: Measured line current Iac

The uncertainty contribution due to the current trans-
ducer ∆Irms,LEM can be calculated as follows:

∆Irms,LEM = 0.005 · Irms,nom (22)

where, the nominal current Irms,nom=500A for the

device used. The uncertainty ∆Irms can be now writ-
ten as

Table 2: Calculated measurement uncertainty for Vrms
and Irms

Vrms
∆Vrms

Approximate Spectrum-based

185.39 V 0.39 V (0.2 %) 1.11 V (0.6 %)

Irms
∆Irms,analyser

Approximate Spectrum-based

106.158 A 0.181 A (0.17%) 0.203 A (0.19%)

∆Irms

Irms
=

√(
∆Irms,analyser

Irms,analyser

)2

+
(
∆Irms,LEM

Irms,LEM

)2

(23)

and the maximum uncertainty as

∆Irms,max

Irms
=
∆Irms,analyser

Irms,analyser
+
∆Irms,LEM

Irms,LEM
(24)

For WT-1800, ∆φ is given as

∆φ =
(∣∣∣∣∣φ − cos−1

( λ
1.002

)∣∣∣∣∣)+ sin−1 (0.001 ·Vrms · Irms)

(25)
where λ is the power factor. Lastly, it has to be re-

membered that the uncertainty of the power analyser
depreciates over the passage of time from its recent
calibration. For WT-1800, the uncertainty at one year
is 1.5 times that at 6 months.

6.2.3 A Common Measurement Mistake while ap-
plying Line Filters in Power Analysers

Most state-of-the-art power analysers come equipped
with digital line filters which can be used to attenu-
ate spectral components in the measured signals with
a frequency higher than a certain cut-off frequency
(generally programmable individually for each input
channels). These filters are meant to be used on mea-
surement signals where there is high frequency noise
due to the limitation of the measuring equipment. Let
us suppose that such a filter is used on the Iac signal
with a cut-off fequency of, say, 1kHz. The high fre-
quency components in Iac are predominantly due to
measurement noise as can be seen from figure 7(b)
and table 2, and using such a filter would help in
attenuating this noise, thereby making the measure-
ments more meaningful. However, suppose we use
the same filter, either intentionally or accidentally,
on Vac which inherently has a high-frequency content
(see figure 6(b) and table 2), other than measurement
noise. In such a case, the filter would attenuate not
only the noise, but also these high frequency compo-
nents. This would, in turn, result in a lower-than-
real measured value for Pac and therefore, a higher
Ploss. Therefore, the line filter should be used only on
signals which do not inherently have high frequency
components, like Vdc, Idc and Iac, but not on signals
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like Vac which have a high frequency content. This is a
common mistake while performing measurements in-
corporating such line filters, and will be demonstrated
in the next section 6.3.

6.3 Measurement Results

Figures 8-12 show the power losses measured with the
electrical method for different application conditions.
The uncertainties calculated for each of the measure-
ments, using the spectrum-based approach described
in the previous section, are shown as bars around the
measurement points. Also shown are the simulated
results based on the behavioral model discussed pre-
viously, and the relative deviation of the measured
values from the simulation.

Figure 8(a) and 9(a) show Ploss measured for dif-
ferent output rms currents, Irms, at Vdc=100V and
300V respectively. Across the entire range of the mea-
sured current, it can be seen that the simulations are
within the tolerance of this state-of-the-art electri-
cal input-output measurement approach, thereby val-
idating the behavioral power loss calculation model.

In figures 10(a) and 11(a), the results are shown
for different values of the gate resistances Rg,on and
switching frequencies fsw. It can again be seen that
the simulations are within the tolerance of this state-
of-the-art input-output measurement approach.

(a) Ploss

(b) Relative Deviation (%)

Figure 8: Comparison of the electrical method with
simulations: Ploss vs. Irms at Vdc=100V

(a) Ploss

(b) Relative Deviation (%)

Figure 9: Comparison of the electrical method with
simulations: Ploss vs. Irms at Vdc=300V

(a) Ploss

(b) Relative Deviation (%)

Figure 10: Comparison of the electrical method with
simulations: Ploss vs. Rg,on
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Lastly, figure 12 shows the measurements per-
formed with the line filter (cut-off frequency=1kHz)
enabled for the output ac voltage Vac, and compares
them with the measurements without the filter. As
explained in section 6.2.3, it can be seen that the
losses measured are higher without the line filter be-
cause the measured Pac is lower-than-real. This shows
that enabling the line filter on Vac can lead to wrong
measurements. Overall, it must be observed that the
electrical input-output based method has nearly 30%
uncertainty in the light-load condition, making this
method unsuitable for the main inverter application,
especially when comparing different chip generations.

(a) Ploss

(b) Relative Deviation (%)

Figure 11: Comparison of the electrical method with
simulations: Ploss vs. fsw

Figure 12: Comparison of the electrical method with
simulations: Effect of Line Filter

7 Calorimetric Measurement of
Power Losses

A more accurate approach, compared to the electrical
method, is to measure power losses with a calorime-

ter [22]. For applications such as the automotive
main inverter which operate at less than a quarter of
the inverter nominal current more than 90% of the
time[17], the light-load low-lossy condition is of in-
terest. With traditional calorimetric methods, how-
ever, a sufficient rise in the fluid temperature is hard
to obtain at these conditions. To overcome this prob-
lem, without compromising on the accuracy, the in-
verter is subjected to a calorimetric method particu-
larly suitable for low-lossy conditions. This method
does not require the use of an expensive calorimeter
and is presented in detail in [3]. A requirement for
the test is that all the energy losses in the module
must ideally go into heating up the baseplate, with
no convection. Therefore, the module baseplate is
thermally insulated with a layer of polystyrene as can
be seen in figure 13. EVAL-6ED100HPDRIVE-AS, a
6-channel gate-driver board based on the EiceDriver
1EDI2001AS from Infineon, is connected on the top
of the module. The gate-driver board is controlled by
a micro-controller logic board connected on top of it.
The logic board is connected to a computer through a
CAN bus, and the parameters such as fsw, m, fout can
also be controlled by software, in open loop or closed
loop modes. Moreover, it is also possible to read the
temperatures sensed by the NTCs and log them. The
complete inverter system is shown in figure 14. This
method comprises the following two stages.

Figure 13: The DUT with the Thermal Package for the
Calorimetric Test Bench

Figure 14: The Complete Inverter System in the
Calorimetric Test Bench with the Thermally Isolated
Baseplate

7.1 Calibration Stage

In this stage, the inverter system is connected to a
dc source (with opposite polarity) with voltage sense
pins capable of serving as a constant power source.
The output ac terminals are disconnected as shown
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in the schematic in figure 15(a). A known amount
of constant power Pcal is injected into the module
through the diodes. As there is no output power, all
the injected power is dissipated in the module as heat,
which is trapped in the heatsink on account of the
thermal insulation, as seen in figure 15(b). As the
temperature of the diode increases, its voltage drop
changes and the dc source must be capable of suit-
ably adjusting the current to maintain the power con-
stant. Due to the thermal insulation, and the absence
of convection, almost all the heat is trapped in the ca-
pacitance of the baseplate, and goes on to increase its
temperature exponentially as shown in figure 16(a).

(a) Schematic Diagram

(b) Thermal Stack

Figure 15: Calibration Setup

There is a small amount of heat that is radiated
into the ambient, or leaves the modules through any
surface other than the heatsink. However, this effect
will be cancelled out and have no impact on the accu-
racy of this method if the test setup during the cal-
ibration and measurement stages is identical. The
temperature sensed by the NTCs is recorded until it
rises from T1 = 50°C to T2 = 90°C2, after which the
dc source is switched off and the system is let to cool
down to the ambient temperature. In order to filter
out measurement noise, an exponential curve is fitted
to the measurement. From this fitted curve, the time
taken for the temperature to reach T1 from T2 is taken
as the rise time tr. The temperature slew rate sr is cal-
culated as

sr =
T2 − T1

tr
(26)

This experiment is repeated at different values of in-
jected power and Pcal is plotted against sr as shown

in figure 16(b) for both the modules and first order
curves are now fitted to the two curves respectively,
and the equations of the fitted curves are given below:

Ploss = 249.68·sr +48.655 [HPD Module] (27)

Ploss = 258.15 · sr + 45.905 [HPD-Hyb-SiC Module]
(28)

As seen in figure 16(b), the calibration curves for
the two modules match very closely, owing to the sim-
ilar construction of the module. This is in line with
the objective of this work to have minimum discrep-
ancies arising out of differences in the packaging, for
a fair comparison of Si and SiC. The slight difference
seen between the curves can be attributed to the dif-
ference in the NTCs and the temperature measure-
ment tolerances, which are cancelled out due to this
method.

(a) NTC temperature at Pcal =100W

(b) Calibration Curve

Figure 16: Calibration

7.2 Measurement Stage

In this stage, the inverter is connected to a dc voltage-
source (with normal polarity). Care must be taken to
see that the setup, particularly the thermal insulation,
is not disturbed between this stage and the calibra-
tion stage. The output ac terminals are connected to
a three-phase star-connected passive load as shown in

2The choice of T1 = 50°C and T2 = 90°C is based on the observation that between these temperatures, the exponential curve is nearly
linear. However, a different set of values may be chosen, provided that the temperature rise curve is nearly linear in this interval. But it
must be ensured that the temperature limits chosen during calibration and measurement stages are the same.
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figure 17 and the inverter is run in open-loop mode.
A suitable rms current Irms is established in the load,
by adjusting m appropriately. As with the calibration
stage, sr is determined.

Figure 17: Measurement Stage

(a) Ploss

(b) Relative Deviation (%)

Figure 18: Comparison of the calorimetric method
with simulations: Ploss vs. Irms at Vdc = 200V

Now, the inverter losses can be obtained by sub-
stituting the measured sr in equation 27 and 28 ob-
tained from the calibration stage. The inverter power
losses for different Irms at two different working volt-
ages 200 V and 400 V measured for HPD with the pro-
posed calorimetric method are shown in figures 18(a)
and 19(a). These are compared against simulations

at the respective points. Also shown are the calcu-
lated uncertainties (this topic is described in [3]) for
each of the points as bars around the measurement
points. The relative deviation between the measure-
ments and the simulations, expressed as percentage,
is shown in figures 18(b) and 19(b). Across the en-
tire range of measurement, it can be seen that the
simulations are within the tolerance of the calorimet-
ric approach, again validating the behavioral simula-
tion model. Furthermore, in each of these cases, it
can be seen that the uncertainty is well below 5%, es-
pecially at partial-load which makes the calorimetric
method suitable for automotive main inverter appli-
cations, particularly for comparing chip technologies
whose total power losses may differ in the range of 10-
20%.

(a) Ploss

(b) Relative Deviation (%)

Figure 19: Comparison of the calorimetric method
with simulations: Ploss vs. Irms at Vdc = 400V

Figure 20: Measured Inverter Losses vs Irms at various
Vdc for HPD and HPD-Hyb-SiC
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7.2.1 Comparison of Measured Inverter Losses for
HPD versus HPD-Hyb-SiC

The tests are repeated for different operating points
of Vdc, Irms and fsw for both the modules. Figure 20
shows a summary of the measured losses as a func-
tion of Irms at different dc-link voltages. It can be seen
that at Vdc=100V, the SiC module has almost the same
losses as the Si module, offering no benefit. This is
because at low Vdc, the switching losses do not con-
tribute much to the total losses, and the conduction
losses are dominant. As the conduction losses are
higher in the SiC diodes as can be seen from the static
curves presented in [2], HPD offers better overall per-
formance than HPD-Hyb-SiC. At Vdc=300V, the ben-
efits of SiC become prominent. At Vdc=300V, Irms=75
A, there is about 5% reduction in the total losses. This
gap widens as we increase Vdc as the switching losses
become more dominant, and at Vdc=400V, 75A, we
can see a reduction of around 7%.

8 Conclusions
In this paper, the benefits of replacing the Si diodes
of a commercial automotive IGBT module with SiC
diodes have been investigated for the main inverter
application, maintaining the operating conditions,
package and the rest of the system the same, to en-
sure a fair comparison of the devices without any
external influence. A behavioral power loss model,
suitable for mission profile analysis, is used to com-
pare the performance of the two modules over sev-
eral mission profiles. The highest benefit of using
SiC diodes is seen for the Artemis Urban drive cycle,
where the SiC diodes help reduce the overall losses
by 20% at fsw=8kHz. This translates to a saving of
around 200Wh of battery energy per 100km. The be-
havioral model is experimentally verified by compar-
ing it against two independent measurement meth-
ods, namely, electrical input output method and a
calorimetric method. In each case, the simulation re-
sults are found to be within the tolerance of the mea-
surements, thereby validating the simulation model
used. At Vdc =400V, Irms =75A, the inverter losses
were found to be reduced by over 5% with the SiC
module, due to the absence of reverse recovery in the
unipolar SiC schottky diodes. This reduction is even
better at higher dc-link voltages, due to the switching
losses becoming more prominent.

Figure 21: Scatter Plot of the uncertainties (%) at var-
ious measurement points for the two methods vs Ploss

Further, as summarized in figure 21, it can be
concluded that the commonly used power analyser
based electrical method has an uncertainty of nearly
30% in the light load condition, mainly due to de-
lays and phase-shifts in the probes. It is to be noted
that automotive traction inverters operate most of the
time in the light-load condition, which means that the
electrical method is not suitable for such applications.
The developed calorimetric method outperforms the
standard electrical input-output based method and
achieves, especially in the important light-load re-
gion, a measurement uncertainty of lower than 5%.
Furthermore, as the expensive calorimeter is not re-
quired for this method, it is nearly as easy to perform
as the power-analyser based electrical method. This
makes it ideal for comparing device technologies such
as Si versus SiC in automotive main inverter applica-
tions.

9 Future Work

This work considered the advantages of replacing
only the diodes with SiC. However, for higher bene-
fits, it is desirable to replace the IGBTs with SiC MOS-
FETs, and it would be interesting to investigate the
benefits they bring in terms of higher efficiency for
different mission profiles. This will considered in a
future publication.
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In the current industrial development, an increasing number of sensors
is applied for monitoring of any kind of appliances and machines. A
predictive mathematical model allows for realistic assessment of the
health state of the appliance, indication of service requirements, as well
as control of the appliance, serving as so-called digital twin on a control
device.

Completely analogous modeling can be used for virtual testing, i.e. a
(partial) substitution of physical experiments. The software-in-the-loop
model provides realistic feedback to the physical specimen on the test
rig and helps to increase the representativeness of the experiment and to
reduce costs.

In a joint research project partially sponsored by the German Federal
Ministry of Economics and Energy, the authors developed an approach
for meta-modeling of dynamic systems. While the modeling process is fed
by results from sophisticated simulations, or even test results as input
data, the resulting model can be used for fast stochastic analyses as well
as software-in-the-loop in dynamic real-time experiments. The approach
was verified on tests of an aircraft high lift system.

1 Motivation and Objective

The prediction of test results is especially important
for very expensive tests like in aerospace industrial
applications, e.g. testing of high lift systems. As a
matter of costs and manageability, the test specimen
usually represents only a partial system. A realistic
feedback of reactions from the remaining system by
software driven actuators increases the representative-
ness of test results. Sophisticated procedures for re-
alistic modeling of physical systems, e.g. algorithms
for multi-body dynamics simulation, are available, but
they require significant computation time and lack the
ability of real-time performance. Therefore, there is a
need to reduce computational cost maintaining high
fidelity modeling.

Purely mathematical models can be established
which are fast to compute, yet maintain accurate re-
sults. The authors’ approach, which has been pre-
sented initially in [1], yields meta-models that approx-
imate the dynamic response of the tested object. Mod-

els are built on the basis of physical simulations that
represent the test results accurately, but require a com-
putation time that would be prohibitive as for the ap-
plications indicated above. The results of real experi-
ments can be used as input data as well. The proposed
meta-models, having short response times, enable fast
robustness analysis to assess the influences of uncer-
tain parameters such as damping or friction and can
be used as software-in-the-loop even in real-time dy-
namic experiments [2, 3], where often fast but simpli-
fied physics-based models are applied [4]. The require-
ments for development of the methodology, which will
be presented in the following sections, are summa-
rized as: speed in performance, flexibility to change of
parameters, versatility and accuracy.

The combination of physical testing and virtual
testing serves several purposes: evaluation of the test
rig without risk of damage; substitution of parts of the
tested system —or augmentation of the existing test—;
more realistic and more complex tests and reduction
of costs.
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Other applications of this approach can be thought
of: fast meta-models can be implemented as digital
twin on data acquisition and control devices for on-
line monitoring of a system; in the development of a
product, fast but accurate models are important for
stochastic analyses such as predictive reliability assess-
ment.

2 Methodology

Basis of the methodology proposed here is Dynardo’s
algorithm Metamodel of Optimal Prognosis (MOP). The
procedure fits the best available model to given data
points and avoids so-called over-fitting. It first starts
a filtering of parameters by statistical criteria. Input
parameters with negligible influence on the observed
results are canceled from the data set, thus the dimen-
sion of the problem can be reduced effectively. Several
model approaches, such as polynomials, moving least
squares, kriging, are built up and tested by cross vali-
dation. The resulting Coefficient of Prognosis (CoP) is
the complimentary value to the sum of squared resid-
uals over the variation of result data. The CoP gives
information, what amount of data variation is explain-
able by the meta-model, based on independent test
data. The MOP result is the chosen model out of the
set of available models with the largest CoP. The MOP
is also used for sensitivity analysis [5, 6]. Conditional
variances are computed by holding systematically one
parameter at fixed values, indicating the relative con-
tribution of this parameter to the total variation of the
response.

The MOP deals with scalar response quantities only.
For the intended application, results are time series,
e.g. from a multi-body dynamics simulation. Hence a
representation of the time series by scalar values has
to be found, while avoiding to adopt the total set of
discrete time steps. The approach makes use of a spe-
cific topic in probability theory, namely the random
fields methodology [7, 8]. A random field is a quantity
defined on a spatial domain, where the value at any
point of observation is a random variable. Here, the
domain is time instead of space. The training data for
the model are produced by first sampling input values,
either by design of experiments or quasi-random sam-
pling, then computing the results for each input data
set. The time-dependent results are then interpreted
as random process or 1-D random field.

The key to a parametrization of the random pro-
cess is the eigenvalue decomposition of the covariance
matrix CXX of the discretized time series X,

ΨTCXXΨ = diag{λi} , (1)

wherein Ψ is the matrix of eigenvectors, and diag{λi}
holds the eigenvalues of the covariance matrix. From
this, the so-called spectral representation of the random
field can be derived [9]. Assuming that X are nor-
mal distributed with zero mean values (which can be
subtracted for the analysis and added later again for

synthesis of time series), new random variables Y are
defined as

Y = ΨTX , (2)

which are normal distributed, independent, zero-mean
and with a standard deviation given by

σYi =
√
λi . (3)

For synthesis of the original time series X, one makes
use of the Karhunen–Loève series expansion

X = ΨY . (4)

A typical property of eigenvalue solvers is, that eigen-
values are stored in descending order. Since the eigen-
value of order i defines the amount of variation con-
tributed by parameter Yi to the total variation of the
data, this gives a criterion for truncation of the series
expansion and therefore a drastic reduction of the di-
mension [10, 11].

Summarizing, for generation of a time series X
one needs the modal base Ψ of the covariance ma-
trix, which we may call the set of “shape functions”
in the following, and the respective “amplitudes” Yi .
Figure 1 shall illustrate the series expansion of (4) with
an added mean value signal.

The shape functions are an unchangeable property
of the data. Properties of the parameters Yi have to be
determined such that, the series expansion optimally
represents the physical time series X. For this purpose,
MOP is applied to a training data set, from which
the corresponding sample of amplitudes is calculated.
This leads to the Field-Metamodel of Optimal Prognosis
(F-MOP). Figure 2 shows the flow of analysis. Using
these dynamic meta-models, we obtain a simplified
and reduced parametric of the dynamic signal based
on a statistical meta-model. The user does not need to
find a parametrization himself.

In analogy to the sensitivity analysis of scalar data
[5, 6], the Coefficient of Prognosis of the F-MOP can be
plotted against the time axis, called F-CoP here. More-
over, sensitivity measures over time can be computed,
such that it is possible to assess the model quality and
the relative influence of input parameters on the re-
sponse, locally within the entire observed time range.
The procedure is realized by connecting the function-
alities of the programs offered by Dynardo, optiSLang
and Statistics on Structures (SoS).

3 Application Example: Aircraft
High Lift System

The methodology which is described in the previous
section is validated by the example of an aircraft high
lift system. Instead of real experiments, virtual tests
using a detailed model serve for generating the train-
ing data. The simulation model in MSC Adams/Flex
comprises the inboard flap, outboard flap, transmis-
sion and actuators as well as the test rig. With that,
model wing position, flap positions, loadings as well as
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Figure 1: Illustration of Karhunen–Loève series expansion of a signal.

Figure 2: Overview of the approach of decomposing signals and generating meta-models for dynamic signals.

Figure 3: Adams/Flex model of the high lift system on a test rig.

www.astesj.com 344

http://www.astesj.com


V. Bayer et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 342-347 (2018)

actuator action and backlash can be simulated. Since
friction is taken into account in the simulation, the
model is actually non-linear. Figure 3 visualizes the
tested system.

For the virtual test, wing and flap positions and
loadings are given. The test case is a simulated rupture
of two actuators simultaneously, one at the inboard
flap, one outboard. As uncertain parameters, the stiff-
ness of all actuators, backlash of all actuators, damping
and friction parameters are sampled as input to the
meta-modeling procedure. 200 parameter sets are sim-
ulated using MSC Adams/Flex, yielding signals over
time of the dynamic responses. The responses observed
are all actuator moments, drive strut forces and angles
at the station position pickup units (SPPU). For these
responses, dynamic meta-models shall be built.

4 Discussion of Results

Figure 4 –top– shows 4 typical signals picked out of
the whole sample, here of the moment at actuator #2.
Below, the prediction capability expressed as F-CoP
is plotted. It can be observed that, the Coefficient of
Prognosis of the model F-CoP [Total] is able to reach
nearly 100% at the peaks of the signal, while its value
drops where the oscillation passes the stationary value.
At such points, scatter in data is rather numerical noise
than information and cannot be explained by the meta-
model. The relative influences of input parameters can
be observed, too (largest: F-CoP[DV Fric Mue PP dyn]
for Coulomb friction parameter).

Another signal, the angle at SPPU #2, is exam-
ined in the same way, results are displayed in Figure
5. There is a constant shift for each sample. The F-
CoP[Total] values are near 100% throughout the entire
time range. The model quality is considered excellent
by means of the statistical F-CoP criterion.

Finally, the original simulated time series and the
series synthesized with help of the field meta-model
shall be compared. Again, a few time series are arbi-
trarily picked from the whole sample. In Figure 6, the
signals of the moment at actuator #2 are compared,
and Figure 7 shows the comparison for the angles at
the station position pickup unit #2. The left plots
in both figures are the original simulation results ob-
tained by MSC Adams/Flex, which serve as reference.
The right plots are the signals which were synthesized
by the field meta-models using the same input param-
eters as for the original simulations. The coincidence
of original signals and meta-model results is excellent,
particularly in the peaks. When the signals tend to
be damped out, some artificial oscillations in the field
meta-model results can be observed. These will vanish
if the series expansion (refeq:KLseries) is truncated at a
later position, thus more shape functions will be taken
into account.

Figure 4: Top—Sample time series of moments at actu-
ator #2. Bottom—Prediction capability of the model
for the time dependent signal (F-CoP [Total]) and the
impact of each input parameter on the total variation
of the signal.

Figure 5: Top—Sample time series of angles at SPPU
#2. Bottom—Prediction capability of the model for the
time dependent signal (F-CoP [Total]) and the impact
of each input parameter on the total variation of the
signal.
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Figure 6: Sample time series of moments at actuator
#2. Top—original results obtained from Adams/Flex.
Bottom—synthesized signals by F-MOP.

Figure 7: Sample time series of angles at SPPU
#2. Top—original results obtained from Adams/Flex.
Bottom—synthesized signals by F-MOP.

The proposed procedure has been applied also to
other applications, e.g. for the parameter identifica-
tion of non-linear material models in finite element
analysis. The “signal” here is the load–displacement
curve of a test specimen. In previous approaches [12],
the signal was discretized into few equidistant steps,
then meta-models were established by MOP for the
single values on the curve. The squared residuals at

these discrete points were used as criteria in a fast opti-
mization procedure using MOP. For longer signals this
approach is infeasible, moreover, it requires manual
interference to identify characteristic points or rele-
vant ranges. With the proposed approach, this is not
necessary anymore. The field meta-model is valid for
all points according to the raster of the original data,
and one easily sees in which regions the parameters
have what amount of influence.

5 Summary and Outlook

A new procedure is proposed in this article for meta-
modeling of dynamic (time series) signals. It is based
on the decomposition of a sample set of signals into a
series consisting of shape functions scaled by ampli-
tudes for each summand. The algorithm Metamodel
of Optimal Prognosis is then applied to find the best
fitting model for each amplitude. The Coefficient of
Prognosis, which does an assessment of models with
the statistical method of cross validation, is used as the
selection criterion. It is possible to assess the model
prediction capability even locally along the time axis.
Moreover, sensitivity measures reveal the relative in-
fluence of parameters (as input to the dynamic analysis
or experiment), also locally along the time axis.

The procedure has been applied to an aircraft high
lift system. The training data were generated by virtual
experiments, i.e. multi-body dynamics simulations.
The surrogate models proved to be very accurate, by
the CoP criterion as well as by direct comparison of
the reference to the model time series. Unlike the high-
fidelity simulation, the meta-models are very fast to
compute, allowing e.g. for fast stochastic analyses in
the scope of predictive reliability analysis. The models
were also successfully implemented as software-in-the-
loop into an experimental environment for real-time
dynamic tests at the Airbus site.

Further developments are planned which will fo-
cus on more detailed model assessment and model
improvement, locally in the time and parameter space.
The range of application for this procedure is not lim-
ited to the above mentioned. Signals can be any xy-
data, so fast surrogate models can be obtained, e.g.,
also for spectral analyses both in the low and high fre-
quency domains, stress-strain curves of a material law
etc. The field meta-models can also serve as digital
twins which, fed by sensor data, monitor or control
electronic appliances or machines.
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[2] A. Forrester, A. Sóbester, A. Keane, Engineering Design via
Surrogate Modelling, Wiley 2008.

[3] D. Vogt, “Effektive Visualisierung Stochastischer Simulatio-
nen”, Der Andere Verlag 2010.

[4] V. Bayer, U.E. Dorka, U. Fllekrug, J. Gschwilm, “On real-time
pseudo-dynamic sub-structure testing: algorithm, numerical
and experimental results” Aerospace Science and Technology,
9(3), 223–232, 2005.

[5] T. Most, J. Will, “Metamodel of Optimal Prognosis – an auto-
matic approach for variable reduction and optimal metamodel
selection” in Proc. Weimar Optimization and Stochastic Days
5.0, Weimar Germany 2008.

[6] T. Most, J. Will, “Sensitivity analysis using the Metamodel of
Optimal Prognosis” in Proc. Weimar Optimization and Stochas-
tic Days 8.0, Weimar Germany, 2011.

[7] E. Vanmarcke, Random Fields: Analysis and Synthesis, MIT
Press 1983.

[8] C. Bucher, Computational Analysis of Randomness in Struc-
tural Mechanics, Structures and Infrastructures Book Series
Vol. 3, CRC Press 2009.

[9] R. Ghanem, P.D. Spanos, Stochastic Finite Elements – a Spectral
Approach, Springer 1991.

[10] C.E. Brenner, “Ein Beitrag zur Zuverlässigkeitsanalyse von
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 This work describes computerized data acquisition system for current-voltage (I-V) 
characteristics of diodes. The proposed system consist of a  personal computer pre-installed 
with LabVIEW, two units of power supply, an interface board, current and voltage sensors. 
Two devices under test (DUTs) are selected namely 1N4007 silicon and 1N34 germanium 
diodes. The current flow through the circuit and voltage across the diode is measured and 
I-V characteristic is successfully plotted. When data acquisition interrupted by the user, 
real time I-V curve with least-square fitting is plotted. The LabVIEW was employed 
primarily to display data from sensors and storing collected data for further post-
measurement processing. Estimated forward voltage drop from plotted I-V curve was then 
compared with the published value from manufacturer’s datasheet. Comparison revealed 
that developed system has been successfully characterized both DUTs base on the forward 
voltage drop obtained from the plotted I-V curve. Furthermore, proposed system 
architecture offers extra flexibility where stored data can be manipulated with minimum 
programming efforts. The application of the proposed system can also be extended for in-
situ device characterization in various circuits. 

Keywords:  
LabVIEW 
Data acquisition system 
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1. Introduction  

Rapid advancement in computerized measurement system 
around the world has seen the introduction of fast, simple, user-
friendly and reliable solutions found in various applications. In 
recent years, rapid progress of the virtual instrument platform 
such as LabVIEW graphical programming language has 
simplified programming effort and produce simple yet highly-
productive real-time computerized measurement system.  

This paper is an extension of work originally presented in 
2016 6th IEEE International Conference on Control System, 
Computing and Engineering (ICCSCE) [1]. In this report, we 
discussed in detail a system to determine I-V characteristics curve 
of germanium diode.  

Proposed computerized I-V characterization system 
employed LabVIEW as the acquisition tool to obtain the data, 
analyze and display the result.  Ease of use is one of our priority 
in this project. However, the complete functionality of LabVIEW 
is a plus factor that also satisfied the requirement of this project 
[2]. Virtual Instruments (VIs) in LabVIEW is utilized to construct 
a Graphical User Interface (GUI) as the time saving is the fair 
trade-off for the full low level control of other conventional 

programming languages such as C/C++, Visual Basic, and Matlab. 
Its graphical nature makes it ideal for measurement and data 
acquisition [3,4].  

Simplifying data acquisition process and decreasing test time 
without scarifying the accuracy are primary goals in this project. 
Semiconductor diode is used in all sorts of electrical and 
electronic system. The electrical characterization of diode has 
been an important subject for more than half a century [5]. 
Semiconductor diode is an important device that exhibit non-
linear relationship of I-V characteristics. In order to visualize the 
relationship, it is common to plot current versus voltage on graph. 
However, it is much more convenient to display the complete 
curve in an automated computer-based acquisition system.  

2. System Description 

This paper describes a LabVEW-based measurement method 
to plot I-V characteristics of semiconductor diodes. Figure 1 
shows a block diagram of the main components of the 
measurement system that comprised mainly a personal computer 
with LabVIEW software, voltage and current sensors, interface 
board to be used between the sensors and computer, power 
supplies, and electronic circuit. In this research, LabVIEW 2012 
was used in Windows 7 operating system. More precise sensors 
were used to measure voltage and current. The current sensor used 
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was the Phidget CE-IZ02-32MS2-0.5 DC Current Sensor 0-1A 
powered by an external 12V power supply. The voltage sensor is 
Phidget Precision voltage sensor 1135 which measure differential 
voltage between input terminal and its output terminal. The 
current and voltage sensor was interfaced to personal computer 
through Phidget interface board 8/8/8 through Universal Serial 
Bus (USB) cable. Basically, the main components of the system 
and circuit used in this project is similar as described in [1] but we 
have used more sophisticated and better performance voltage and 
current sensors in terms of its measuring range and accuracy. 

3. LabVIEW software  

3.1. Block diagram 

 There are two windows for user to works on which are block 
diagram and front panel. LabVIEW is a programming environment 
which in block diagram, blocks representing functions, icons 
representing variables and lines representing data flows pass 
between different functional nodes [4]. LabVIEW is compatible 
with most of other hardware such as Phidget devices therefore they 
have their own blocks representing function. The communication 
between Phidget devices and LabVIEW software has been 
simplified using robust Application Program Interface (API) 
library which is accessible online for free. Figure 1 shows the block 
diagram of formula node in LabVIEW that was used to convert 
analog sensor value of voltage and current sensors to its 
corresponding value in volts and miliAmperes.  

 
Figure 1. Formula node to write formula used to convert analog sensor value to 

voltage and current values 

 Particularly, Lev-Mar least square fitting method is expounded 
in the system which fit best the non-linear relation of diode. Figure 
2(a) shows block diagram in LabVIEW for diode when user switch 
Curve fitting slide to Non-Linear and in Figure 2(b) is the block 
diagram when user switch slide to Linear. The saved data file in 
.csv can be accessed and plotted in Compare Graph when user 
clicked ‘file path’ and choose file location. The block diagram of 
the flow pass is shown in Figure 3. 

 Figure 3 shows block diagram that its function to read data 
from spreadsheet or .csv data file to be plot and compare in graph. 
The functional block can read and display multiple plot of 
germanium and silicon diode. 

3.2. Graphical User Interface (GUI) 

Front panel window is used as Graphical User Interface (GUI) 
of the system for user to interact with the program.  Controls such 
as push button START, STOP, SAVE,  PLOT and etc. as shown 
in Figure 4 are for user action to make the data displayed in 
indicator fields such as voltage, current value and also graphs. 
Before start the acquisition, user must make sure to check what is 
the electronic device to be tested. As we performed the 

measurement for I-V characteristics of diode,  the Curve Fitting 
slide must be set to Non Linear. Next, when user clicked RUN 
button to start performing  the acquisition, the LED of 
RATIOMETRIC STATE button is appeared green when the 
interface board is properly connected to computer and appeared 
red when it is not connected.  

 The voltage and current value appeared automatically and 
plotted on the I-V Characteristic graph. The fitting of I-V plot is 
plotted in real time until user push the STOP button to abort the 
execution. The graph provided a cursor for user to hover over the 
plotted line to find forward voltage drop of the diode as shown in 
Figure 4. The GUI gave user option in Curve fitting slide button to 
choose between linear and non-linear regression depends on what 
the characteristics of device the user testing. 

 
Figure 2(a). Block diagram of linear curve fitting 

 
Figure 2(b). Block diagram of non-linear curve fitting 

 
Figure 3. Functional block to read and plot graph from data file 
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4. Analysis & Discussion 

Recently in [1], silicon and Schottky diode has been studied 
which the system has shown the non-linear relationship of I-V 
characteristics. Upon studying the I-V graph, forward voltage 
drop of both diodes has been clarified which 0.7 volts for silicon 
and 0.4 volts for Schottky diode.   

In this paper, the system has been tested on same silicon 
diode and characteristic of germanium diode is explored. The I-V 
characteristics graph plotted in Figure 5 can be seen that after the 
forward voltage drop, the current increases very rapidly where the 
device starts to conduct for both DUT. Below this voltage, current 
is less than 1% of maximum rated value of diode current [6]. 
Rated peak forward current for 1N34 and 1N4007 diode for most 
brand are 150mA and 30A [6,7]. Voltage increase slightly due to 
small internal dynamic resistance as the current change after the 
forward voltage drop is larger than the voltage change. The 1N34 
germanium diode has much less defined result. The forward 
voltage drop is 0.4V which it is still shown low forward voltage 
drop. This germanium type of diode have low forward voltage 
drop which is fast switching speed and found uses in television 
and crystal radio application.  

 The silicon diode always expected to have value of 
forward voltage drop which is approximately 0.7 volts.                                                                                                             
The forward voltage drop was measured as 0.7 volts which this 
has support the theory behind its design. A germanium diode such 
as 1N34 have typically 0.3 volts forward voltage drop or low  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

forward voltage drop means they are much more efficient 
compared to silicon diode. However, silicon diodes are resistant 
to heat, and better in terms of processing and stability. The results 
of this experiment appear to satisfy the theory behind diodes. 

5. Conclusion 

In this paper, a system for determination of current-voltage 
characteristics of diode has been developed and implemented. 
Based on LabVIEW software platform, this system measure 
current flow through the circuit and voltage across the diode to 
plot I-V characteristics of diode tested. From I-V plotted, forward 
voltage drop of silicon and germanium diode has been 
successfully determined. The possible research direction may 
include determination of voltage-current characteristics of any 
other two terminal components such as resistor or transistor. The 
ideality factor of diode can also be estimated by taking the natural 
log of current versus voltage plot. 
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Figure 4. Graphical User Interface (GUI) developed in LabVIEW software 
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 In this study, we use a new proposed framework to develop the Hamiltonian circuit learning 
games for college students. The framework is for enhancing learners’ activities with 
learning reflexiveness. The design of these games is based on this framework to achieve the 
targeted learning outcomes. In recent years, the game-based learning is a very popular 
research topic. The Hamiltonian circuit is an important concepts for learning many 
computer science and electric engineering topics, such as IC design routing algorithm. The 
developed games use guiding rules to enable students to learn the Hamiltonian circuit in 
complicate graph problem.  After the game, the learners are given a reviewing test which 
using the animation film for explaining the knowledge. This design concept is different from 
the previous studies. Through this new design, the outcome gets the better learning results 
under the effect of reflection. The students will have a deeper impression on the subject, 
and through self-learning and active thinking, in the game will have a deeper experience.  

Keywords :  
Game-based learning,  
Graph theories,  
Learning  reflexiveness, 
Hamiltonian circuit  
 

 

 

1. Introduction  

The study of the paper is the research of the game-based 
learning technology. The game-based learning is an emerging 
research topics of the learning technology.  Developing a video 
game as a learning tool might include many different tasks and 
considerations.  Basically, how the game can be effective for 
learning is the main concern problem. This problem can arouse 
many challenging research problems such as the learning model of 
the game, the foci of the game, the players’ attitude of the game 
and the game development. Many studies focused on the game 
developments such as the development of a new gaming 
technology, the usefulness of the gaming tool proposed by the 
game company and the development process of the learning game. 
Other studies might focus on the effectiveness of the game such as 
the learning process, the learners’ attitudes. Moreover, some 
complicate topics of the game industry such as the immersive 
experience of the players brought research interests.  Traditionally, 
the game for learning the specific subject is regarded as the serious 
game.  Many different serious games have developed for different 
purpose of training and learning. Although the serious games have 

been used as the tool for education, most studies of the serious 
games remained on development of the functions of the game.  
Then how these games are effective and helpful for learning? This 
could be another challenging research topic.  Our research goal is 
to find how to develop the effective learning method for game- 
based learning.   

In this paper, a new framework for developing the learning 
game is proposed. Using advanced information technology, the 
design of digital games is booming in many applicable 
developments. Because of the unique interactive interesting and 
attractive features in digital games, it can arouse the students ' 
interest in learning, and improve the willingness to learn  a specific 
knowledge. However, students are less likely to think about the 
contents after the game, but keep playing down. Usually, it is until 
the final online evaluation begins to help the students to recall the 
contents of the previous. The process of the final review is 
important for the design. This will not only can   immediately 
check whether the students have learned the knowledge, but also 
can let students have the chance through self-initiative to get the 
targeted knowledge. Based on the above consideration, this study 
proposes a new method for developing the game for learning by 
using the Role-Playing Game (RPG), chapters of textbooks and 
story development. 
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In the beginning, we design the guiding rules to lead students 
to play the game. Suppose that there is a specific topic prepared for 
learning. The students are told to play the game linked to this topic. 
After the game, the learners are given a review test for enhancing 
the learning results. Meanwhile, we using a set of animation films 
to assist the learners. These films can be traced back to the pre-test 
which is given before the students play the game. Then, after the 
review test students will watch the related film with the content of 
the learning topic. This will strengthen the concept of knowledge 
link with the students in this topic. 

In this paper, we use the above framework to design the game 
for learning an important subject: Hamiltonian circuit of the graph 
theory in discrete mathematics. The Hamiltonian circuit problem 
is to find an existing loop to visiting each vertex once on the graph. 
The Hamiltonian circuit problem is an important problem and can 
be applied to many different technological applications. To 
develop a game for learning the Hamiltonian circuit problem is an 
important problem both in computer science education and 
mathematical education.  

In recent years, developing math games have become the 
popular research topic. The importance of mathematical games in 
mathematics education cannot be ignored. A practical approach of 
using the game for teaching math in the country junior high school 
was reported [1]. In addition, the author pointed out that the 
mathematical game teaching method has the following advantages 
and functions: 

(1) to stimulate students’ interest and motivation to learn 
mathematics [2];  

(2) to help students from the specific experience to establish basic 
mathematical concepts and skills;  

(3) to cultivate students to solve the problem of flexible and deep 
reasoning thinking ability 

In another paper [3], the experimental results and infield tests 
showed that the existence of mathematical games have 
considerable potential. Our paper follows these previous studies 
and will continue to explore the learning changes brought by this 
new design approach. Based on the hypothesis of the above 
research project, we hope our study of developing the game of the 
Hamiltonian circuit problem can help the students learning this 
problem. In our study, we had invited students who taking the 
course of the graph theory to play the game. The testing results 
showed our proposed framework can develop the effectiveness 
game to help student learning.  

The remaining of this paper is organized as the follows. Section 
2 discuss related studies of the game-based learning. Section 3 
describe the design of our proposed framework. Section 4 is the 
description of the game development and system modules of the 
proposed game for the Hamiltonian circuit problem.  Section 5 is 
the report of experimental results and discussion. The conclusions 
are put in Section 6. 

2. Studies of Serious Game and Game-Based Learning  

The research projects related to our study are the studies of the 
serious game. Based on the definition of the famous game design 
textbook, the serious games are those games for education and 
study, simulation, health and growth [4]. Serious game gives the 

players fun experiences and other explorations. Serious game 
design is built in the "fun" under the premise of the players in the 
process of the game, while achieving a sense of accomplishment, 
knowledge and training, and further use of the nature of media and 
entertainment to convey the effect of information and education 
[5][6]. A famous study argued that the practice of the serious game 
has the meaning of learning and is a systematic learning, so that 
students can learn from the experience of the game [7]. 

There are new studies that "video games" will be a very 
influential tool for learning [8][9].Game-based learning is not a 
regular learning style but a revolution for education. It can increase 
the learner's motivation to learn and help learners to learn 
effectively to improve learning motivation and effectiveness. 
Learners playing the game, easily immerse into the game and the 
learning scenarios because of game challenges, level design or 
script story into the immersive state. Therefore, game learning can 
follow the experience of “heart flow” [10], a process to obtain the 
knowledge, so that learners immersed in the game. The theory of 
flow suggests that when learners are integrated into the task, they 
produce a state of mind that is isolated from the outside world. If 
students are in such a state of mind, students will have the highest 
motivation to learn. 

The study of the serious game development could have many 
different aspects.  Recently a reviewing paper [11] described some 
essential features of the serious games for education. In this paper, 
the authors stated that two major focus of the serious game are 
learners’ attitude and game core mechanics. Another important 
study about how to use the serious game for collegiate computer 
science students is to use the game with course materials [12]. The 
development of the serious game might need the guidelines for 
design the game. A recent study [6] proposed the guidelines and 
stated the key factors of the serious game development. Based on 
the above studies, several factor could influence the design and 
implementation of the learning game. First, the connection 
between the learning materials and the learning game should be 
tight. Second, the development of the game should follow a 
guideline that can make the game to become a useful learning 
materials. Then, the third, the learning outcome should be 
evaluated with different and various considerations and 
assumptions. Based on these assumptions, our study focus on 
designing a new framework for developing the learning game. In 
this framework, we developed a new learning outcome called 
learning reflexiveness which can help the learners to enhance the 
learners’ attitudes in the game-based learning process. The 
framework can help designer to develop the serious learning 
games. 

3. Methodology and Framework of the Game Design 

The design of our framework was initiated with the concepts 
of the flow simulation proposed by Csikszentmihalyi [10], [13]. 
When  human  are  involve  the  activities  with flow based on the  

theory proposed by   Csikszentmihalyi, people can concentrate on 
these activities and have the immediate feedback. The flow 
simulation had been used the development of the playground and 
video games. The activities with flow can bring self-consciousness 
of awarding the related information and context. Based on this 
theoretical finding, we attempt developing the learning process 
with the game.  We describe our design by the question what is a 
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good educational learning game? This will provide scaffolding for 
our proposed framework. 

A good educational game can motivate the learners through the 
design of the presumptive learning situations. The presumptive 
learning situations are a set of conditional factors for identifying 
the initial condition of each learning level. The learning situation 
and RPG game scenarios are the main settings of the game. 
Meanwhile, in the domain of the game, the story narration is a 
factor that attracts the learners from being immersed in it. We 
create stories and game rules for the game. The learners follow the 
guideline proposed by [14] in the symbol of the code, through the 
code to show the navigation keys to read the story. The strategy of 
game design for each level should be in a gradually better mode 
that can help the learner to immerse into the story of the game. 
Following previous study, the game prepares easy, moderate and 
difficulty challenges to enhance the learners' self-esteem [15].  The 
design is to design a learning situation during learning low-
challenge tasks to learning high-challenge tasks. We developed the 
setting of the game by adopting the concept of flow in different 
working environments. 

We had study the game development for several years. We 
analyzed and found the following three motivational factors that 
help learners to play the games [16].  

1. Challenge 

Each game level can be design with a particularly challenge. 
The challenge will entice learners to continue the game. The design 
of challenges is to describe a clear game goal, then an uncertain 
outcome, and a related feedback. The different challenges can be 
design with different learning materials. 

2. Curiosity 

The interface on the screen and sound control can cause 
learners interest. The setting of the game world can be designed as 
an environment that the players can explore new items. 

3. Fantasy 

Fantasy environment is an important factor. It stimulates the 
intrinsic motivation of learners in two ways, one is to satisfy the 
learner's inner emotion, and the second is to meet the learners' 
cognitive needs, and to promote the learners to grasp the 
relationships in the game. 

With these three factors, we add a new factor into the game 
development. The new factor is the reflexiveness of the learner. 
Once the learner is playing the game, the outcome and the 
challenges can help the learner to have the learning attitude to 
adjust the learning paths toward the meaningful goal. The 
reflexiveness for learning had been mentioned in the studies of 
mathematics education. 

3.1. The Importance of Reflexiveness for Mathematics Learning  

Reflexiveness mathematics learning refers to the fact that it is 
an effective way to learn mathematics through the reflection of the 
process of math learning activities. It is not only a general review 
or repetition of mathematics, but a deep understanding of 
mathematics activities involved in the knowledge, methods, ideas, 
and strategies and so on. The general operational mathematics is 

based on "learning knowledge" as the main purpose, concerned 
about the current academic performance; reflexiveness  
mathematics is based on "learning to learn" for the purpose of 
focusing on the current academic performance and students' future 
development [17]. 

 

Figure 1: Reflectiveness of four learning levels 

3.2. The reflexiveness in the proposed learning  

Based on above discussions of the reflexiveness in 
mathematics learning, the reflexiveness can be applied to the other 
learning subject.  The reflexiveness in the game-based learning can 
be illustrated as four different levels shown on Figure 1. The 
bottom level is the learning for remembering. This can be the basic 
of reflexiveness and are used as the fundamentals for accumulating 
knowledge. The second level is the learning with the reviewing 
content. The function of the second level is to enhance the 
effectiveness of the learning. The third is reflection which are the 
main level of our design. This level is to find the correct ways of 
learning the targeted subjects or courses. The final level is the 
effective learning process that the learners can successfully learn 
this subject. 

We used the proposed framework to develop a game for 
learning the Hamiltonian circuit problem. The Hamiltonian circuit 
is an important graph in the graphic theory. The Hamiltonian 
circuit problem can be taught in the collegiate courses such as 
discrete mathematics, graph theory, combinatorial mathematics. 
The Hamiltonian circuit problem is an important concept in many 
computer science applications like logic design, routing problem. 
In next section, we describe our game that following the proposed 
framework. 

4. Game Design and Game Play  

In this section, the system design of the game is illustrated. At 
the beginning, the whole structure the game is to design with an 
RPG game structure combined with the fairy tale. Figure 2 shows  

the main menu of the game. The game is described as several 
chapters with different concepts of the Hamilton circuit. At the 
beginning of each chapter the learners will receive guidance rules. 
The guiding rules are put in a short RPG game and with a short 
introduction video clip. When the learner plays the RPG game, he 
can get the game rules. Using these rules, the learners can play and 
find the Hamilton circuit in a given graph (Figure 3). If the learner 
can successfully find the Hamilton circuit in the graph, the learner 
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can be guided to complete the chapter with more similar graphs. 
When the learners finish the chapter of the game, there is a chapter 
reviewing quiz which helps the learners to recall the process of 
gameplay. The learners can get an immediate feedback here and 
understand the correct answers which are the key terms of this 
chapter. 

 
Figure 2 Main menu of the game 

 The reflexiveness setting in the whole scenario of the gameplay 
is a cyclic framework shown in Figure 4. In this framework, the 
learner can find the learning content in four different styles. The 
guide rules and the RPG game are used to attract the learner’s 
attention. The game process is the main challenge and help the 
learner to understand the Hamilton circuit. The review test can help 
the learner to enhance the learning results. The teaching video can 
keep the learner’s interest and go to next chapter which is more 
difficult Hamiltonian graph. 

 
Figure 3: Gameplay for finding the Hamiltonian circuit 

 In addition, the reflective learning will affect the learners in 
two factors of each cycle. First, in the review of the test (Figure 5), 
learners need to recall the game experiences for answering these 
questions correctly. Second, the animated films with chapter 
concept guide, learners can link the game experience and answer 
process. An interesting design here is that the outcome of the story 
will vary depending on the score of the learner's game, which gives 
the learner the motivation to repeat the game. 

Reflective learning should help the learners to get attention to the 
guidance and encouragement in the learning process. When the 
learners get the guide rules after the game, and in the review of the 
test to reflect on the game process and guide the rules of the tips, 
organize the answer to answer questions. When learners watch the 

teaching film for the second time of reflective activities, the 
learners will have reflective experience based on the pasting 
activities. 

 
Figure 4: Game cycle that includes reflective learning. 

  The game is implemented with this system design. In the 
game, six cycles for the easy to complicate knowledge of the 
Hamilton circuit are implemented. After the review test, the 
learners can watch an animated film as the enhancement for 
learning reflection. 

 
Figure 5: Screen shot of the online reviewing test 

5. Implementation and Evaluation  

The learning game was implemented and evaluated by a 
user–based evaluation and an expert-based working through 
evaluation. The approach was similar to a previous study of the 
educational serious game development [12]. A group of computer 
science major college students who taking the graph theory course 
were invited to participate the user-based evaluation.  Our game 
was installed in a tablet computer and each participant was given 
10 minutes to play the first three chapters of the game and then 
answered the quiz after the game. If the student could finish these 
three chapters successfully, the student would be given a big 
reviewing test and were asked to finish the remaining three 
chapters of the game.  

The total number of students participating this experiment 
were 34. When the students finished the first three chapters of the 
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game, they were given a writing test for evaluating the basic 
concepts of the Hamiltonian circuit. When they finish the final 
chapter, the sixth chapter, the students were given a writing test 
with the complex knowledge of Hamiltonian circuits.  

The experimental results showed 19 students had finished the 
first three chapters of the game and passed the basic test. Then, 15 
students had finished the whole six chapters of the game and 
passed the advance test. Based on the evaluating, the developed 
game can be useful as a tool for teaching Hamiltonian circuit.  

The second evaluation process is the expert walk-through test. 
We invited 8 computer major graduate students who had already 
understood the Hamiltonian circuit. When these students played 
the game, they were asked to find the shortcoming of the usability 
of the interface and evaluating the gameplay. Most students 
agreed that the game can help the beginner to learn the 
Hamiltonian circuit. Several mentioned the advanced part, the last 
three chapter should be improved with more illustration figures to 
help the learners play the games. Based on the suggestions, we are 
certain that the proposed framework can foster a comprehensive 
and effective learning. 

6. Conclusion 

In this paper, a framework for developing the learning games 
for advance computer science concept is proposed. In this 
framework, the learning process is arranged as a cycle with 
playing game, answering the review questions, watching the 
animation clips and being given the guiding rules. The framework 
is developed based on the concept of the flow and the 
fundamentals of the game theory. In addition, the reflexive review 
of the mathematical education is put in the framework and we coin 
a new learning attitude, reflexiveness. The reflexiveness design in 
the learning game can help the learners achieve the learning goal 
via playing.  

We used this framework for developing the game for learning 
the comprehensive knowledge of Hamiltonian circuit. The results 
of evaluation showed that the game can help these participants to 
learn the Hamiltonian circuit.  The game can be a useful teaching 
tool for courses related to graph theory and computer science. The 
game can be used for other purpose such that training course for 
novices to learn this concept at the IC design company. 

The project has two successful results. First, we have develop 
a framework that can be useful as a guideline for other research 
studies who focus on developing the serious games for certain 
subject. Second, the game for teaching the Hamiltonian circuit can 
be useful as the teaching tool. In the next studies, we will explore 
and find more evidences that proposed framework is effective for 
the developing the serious learning game. 
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 Solving the Unit Commitment problem (UCP) optimizes the combination of production 
units operations and determines the appropriate operational scheduling of each production 
units to satisfy the expected consumption which varies from one day to one month. Besides, 
each production unit is conducted to constraints that render this problem complex, 
combinatorial and nonlinear. In this paper, we proposed a new strategy based on the 
combination three optimization methods: Tabu search, Particle swarm optimization and 
Lagrangian relaxation methods in order to develop a proper unit commitment scheduling 
of the production units while reducing the production cost during a definite period. The 
proposed strategy has been implemented on a the IEEE 9 bus test system containing 3 
production unit and the results were promising compared to strategies based on meta-
heuristic and deterministic methods. 
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1. Introduction 

The main role of energy management is to ensure the 
production of active power in order to respond to the demand 
growth among a very little fuel cost [1,2]. Solving the Unit 
Commitment Problem (UCP) is very essential in electrical network 
planning. It can both optimize the daily operational planning of 
networks and reduce the total production cost among the 
improvement of the operating state of each unit leading to obtain 
the best unit commitment scheduling helping to respond to the 
power demand. Operations scheduling production units or Unit 
Commitment (UC) improve operational planning of the electrical 
grid while ensuring continuity of service [1-6]. The main purpose 
of solving the Unit Commitment problem is to schedule production 
units to respond to the consumed power with the minimization of 
the total production cost. The optimal planning [7-9] involves 
ensuring a better use of available generators subject to various 
constraints and guaranteeing the transfer of electrical energy from 
generating stations to the load. UC must satisfy the load demand, 

storage capability, minimum downtime startup and safety limits 
for each production unit. 

The production scheduling comprises determining startup and 
each generation level for each unit in a given planning period [10-
13]. Therefore, a study of literature [14,15] on methods which 
focus on unit commitment (UC) problem resolution shows that 
various optimization methods have examined this subject. 
Furthermore, Sasaki et al. demonstrated the possibility to use 
artificial neural network (ANN) to solve the UCP in which a large 
number of inequality constraints is processed. They have used the 
ANN to schedule generators and the dynamic programming to 
solve the load flow problem. The adopted strategy was compared 
to Lagrangian Relaxation (LR) and dynamic programming (DP) 
methods and the results offered a faster and cheaper solution 
compared to the LR and DP but it suffers from digital convergence 
because of the learning process. Certain works [16, 17] proposed a 
strategy based on tabu search method. They introduced new rules 
to generate an initial solution feasible to solve the Unit 
Commitment problem. This strategy consists on dividing the 
problem into two problems: the first combinatorial optimization 
problem is solved using tabu search algorithm and the second is a 
problem of nonlinear programming solved through the quadratic 
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programming routine. The structure resolution through Tabu 
search method is similar to that used by simulated annealing [18] 
even though TS is provided with a simplified configuration, so it 
is easy to pass from one optimization to the other. Indeed, the main 
advantage of the adopted strategy is to extend the search space 
provided for the best optimal solutions which are stored in the tabu 
list. This method has provided a lower production cost solution, 
but it's slower compared to the Lagrangian relaxation. However, 
T. Logenthiran et al. [19] have proposed a new approach based on 
particle swarm optimization (PSO) algorithm for solving the unit 
commitment problem. They presented three versions of particle 
swarm: binary particle swarm optimization (BPSO), improved 
binary particle swarm optimization (IBPSO) and combined use of 
particle swarm optimization and Lagrangian relaxation 
programming (LR-PSO) .The numerical results show that LR-PSO 
method has provided a lower production cost solution compared to 
LR, BPSO and IBPSO especially when the number of units 
important. Whereas, if the number of units is small, BPSO is taken 
as the best method since it has the lowest production cost compared 
to other algorithms. Other works, [20, 21] presented new 
approaches based on artificial intelligence to solve the UCP. The 
adopted approach combines two methods: tabu search and neural 
networks (ANN-TS) in order to get an optimal unit commitment 
scheduling allowing a minimal production cost in accordance to 
the constraints of the studied system. Artificial Neural networks 
provide a fast convergence to optimal solutions but it takes a lot of 
memory space because of the great number of constraints.  

Cheng et al. [22] proposed a hybrid method based on the 
integration of the genetic algorithm in Lagrangian Relaxation 
Programming (LR-GA) to solve the problem of the planning of the 
operations of the production units. This integration consists in 
improving the Lagrange multipliers using the operators of the 
genetic algorithm to find a fast and an effective cost solution 
respecting all the constraints of the system. The implementation of 
this method requires two steps ; the first is to look for the minimum 
constraints of the Lagrange function under the multipliers 
constraint through dynamic programming. The second step 
consists on maximizing Lagrange's function while respecting the 
multiplier adjusted by the genetic algorithms. The experimental 
result of this method provides a faster and cheaper solution 
compared to the Lagrangian relaxation method (LR) and the tabu 
search method (TS). However, C. Christober et al. [23] presented 
a hybrid method combining the evolutionary programming the 
tabu search methods (EP-TS). The first has the advantage of a good 
convergence property, a significant acceleration based on the 
principle of traditional genetic algorithm and a high quality of 
solutions, but its major disadvantage is related to the dimensioning 
of the Unit Commitment problem. Tabu search method improves 
the status by avoiding imprisonment in the local minimum. The 
best solution is chosen by evolutionary strategy. Thus, the effort 
has been made to combine these two methods whose purpose is to 
meet the requirements of the generators commitment problem. The 
numerical results demonstrate that this method is efficient and 
accurate in terms of calculation time and minimization of the total 
production cost compared to the following methods: simulated 
annealing, taboo search, dynamic programming, evolutionary 
programming, Lagrange programming and LR- GA. By contrast, 
Kumar et al. [24] presented a hybrid method combining dynamic 
programming with Hopfield Neural Networks (DP-HNN). The 

proposed process consists on two steps: use of Hopfield neural 
networks from direct computation to generate the economic 
distribution (ED) and use of dynamic programming (DP) to plan 
generators. This approach provides a poor final solution in total of 
production cost over other methods, but is faster than LR, DP, GA, 
LR-GA and AS-GA. In addition, C. Asir et al. [25] presented a 
new approach based on artificial intelligence to solve the problem 
of allocation of units. This combines two methods: tabu research 
and Artificial Neural Networks (ANN-TS) and this in order to have 
an optimal solution that solves the problem of planning power with 
a minimum of total production cost with respecting all the 
constraints of the specified system. Neural networks provide a fast 
convergence solution but the programming of the algorithm takes 
up a lot of memory space because of the constraints of the problem. 
The tabu search is characterized by the flexibility of its memory 
and it is able to find good solutions. This algorithm gave a faster 
and cheaper result compared to tabu search, dynamic 
programming, Artificial neural networks, Lagrange programming, 
LR-GA, TS-GA and EP-TS methods. In addition, C. Asir [26] has 
developed another strategy which consists in integrating the tabu 
search with the genetic algorithm. The purpose of this technique is 
to find the planning of the production. This strategy depends on the 
exploitation of the total cost which can be minimized when it is 
subjected to a set of constraints. Tabu search can find good 
solutions using the tabu list while genetic algorithm is used to 
generate new solutions using its operators. The results demonstrate 
that this technique provides a low cost but slow solutions 
compared to ANN-TS. Alma et al. [27] proposed a hybrid 
approach combining fuzzy logic and the genetic algorithm (FL-
AG) to solve the Unit Commitment problem. Genetic algorithm 
uses the actual coded chromosomes in contradiction with the most 
commonly used scheme which is binary coding. This method uses 
a strict priority order list in the genetic algorithm that generates 
different solutions. This list serves to reduce the size of the search 
space of the problem, while fuzzy optimization guides the entire 
search process in an uncertain environment (varying from load 
demand, renewable energy sources etc ... ).The results of this 
technique offer a good final solution compared to dynamic 
programming and to the genetic algorithm. 

According to our study, we thought to validate an approach to 
apprehend the whole unit commitment problem. To achieve this 
objective, our strategy for solving the Unit Commitment Problem 
is based on the combination of three stochastic optimization 
methods that are the Particle Swarm Optimization (PSO), the Tabu 
Search (TS) and Lagrangian Relaxation (LR) method in order to 
develop a proper unit commitment scheduling of the production 
units to minimize the production cost. 

2. Notation 

The notation used throughout the paper is stated below. 
iii c,b,a : Coefficients of the production cost,     

ihP          : Active power generated by the thi unit thh  hour, 
gN,....,3,2,1i = and H,....,3,2,1h =  

ihU          : On/Off status of the thi production unit at the thh  hour, 

0Uih =  for the off state of one generating unit and 1U ih =  for the 
operating status of one generating unit, 
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iHSC       : Hot start-up cost of the thi unit, 

iCSC       : Cold start-up cost of the thi unit, 

rhP         : System spinning reserve at the thh hour, 

dhP         : Amount of the consumed power at the thh hour,   

LhP        : Total active losses at the thh hour, 
min

iP      :  Minimum and maximum power produced by one     
generator, 

max
iP     : Maximum power produced by one generator, 

iMUT    : Continuously on-time of unit i . 
iMDT     : Continuously down-time of unit i . 

 OFF
iτ    : Continuously off-time of unit i , 

iSC         : Cold start time of unit i . 

gN         : Number of generating units, 
H         : Time horizon for UC (h).           

3. Problem Formulation 

Many works have been based on an analytical statement of the 
unit commitment problem [2,3,11, 18, 22]. We present in this 
paper a mathematical model of the unit commitment problem with 
limited security. This model is a mixed linear and constrained 
which has been adapted in several works [3, 9, 13, 15].  
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Where; 

iST : The starting cost of the thi unit defined by: 
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The minimisation of the objective function is provided with the 
following constraints: 

• System Constraints 

- Power balance constraints  

                  
dh

N

1i
ihih PUP

g

=∑
=

                         (3) 

- Spinning reserve constraints 

             
0PUPP

gN

1i
ihihrhdh ≤−+ ∑

=
                   (4) 

• Unit Constraints 

- Genration limits              

i
max

iiihi
min

i U.PU.PU.P ≤≤                            (5) 
- Minimum up-time constraint  

            i
1h

upht
ihih MUTUfor1U

i

≤= ∑
−

−=
                   (6) 

- Minimum down-time constraint 

                 i
1h

downht
ihih MDTUfor0U
i

≤= ∑
−

−=
                  (7) 

4. Methodology of resolution 

In this paper, four optimization methods are available to solve 
the unit commitment problem; the first one uses the Particle 
Swarm Optimization (PSO). This strategy takes into account the 
advantage of PSO method for solving complex and nonlinear 
problems. The second method relies on the use of the Tabu Search 
approach (TS). The use of the TS approach is depicted to the 
flexibility of storage great memory of optimal solutions offered by 
this method. The third strategy shows the advantage of the 
Lagrangian relaxation providing the best convergence speed. Our 
strategy for solving the Unit Commitment Problem is based on the 
combination of three optimization methods that are the Particle 
Swarm Optimization (PSO), the Tabu Search (TS) and Lagrangian 
Relaxation (LR) method to find a good On / Off states scheduling 
of each production unit over a period of time leading to obtain a 
good production cost. 

4.1. Particle Swarm Optimization 

Particle swarm optimization provides a population based 
search procedure in which individuals called particles change their 
positions with time. This method is able to generate high quality 
of solutions within shorter calculation time and stable convergence 
characteristic than other stochastic optimization methods. The 
PSO model consists of a swarm of particles moving, figure 1, in a 
definite dimensional real-valued space of possible problem 
solutions [9,28,29].  

 
Figure 1.  PSO research process 

Every particle has a position ),...,,( 21 l
iiii xxxX = and a flight 

velocity ),...,,( 21 l
iiii vvvV = . Indeed, each particle has its own best 

positions ),...,,( 21 l
ibestibestibestibest PPPP =  and a global best position

)G,...,G,G(G l
best

2
best

1
bestbest = . Each time step is characterized by 

the update of the velocity and the particle is moved to a new 
position which is the sum of the previous position and the new 
velocity as shown in the following expression: 
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                      11 ++ += k
r

k
r

k
r VXX                                    (8) 

The update of the velocity from one particle to another is given 
by:                   

)XG.(rand.c)XP.(rand.cV.wV k
r

k
best2

k
r

k
best1

1k
rk

1k
r −+−+= ++    (9) 

Where, 1c et 2c are acceleration constant, rand is a uniform 
random value between [ ]1,0 , k

rX  and k
rV are respectively the 

position and the velocity of one particle i  at iteration k . kw is the 

inertia weight factor defined by the following equation: 

                  k.
k

wwww
max

minmax
maxk

−
−=                          (10) 

Where, maxw and minw are the maximum and the minimum inertia 

weight factors respectively and maxk is the maximum number of 

iterations. 

4.2. Tabu search 

Tabu search uses a local or neighborhood search procedure to 
iteratively move from a solution X  to a solution 'X  in the 
neighborhood of X , until some stopping criterion has been 
satisfied. To explore regions of the search space that would be left 
unexplored by the local search procedure, TS modifies the 
neighborhood structure of each solution as the search     progresses 
[16,17]. The search for the optimal solution corresponding to 
minimal production cost consists on repeating an iterative process 
until reaching a stop criterion so as to find one solution neighbor 
to the optimal one as shown to the following equation: 

( )  
2

min
iPmax

iP
.best.Pi2.c+ ib +bestP =ibestP































 −

                     

(11) 

The new neighborhood solutions )X(N *  are determined through the 
use of memory structures. The search then progresses by 
iteratively moving from a solution X  to a solution 'X  in )X(N * . To 

determine the solutions admitted to )X(*N  , a tabu list (TL) memory 
is used, which is a short-term memory containing the solutions 
that have been visited in the recent past as less than the maximum 
number of iterations. 

4.3. Lagrangian Relaxation 

The Lagrangian relaxation solves the Unit commitment 
problem by relaxing or temporarily ignoring the constraints, 
power balance and spinning reserve requirements [13,15,30]. 
Therefore, to transform the complex nonlinear constrained 
problem into a linear unconstrained problem, we have considered 
the following Lagrangian function: 

∑∑ ∑
= = =

− −+−+++=
g gN

1i

H

1h

N

1i
ihidiih)1h(iiiihi

2
ihiiiih )UPP.(U)]U1(STcPbPa[),U,P(L λλ       

(12) 

Where, iλ is the Lagrangian coefficient.  

To establish our strategy, we have considered the partial 
derivatives of the Lagrangian function (12) with respect to each of 
the controllable variables equal to zero. 
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Equations (13) and (14) represent the optimality conditions 
necessary to solve equation systems (1) and (3) without using 
inequality constraints (equations (4) and (5)). Equation (13) can be 
written as follows: 

[ ]
H,,...1h;N,,...1i;

U
P
P

P
U)]U1(STcPbPa

G

ih
ih

dh

ih

ih)1h(iiiihi
2

ihi

i ==
−

∂
∂

∂

−+++∂

=

−

λ   (15) 

4.4. Proposed Strategy 

The process of the Unit Commitment problem resolution by the 
combined use of Tabu search, Particle swarm optimization and 
Lagrangian Relaxation (TS-PSO-LR) methods is carried out 
according to the flowchart in Figure 2.  

      The proposed strategy not only helps to reach the optimal 
solution as quickly as possible using the speed of the Lagrangian 
relaxation but also to proceed through PSO method to search 
effective solutions corresponding to a minimum production cost 
and this is obtained through a specific determination of the new 
velocity and then the next best position corresponding to the best 
amount of generated power produced by each unit when it’s in the 
ON state. 

In the proposed method, it’s notable that ibestP representing the best 

information of each particle and the history of each generated 
power giP  of each production unit is preserved in the list ListPbest . 

Herein, in spite of the possibility of the PSO method with the 
solution better than k

bestG  around k
bestP , there is the possibility not to 

be searched enough that’s why we have thought to use the history 
of 1

ibestP in ListPbest . 
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Figure 2.  Flowchart of solving the unit commitment problem via Tabu Search, 

Particle Swarm Optimization and Lagrangian Relaxation 

Whenever the particles lose the searching ability when the 
velocity k

rV of one particle is very small, the TS-PSO-LR 

algorithm adapts the other )P,...,P( l
ibest

2
ibest instead of 1

ibestP to 

update equation of velocity. This action increases the searching 
ability and helps to find more optimal solutions enabling a minimal 
production cost while considering a best unit commitment 
scheduling. 

The proposed TS-PSO-LR strategy differs from other 
evolutionary computing techniques in providing an acceptable 
solution within a relatively short time and is likely to lead the 
search towards the most promising solution area.  A step-by-step 
TS-PSO-LR for the optimization of the UC problem is outlined as 
follows: 
Step 1: Initialization data for each unit production 
Step 2: Create tabu lists ListPbest  

Step 3: Generate the position and the velocity ( k
rX , k

rV ) of each 
particle according to equations (8) and (9). 
Step 4: Evaluation of each particle at an initial power value 
selected from the limit margins. 

Step 5: Calculate the production cost function of each particle for 
each production unit, 
Step 6: Calculate the Lagrangian coefficient λ according to the 
expression (15), 
Step 7:  Calculate the objective function of each particle according 
to equation (1), 
Step 8:  Save the best results in the tabu list ListPbest  

Step 9: If the stop criterion is satisfactory, the found values are 
those which corresponds to the desired optimal solution otherwise 
we return to step 3. 

5. Simulation And Results 

In order to test the performance of the optimization proposed 
method; the strategy has been applied to an IEEE electrical 
network 9 buses [13,15,31], having 3 generators, over a period of 
48 hours. The characteristics of the different production units are 
given in Table 1.  

Table 1: Characteristics of production units 

 
 

U 

 

gimaxP  

(MW) 

 

giminP  

(MW) 

 
a 

 
b 

 
c 

 
M 
U 
T 

 
M 
D 
T 

 
HSCi  

($) 

 
CSCi

($) 

1 582 110 0.0756 30.36 582 8 8 4500 9000 

2 330 74 0.00031 17.26 970 8 8 5000 10000 

3 115 25 0.00211 16.5 680 5 5 560 1120 

In this paper, we have considered 48 successive periods in 
order to establish the temporal evolution of the power demand 
(Table 2).  

Table 2: Amount of load required 

H Load 
 (MW) 

H Load 
 (MW) 

H Load 
 (MW) 

H Load 
 (MW) 

1 353.2 13 993.2 25 833.2 37 682.2 

2 378.5 14 913.2 26 813.2 38 715.2 

3 463.2 15 853.2 27 763.2 39 773.2 

4 573.2 16 725.2 28 713.2 40 843.2 

5 628.2 17 613.2 29 626.2 41 883.2 

6 693.2 18 580.2 30 547.2 42 911.2 

7 713.2 19 673.2 31 503.2 43 945.2 

8 753.2 20 730.2 32 473.2 44 960.2 

9 843.2 21 835.2 33 433.2 45 1001.2 

10 925.2 22 945.2 34 533.2 46 1003.2 

11 963.2 23 1007.2 35 583.2 47 925.2 

12 1013.2 24 893.2 36 627.2 48 823.2 

 

Final 
Optimal 
Solution 

Select Parameters 

Initialize the positions and velocities of particles  

Initialize , and   

Evaluate Lagrangian Function   

 

Stop 
Criterion? 

Determine among  

 

 

Update  and   

Relocate the particles positions in the space 
depending on the particle Lagrangian function 
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Table 3: Comparative table of the different methods used to solve the UC problem 

H dhP  
(MW) 

Production Cost ($) Unit Commitment scheduling 

LR PSO TS PSO-TS-LR LR PSO TS PSO-TS-LR 

1 353.2 23000 14198 14012 3424 111 111 111 111 
2 378.5 25000 12981 15396 13504 111 111 111 110 
3 463.2 29000 19729 20582 13261 111 111 111 110 
4 573.2 375000 20320 28638 15693 111 110 111 110 
5 628.2 845000 25275 33228 19913 110 110 111 110 
6 693.2 1278000 32907 39192 28268 110 110 111 110 
7 713.2 1432000 33600 41136 19099 110 110 111 111 
8 753.2 1770000 43686 45172 25722 110 110 111 111 
9 843.2 2688000 44498 50251 32251 110 110 111 111 
10 925.2 7267000 46943 51667 41758 111 111 111 111 
11 963.2 8441000 52566 52325 46546 111 111 111 111 
12 1013.2 10129000 53198 53197 53172 111 111 111 111 
13 993.2 9434000 53198 53197 50477 111 111 111 111 
14 913.2 6915000 51897 49806 40681 111 111 111 111 
15 853.2 2804000 37910 47580 33298 110 111 110 111 
16 725.2 1529000 25883 46852 29262 110 111 110 110 
17 613.2 758000 21020 46852 25554 110 111 110 110 
18 580.2 584000 16014 46852 14909 110 111 110 110 
19 673.2 1134000 29433 47666 23751 110 111 110 110 
20 730.2 1571000 32618 49493 33494 110 111 110 110 
21 835.2 2597000 38861 53197 42276 110 111 110 110 
22 945.2 7873000 52140 53197 50791 111 111 111 111 
23 1007.2 9918000 53198 53197 52967 111 111 111 111 
24 893.2 6349000 51158 53197 37898 111 111 111 111 
25 833.2 4797000 35703 53197 45178 111 111 111 111 
26 813.2 4327000 36113 48240 28933 111 111 111 111 
27 763.2 1861000 28794 47371 24434 111 111 110 111 
28 713.2 1432000 25401 46852 29117 111 111 110 111 
29 626.2 833000 46373 43893 38959 110 110 110 101 
30 547.2 432000 20724 43893 31753 110 110 100 101 
31 503.2 260000 24171 43893 24453 110 110 100 101 
32 473.2 30000 21804 43893 21221 110 110 100 101 
33 433.2 28000 25661 43893 17202 110 110 100 101 
34 533.2 33000 29609 46499 30381 111 110 100 101 
35 583.2 485000 45736 46499 33614 111 110 101 101 
36 627.2 1017000 31241 46499 39093 111 110 101 101 
37 682.2 1198000 46649 53197 22191 111 110 101 111 
38 715.2 1448000 36247 53197 26763 111 111 111 111 
39 773.2 1955000 35234 53197 29056 110 111 111 111 
40 843.2 2688000 39180 53197 32182 110 111 111 111 
41 883.2 3169000 42243 53197 36731 110 111 111 111 
42 911.2 6857000 51986 53197 40051 110 111 111 111 
43 945.2 7873000 52083 53197 52034 110 111 111 111 
44 960.2 8345000 50398 53197 51313 110 111 111 111 
45 1001.2 9709000 53198 53197 52755 110 111 111 111 
46 1003.2 9778000 53198 53197 52831 111 111 111 111 
47 925.2 7267000 51916 53197 41756 111 111 111 111 
48 823.2 2464000 34368 49284 30006 111 111 110 111 
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Simulation results shown in Table 3 have proved that the 
adopted optimization methods have helped to establish an 
appropriate On/Off scheduling operating states of the production 
units while respecting the time constraints.  

Nevertheless, through these methods we have arrived to reach 
an optimal production cost. Based on Table IV, the production cost 
found by the hybrid method based on the combination between 
Tabu search, Particle Swarm Optimization and Lagrangian 
Relaxation methods (TS-PSO-LR) method among 48 hours is 
about 1.5800e+06 $ lower compared to that obtained through Tabu 
search (PC = 2.2350e+06 $) and through PSO (PC= 1.7813e+06 
$) or through Lagrangian Relaxation (PC= 1.6405e+08$). This 
result shows the best performances of the adopted strategy in 
minimizing the production cost and proves that we can get 
promising results through hybridization. 

Table 4: Production Cost and Time required to converge for each optimized 
method 

 TS PSO LR TS-PSO-

LR 

Production  
Cost ($) 

2.2350e+06 1.7813e+06 1.6405e+08 1.5800e+06 

Time (s)    1.536 s 2.432s 4539s 127.082 s 

Furthermore, concerning the resolution time, TS and PSO methods 
has presented the best time of convergence to an optimal solution 
compared to our strategy which requires 127.082 s to reach the 
global optimum. Besides, through Lagrangian Relaxation method, 
the unit commitment problem requires a lot of time to converge 
and this is explained by the complexity of the problem. 

 
Figure 3.  Generated power by TS, PSO, LR  and TS-PSO-LR methods 

It is interesting to note that the generated powers follow the 
optimum power quantities provided by the proposed optimization 
algorithm and the other optimization method. This demonstrates 
the high performance of the control algorithms adopted for the 
supervision of the system studied and proves the efficiency of the 
regulation loops for the different production units. In addition, the 
strategy adopts a permit to obtain sufficient and rapid planning in 

terms of convergence. Indeed, with the particular attention we 
offer you the considerable choice of input variables to particle 
swarm optimization method, we have managed via the proposed 
strategy to optimize the optimal solutions able to reduce the total 
cost of production. 

Based on the results set out in Table 4, we find that our strategy 
has solved the Unit Commitment problem while addressing a 
planning of on-off states of production units. Planning that has 
complied with the constraints of each unit (minimum start-up 

iMUT and shut-down times iMDT ). Moreover, we note that the 

power produced by the most powerful machine (615 MVA) 
remains unchanged throughout the 48 hours while the other 
production units vary to produce the amount of power demanded 
by the network. 

Thanks to the simulation results, we can note that the Unit 
Commitment scheduling found by the hybrid approach has helped 
to obtain the minimum production cost compared to the other 
monotonous methods. This proves the main feature of the 
hybridization technique [32] that allows the combination of the 
advantages of various methods. Indeed, the tabu search, as table 4 
shows, is found the most efficient regarding the convergence time 
but it has the highest total production cost. As for the Lagrangian 
relaxation, has allowed to have a very high production cost and 
requires a considerable time to converge. Whereas, the particle 
swarm optimization is conducted in a good convergence time but 
the cost is high compared to our TS-PSO-LR strategy. This 
comparison reflects the performance of the hybrid strategy, both in 
production cost and in convergence time.  

Therefore, based on Figure 3, we can notice that the total 
amount of generated power by the production units is very similar 
to that consumed with a very limited amount of spinning reserve 
power compared to PSO, TS and LR methods where the generated 
powers are much higher than the amount requested. This proves 
the effectiveness of tracking of the consumed power per each hour 
and shows the performance of the algorithms enabling to get a 
minimal production cost. Besides, this minimal production cost 
has been established thanks to a good On/Off statements 
scheduling set for each production units (Figures 4 and 5). The 
organization is made through an estimation of the amount of load 
desired by the electric network, while taking into account of the 
allowable constraints. 

We note that the optimal unit commitment scheduling found 
by our PSO-TS-LR strategy is characterized by the On status of 
the powerful unit (615 MVA) [3,6,8,9,13] throughout 48 hours and 
this is due to the minimum up and the minimum down-time 
constraints and to the power demand governed for each hour. We 
note that the unit commitment scheduling of the second production 
unit (370 MVA) is respecting the during minimum up/down time 
equal to 8 hours which proves the effectiveness of the control  
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Figure 4.  Optimal binary combination of units operation through TS method, 

PSO method and LR method  
 

 
Figure 5.  Optimal binary combination of units operation through hybrid TS-

PSO-LR method 
 
strategy. The third production unit undergoes Off status according 
to the production requirement and according to the power demand. 

Furthermore, we confirm that our approach has allowed to 
select precisely the production units that should be available to 
respond to the load demand of the electrical network over a future 
period.  

In addition, the adopted approach was promising both in terms 
of convergence to get the best optimal solutions to minimize the 
production cost and for an efficient unit commitment scheduling 
for the different production units, figure 6. Our strategy differs 
from other evolutionary computing techniques in providing an 

acceptable solution within a relatively short time and is likely to 
lead the search towards the most promising solution area. 

 
Figure 6.  Generated Power by each production unit during 48 hours 

 
6. Conclusion 

This work shows the implementation of a new hybrid strategy 
which combines between Tabu Search, Particle Swarm 
Optimization and Lagrangian Relaxation. Herein, we have 
benefited from the rapidity of Lagrangian relaxation method, the 
storage solution with the memory of Tabu Search method and the 
flexibility to find optimal solution given by the Particle Swarm 
Optimization method. The proposed strategy TS-PSO-LR has 
presented high performances in optimizing the production cost and 
a capability of convergence to a global optimum as quick as 
possible compared to meta-heuristic (PSO, TS) and deterministic 
(LR) methods. In addition, the proposed strategy has ensured a 
proper unit commitment scheduling leading to get a minimal 
production cost. The right choice of the initial population suggests 
the possibility to obtain improvements in execution time. In 
addition, our strategy provides a fast enough time to converge to 
the optimal solution; which demonstrates the effectiveness of the 
adopted strategy compared to that obtained by Lagrangian 
Relaxation method and Particle swarm optimization methods. 
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To avoid biopsies, doctors use non invasive medical techniques such as
the computed tomography. Even that, the detection of the liver remains
a big challenge because of the gray level and shape variations which de-
pend on patients and acquisition modalites. In this work, we propose to
create a 3D liver model in the training phase of 3D active shape model
algorithm. This training model will be deformed according to any given
3D data for liver segmentation. The contribution of our work is the use
of the Non-rigid registration with a B-spline registration on the train-
ing phase. We tested our method on an open access database (”3D-
IRCADb”) and on our database obtained from the radiology department
of the National Oncology Institute of Tunis. Both data-sets showed the
reliability of the method with an accuracy equal to 69.98% and 71.18%
respectively for our database and ”3D-IRCADb”.

1 Introduction

Computed Tomography (CT) is a non invasive tech-
nique with a large field of view. It helps doctors to
detect some hepatic disease. First, they identify the
liver from the abdominal CT slice using two phases
of enhancement: portal and arterial. In each time
of enhancement, the gray level of the liver changes.
In this work, we propose a 3D method to extract the
liver from the CT slice according to its shape. We
use different 3D CT exam with different phases of en-
hancement containing normal and pathological cases.
The aim of our work is to use an advanced technique
of segmentation to extract liver from images of any
type of modality. For that reason, we propose to use
the Active Shape Model (ASM). The ASM have been
recognized as robust solution for a supervised tech-
nique of segmentation. Our contribution is to im-
prove the performance of the 3D ASM algorithm with
a pre-processing phase using a non rigid registration
based on B-Spline transformation. The following pa-
per is an extension of work originally presented in
the 7th International Conference on Sciences of Elec-
tronics, Technologies of Information Telecommunica-
tion” [1]. In this work, we improve the evaluation

of results using the ROC-Curve analysis and we en-
sure the reliability of our method using our database
in addition to the ”3D-IRCADb”. Also, we compare
the results not only with the Isosurfaces also with the
Marching Cubes 3D reconstruction. The paper is or-
ganized as follow: Section 2 presents some literature
related works. In section 3, we explain the 3D-ASM
method and its different steps for 3D-model construc-
tion. the proposed method is applied on the open ac-
cess database ”3D-IRCADb” and our database. In sec-
tion 4, we use the ROC-Curve analysis to evaluate the
3D liver modeling. First, we compare our 3D model
with the Isosurfaces 3D reconstruction, then, with the
Marching Cubes technique. Finally, we resume our
proposed method and the obtained results on the con-
clusion.

2 Related works

The major point of interest of the Computed-aided
diagnostic system is to solve difficulties of the med-
ical field. The segmentation technique is the most
important step in those system. It allows the physi-
cians to extract the region of interest and to analyze
it for more helpful medical information. In this con-
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text, many techniques of segmentation have been de-
veloped such as morphological operations exposed on
the work of Pham The Bao et al.[2]to extract the liver
from the volumetric CT images. In [3], they improved
morphological operator algorithm by using the wa-
tershed technique to segment the micro-tomographic
trabecular bone. The watershed algorithm is widely
used to identify the region of interest. In [4],P. Ro-
drigues et al. used it with an open software ”Mevis-
lab” to extract the liver from the CT exam with a 87%
of accuracy. In [5], the author used the Fisher al-
gorithm to improve the watershed algorithm for the
radar images segmentation. Moreover, there are some
intensity based techniques which detect the object ac-
cording to the intensity repartition. In [6], the author
constructed a model of the intensity distribution for
the surface of the liver, cysts and lesions. Then, they
calculated the probability of pixel belonging to each
classification of different regions. In [7], Alom et al.
used the ”SGM growing slice method”, an algorithm
for 3D segmentation of the liver. Also, we note that
algorithms of classification are used to segment the
liver. For example, in the work [8], authors made a
new texture feature extraction to improve liver clas-
sification using K-mean algorithm. While, in [9], the
author used the ”Support Vector Machine” algorithm
and the surface distance maps for 3D-liver segmen-
tation from CT-scans. Previously exposed works are
based on the intensity of the liver and its gray level.
In order to improve the segmentation technique, we
propose a 3D-supervised-method for liver segmenta-
tion to overcome problems of gray level variation.

3 Methods and materials

In this section, we will explain the use of the shape
context based on non-rigid surface registration with a
B-Spline transformation in order to adapt the Active
Shape Model for 3D CT liver segmentation. We start
by a global description of the proposed method. Then,
we detail each step. Figure 1 describes the different
steps of our work to segment 3D CT liver. First, we
note that the cases of the two databases are acquired
with different parameters. So each exam has different
number of slices, resolution and voxel size. To create
the 3D model of the liver using the 3D ASM, we must
uniform the volumetric data in the pre-processing
phase. Several works combine different registration
algorithm with a 3D segmentation method to extract
a volumetric data such as to segment the left ventri-
cle in [10] and the mandibular canal in [11]. In our
work we propose to use a non-rigid registration with
a B-Spline transformation. After the pre-processing
phase, the 3D CT-scan has the same size of the matrix
of vertices and the matrix of faces. Those two matrix
will be used on the training phase of the 3D-ASM. Fi-
nally, we create the 3D liver model in the testing phase
of the 3D-ASM.

Figure 1: Diagram of the main work for 3D-ASM Liver
segmentation

3.1 3D pre-processing CT-data

The CT-Scan measure the attenuation of the X-ray
crossing the organ. These measurements are taken
from different angles to produce a cross-sectional im-
age called also slice separate with a thickness value.
The total number of slices makes a volume informa-
tion of the explored organ. However, doing the CT-
Scan exam allows doctor to see details of the scanned
organ in multi-planes (Coronal, axial and transverse).
The obtained CT image is a matrix composed in pix-
els. Considering the the thickness between slices, each
pixel represents a small volume element called also
voxel. Its size depends on the matrix size, the thick-
ness and the field of view. The CT images will be
next stored as a numeric image. We note that the CT-
images are coded according to thee Hounsfield units
(UH) expressed by equation 1:

HU =
µtissu −µwatter

µwatter
(1)

In our work,we first change the UH to a gray level scal-
ing using the DICOM header. We can define the gray
value of a pixel as follow in equation (2):

Graylevel =
UH ±RescaleIntercept

RescaleSlope
(2)

where: The rescale intercept is equal to 0 for the
IRCADb database and −1024 for our database; The
rescale slope is equal to 1 for the both databases.
After changing the UH to the gray level scale, we uni-
form the slice number of the training data so all the
training exams will have the same number of slices.
We add a black slice at the end of the CT exam to
reach the desired number. Then, we start the pre-
processing step to achieve the same matrix size of
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faces and vertices to all the training 3D data using
the Shape Context Correspondence Point Model al-
gorithm. It is based on a registration method. We
can classify the registration into two classes: rigid
and non-rigid transformation [12–14]. In our work,
we employ a diffeomorphic B-Spline cubic transfor-
mation for no-rigid registration. We note : ”C1” a
contour of an object 1 and ”pi” the number of points
selected to define the contour; ”C2” a contour of an
object 2 and ”qj” the number of points selected to de-
fine this contour. Then, we measure the cost function
”C”between the two objects. It is defined in (3) as fol-
low:

C(pi ,qj ) =
1
2

k∑
k=1

[hi(k)− hj (k)]2

[hi(k) + hj (k)]
(3)

With: hi and hj respectively histograms of the two
shapes. After calculating the cost function, we min-
imize it to increase the degree of the similarity and
the matching between the two shapes. To minimize
the cost function, we choose a type of transformation
in the registration phase. The type of transformation
depends on the feature to be extracted from the object
[15, 16], such as the match point algorithm[17], the
3D coordinate[18]and the intensity transformation
using an iterative closet point algorithm [19, 20]. Fig-
ure 2 shows the different steps of the pre-processing
phase. The first step of the registration phase using
the Shape Context algorithm is to define the type of
the transformation. In this work, we use the B-Spline
cubic transformation. Then, we choose the mastery
data which have the biggest number of slice and a
floating data. This transformation is based on the sur-
face matching with a spatial alignment of the two vol-
umetric CT data. As an output of this phase, the CT
exam will have the same size of vertices and faces ma-
trix in order to be used on the next stage which is the
3D-ASM.

Figure 2: Pre-processing phase using Shape Corre-
spondence Point Model

3.2 3D Active Shape Model

The 3D-ASM is an iterative supervised segmentation
algorithm firstly proposed in [21] in 2002. It contains
two phases: training and testing. Thanks to this al-
gorithm based on the distribution point model (PDM)
[22], we train our system to learn different liver shape
variations. The input data in the training phase are
3D surface matrix containing the faces, the vertices of
the 3D mesh and the binary volume of the extracted
liver from the CT slice. At the beginning, we define
for an object ”O” a set of target point called land-
mark ”n”. The ”n” points reform a vector of shape
noted X = (x,x2, ...,xn, y1, y2, ..., yn, z1, z2, ..., zn)T . After
the identification of vector shape, we calculate from
the 3D input data the covariance matrix. Then, we use
the principal analyze components (PCA)[23]to iden-
tify the eigen-vectors”’xi and their eigen-values. The
PCA allows us to calculate the mean shape and its
variations. Finally, we apply the PDM algorithm to
create our training shape model noted X̃ in (4).

X̃ = X̄ +φsbs (4)

With: X̄: aligned training shape; bs:shape parameter
vector of the shape. It is equal to bs=±m

√
λi ; m ≤ 3;

φs: eigenvectors corresponding to the eigenvalue of
the covariance matrix. The next step in the 3D-ASM
algorithm is to update the training model using the
Mahalanobis distance[24]. Then, we apply the train-
ing deformed model to create our 3D liver model ac-
cording to a given CT-data without doing a registra-
tion step.

4 Results and discussion

In this section, we start by a description of the
databases used in this work and we present the ob-
tained results. In order to evaluate the accuracy of our
3D liver modeling, we use the ROC-Curve analysis.

4.1 Description of databases

The proposed method was tested on two databases:
our database (15 CT-exams) and the ”3D-IRCADb”
one (20 CT-exams). In [25], twenty radiologists expert
describe the different parameters of the 3D IRCADb
database. We found that the voxel size is various from
one case to another from 0.57cm3 to 1.6cm3. Also in
our database acquired at the radiology department of
National oncology Institute ”Salah AZAIEZ” of Tunis,
the voxel size varies from 1.25cm*1.25cm*1.25cm to
1.4cm*1.4cm*1.4cm. For more efficiency, we use for
the training phase, the 3D CT-scans with the same
voxel size. In this work,for each database, we use the
80% of the CT-scan data having the same slice thick-
ness for the training phase and 20% of 3D CT-scan for
the testing phase.
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4.2 Experiments

This study presents the use of the 3D-ASM for CT
liver segmentation. For the beginning, we make a reg-
istration phase to recover some parameters such as ro-
tation, scaling and translation in order to minimize
the dissimilarity between two 3D CT-data. Figure 3
shows 3D mesh of the diffeomorphic B-Spline cubic
registration. After the Shape Context registration, the
output of this stage is used as input of the training
phase of 3D-ASM algorithm. Different results of the
3D training shape are exposed in Figure 4.

Figure 3: 3D liver mesh of the B-Spline registration

a b

Figure 4: Training 3D model:a.Case from our
database; b.Case from 3D-IRCADb database

To establish the proposed work, we use for the
training phase of the 3D-ASM the cases which have
the same thickness between slices and total number of
slice. Then, we handle the corresponding Shape Con-
text Points Model with a B-Spline transformation to
create the same size of a 3D Liver grid. After the pre-
processing step, we apply the 3D-ASM algorithm. To
evaluate, in this work, the obtained results, we make
a 3D reconstruction of the liver using the Isosurfaces
and the Marching Cubes method.Then we compare

them with the 3D-ASM of the liver. Figure 5 and fig-
ure 6 show different views of the 3D liver shape ob-
tained from our database and the ”3D-IRCADb” open
access database.

a b

c

Figure 5: 3D liver segmentation of cases from ”3D-
IRCADb” database using respectively from the left to
the right: the Isosurfaces, the Marching Cubes and the
proposed method: a.XY view; b.XZ view; c.YZ view

a b

c

Figure 6: 3D liver segmentation of cases from our
database using respectively from the left to the right:
the isosurfaces, the Marching Cubes and the proposed
method: a.XY view; b.XZ view; c.YZ view

After visual comparison, we use five parameters
essentially used on ROC-curves analysis widely used
in evaluation on the medical field [26]. These param-
eters are: sensitivity (SN), specificity (SP), accuracy
(ACC), positive predicted value (PPV), negative pre-
dicted value (NPV) and area under the curve (AUC).
We note the Vs is the segmented volume and VGT the
ground truth one. We define the True Positive(TP) as
the degree of matching between the 3D mesh of Vs
and the VGT expressed in(5).

T P = Vs ∩VGT (5)

Its complement called False Negative (FN) is defined
in (6).

FN = VGT − T P (6)

Moreover, we define the True Negative (TN) when we
found a similarity on the false information. It is given
in (7).

TN = 1− (Vs ∪VGT ) (7)

The False Positive (FP) is when our system detect a
falsse mesh similiarity when there is no resemblance.
It is given in (8).

FP = Vs − T P (8)
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According to those parameters, we calculate the sen-
sitivity given in (9), the specificity given in (10) and
the accuracy given in (11).

Sensitivity =
T P

T P +FN
(9)

Specif icity =
TN

TN +FP
(10)

Accuraccy =
TN + T P

TN + T P +FN +FP
(11)

We expose in tables 1 and 2 the different obtained
values of the previously defined parameters. In this
work, for each database, the liver was segmented by
experts. So, we make a 3D reconstruction of these
segmented volume using Isosurfaces and Marching
Cubes techniques. Then, we apply the ROC-Curve
independently. In the first hand, we apply it be-
tween our 3D results and 3D isosurfaces. On the
second hand, we extract the different measure of the
ROC-Curve between our 3D results and the Marching
Cubes reconstruction.

Our database 3D-IRCADb
Sensitivity (%) 68.38 63.8
Specificity (%) 71.57 59.36

PPV(%) 69.88 60.23
NPV (%) 70.85 59.52

Accuracy (%) 69.98 59.51
AUC 0.74 0.63

Table 1: Performances of the 3D-ASM with a B-spline
registration versus the Isosurfaces reconstruction

Our database 3D-IRCADb
Sensitivity (%) 75.16 50.06
Specificity (%) 65.93 49.94

PPV(%) 69.16 50.07
NPV (%) 72.33 50.76

Accuracy (%) 70.44 50.07
AUC 0.74 0.49

Table 2: Performances of the 3D-ASM with a B-spline
registration versus the Marching Cubes reconstruc-
tion

Comparaing to the Isosurfaces and Marching
Cubes methods, the 3D-ASM based on the Shape Con-
text registration with a B-Spline registration achieve
about 70% of accuracy and 71,57% of specificity.
Those promising results, ensure the efficiency of the
proposed method based on a non-rigid registration for
the pre-processing phase. We found that we achieve
better results with our database.

(a)

(b)

Figure 7: The area under the curve for cases from
our database: a.versus Isosurfaces; b.versus Marching
Cubes

(a)

(b)

Figure 8: The area under the curve for cases from
”3D-IRCADb”database: a.versus Isosurfaces; b.versus
Marching Cubes
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Our database contains pathological and normal
cases. We used the normal cases for the training phase
and we test the proposed method on pathological and
normal cases. In fact, the 3D Active Shape Model is
an advanced technique of 3D segmentation based on
the shape. In this study, we prefer to use normals
case with shape variation in order to create an efficient
3D learning model which will be deformed accord-
ing to a given 3D CT-Scan exam. The inconvenient of
the use of the pathological cases in the training phase
is the no accurate liver shape since we can found
one or several parts of the liver have been removed.
The ”3D-IRCADb” contains pathological cases with-
out ablation which can be convincing for our study. To
evaluate the efficiency of our proposed method using
the ”3D-IRCADb” database, we compare the 3D liver
mesh obtained using our proposed method , the Iso-
surfaces and the Marching Cubes 3D reconstruction
with the VTK files. The different results are exposed
in the table 3. We found almost the same measure
off the Area under the curve, presented in figure 9,
but we achieve a slight improvement in terms of accu-
racy using the 3D Active Shape Model with a B-spline
registration comparing to the Isosurfaces (Iso) and the
Marching Cubes (MC).

MC Iso Proposed Method
Sensitivity (%) 65.782 65.758 65.765
Specificity (%) 75.392 75.492 75.494
Accuracy (%) 70.629 70.648 71.182

PPV (%) 72.973 73.052 73.053
NPV (%) 68.775 68.744 68.736

AUC 0.757 0.756 0.751

Table 3: Comparison of the 3D liver mesh between the
VTK files of ”3D-IRCADb”, the Isosurfaces, Marching
Cubes and our proposed method using ASM with a
B-spline registration.

Figure 9: The Area under the curve: Comparison be-
tween our propose method and the VTK files of ”3D-
IRCADb” database

5 Conclusion

In this work, we used the Active shape Modeling for
3D CT-liver segmentation. In order to well create

our model, we used in the pre-processing phase the
Shape Context Corresponding Point Model with a B-
Spline cubic interpolation. Evaluation of the pro-
posed method has been performed by using 20 CT-
exams from the ”3D IRCADb”’database and 15 CT-
exams from our database. We acheive a good re-
sults for 3D liver segmentation with a 70% of accu-
racy. Results obtained using our database are better
than those obtained with the open access database
”3D-IRCADb”. This is due to the fact that the ”3D-
IRCADb” database is composed only by pathologi-
cal cases contrariwise to our database which is com-
posed by normal and pathological cases. As a conclu-
sion, it would be better to use only normal cases or
a much bigger number of normal cases than patho-
logical cases to build a good training model. The
proposed method brings to the doctors and the re-
searchers, an approximate 3D model for normal liver
cases. As a perspective, we attend to extract some fea-
ture from this 3D model for normal liver i order to de-
tect liver pathologies according to the liver 3D mesh.
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This paper deals with the design of adaptive observer for a class of non-
linear systems with time delays. Within this work, we develop an adap-
tive observer for a bilinear time delay system, then we extend those re-
sults in the presence of Lipschitz nonlinear functions in the system’s
dynamics. In the stability analysis of the estimation errors, we combine
a Linear Parameter Varying (LPV) approach in the presence of time de-
lays with a polytopic approach. The obtained stability conditions are
given in terms of the solvability of Linear Matrix Inequalities (LMIs) on
the vertices of a convex polytope. Numerical examples are finally given
to show the effectiveness and feasibility of our results.

1 Introduction

This paper is an extension of work originally pre-
sented at the 6th International Conference on Systems
and Control and entitled ”Full order adaptive observer
design for time delay bilinear system” [1]

During the last decades, several theoretical results
with interesting applications were focused on the de-
sign of observers for nonlinear systems [2], [3], [4], [5],
[6], [7] [8], [9] (and references there in). Due to the dif-
ficulty of setting the nonlinear behaviour in a system’s
dynamics and the non availability of all the state vec-
tor component, the design of observer is a challenging
and open problem.

Indeed, since the presence of time delay is often
encountered in the industrial processes, it is necessary
to integrate it in the system model for a best mod-
elization of these systems. The presence of time de-
lay should not be neglected, because it can affect the
systems performances and may lead, in certain cases,
to its instability [10]. For these reasons, this class of
systems has been intensively studied in the literature
[11], [12], [13], [14] and will be considered also in the
present work.

Apart the presence of time delays in a nonlinear
model, another difficulty may appear: the presence
of some unknown parameters, which should be taken
into account in order to make the model more accu-
rate. Hence, we propose in this work to design an
adaptive observer, which does not only estimate the
state vector of a nonlinear time delay system, but also
the unknown parameters which affect its dynamics.
Thanks to its ability to handle some challenging ap-
plications such as in robust and fault tolerant con-
trol, the adaptive observer allows to cope with the
lack of knowledge on the system’s unknown param-
eters. Classically, an adaptive observer may provide
a suitable estimation of the states and the unknown
parameters under some appropriate excitation condi-
tions [3]. There are two major approaches to design
adaptive observer. The first approach is based on the
elaboration of an adaptation law derived from the sta-
bility analysis of a state observer. The convergence of
the unknown parameters can be ensured under some
persistent excitation [15], [16], [17]. The second ap-
proach consists in designing a state observer for an
augmented system, where the state dynamics model
is augmented with the dynamics of its unknown pa-
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rameters. [18], [19], [20], [21].
In this paper, we consider an adaptive observer

design for a class of nonlinear time delay systems
where the dynamics are nonlinear in the states and in
the unknown parameters and contains some bilinear
terms. The nonlinearities considered satisfied a Lips-
chitz condition. Here, the convergence of the adaptive
observers is treated in a more tractable way and does
not require to satisfy the persistent excitation condi-
tion as in [22], [23], [24] and contrary to many previ-
ous contributions. In a first time, an adaptive observer
will be proposed in the absence of some nonlineari-
ties. The considered system represents a time delay
bilinear system affected by unknown parameters. The
bilinear systems do appropriately model some phys-
ical processes than linear or nonlinear ones. Never-
theless, the fact of considering a bilinear model does
not suffice, due to the presence of nonlinear behaviour
which ought to be integrated. For that reason, we con-
sider in a second time the presence of some additional
Lipchitz nonlinear functions. It is necessary to study
those results separately because the design of adap-
tive observer in the first case does not derive from the
second one due to the presence of some unmeasured
state variables in the nonlinear functions, which make
the problem more conservative.

This paper is structured so that the statement of
the problem and some useful formulas are presented
in the section 2. Section 3 is devoted to the design
of adaptive observer for a bilinear time delay system.
This result is extended in section 4, by the addition of
nonlinear Lipschitz functions in the delayed bilinear
system dynamics. In section 5, a discussion of the ob-
tained results is made by comparison with some pre-
vious ones. Finally, in section 6, the obtained results
will be applied to numerical examples to show their
effectiveness.

Notations.Throughout this paper, Rn denotes an
n-dimentional Euclidean space, and || · || the associated
Euclidean norm [25], where

||x|| =
√
xT x, ∀x ∈Rn (1)

and using expression (1), the following induced ma-
trix norm given by

||A|| = max
||x||,0

||Ax||
||x||

(2)

is used in this paper where A ∈Rn×m.
(∗) will denotes the transpose of the off-diagonal parts
of a matrix.

2 Problem statement

In this work, a class of nonlinear time delay systems
is investigated where the state space model is given by
the following equation

ẋ(t) = A0x(t) +
m∑
i=1

Aiuix(t) + `(x,u) +Ad0
x(t − τ0)

+
m∑
i=1

Adiui(t)x(t − τi) +Bu(t) +Gg(x,u)θ (3a)

θ̇ = 0 (3b)

y = Cx(t) (3c)

where x ∈Rn, u ∈Rm, θ ∈Rq, y ∈Rp are the states vec-
tor, the input control, the unknown parameters vector
and the output vector, respectively. τi for i = 0, . . . ,m
are known constants delays. The matrices: Ai ∈ Rn×n,
Adi ∈ R

n×n, for i = 0, . . . ,m, B ∈ R
n×m, G ∈ R

n×r and
C ∈Rp×n are known with constant values.
The following assumptions are given and will be used
in the sequel

Assumption 1. The input u(t) is bounded such that
u(t) ∈ U ⊂R

m, where

U = {u : t→R
m/∀t ∈R+,ui,min ≤ ui(t) ≤ ui,max,

µi,min ≤ u̇i(t) ≤ µi,max} (4)

Assumption 2. The function `(x,u) : Rn ×Rm → R
n is

Lipschitz in x, ∀u ∈ U , i.e there exists a positive scalar b1
such that

||`(x,u)− `(x∗,u)|| ≤ b1||x − x∗|| (5)

The function g(x,u) : Rn ×Rm → R
r×q is bounded ∀x ∈

R
n and ∀u ∈ U , that is there exists a scalar bg such that

||g(x,u)|| ≤ bg

and is Lipschitz in x, ∀u ∈ U , i.e there exists a positive
scalar b2 where

||g(x,u)− g(x∗,u)|| ≤ b2||x − x∗|| (6)

Assumption 3. The unknown parameters are supposed
to be bounded such that there exists a scalar b3 > 0 veri-
fying

||θ|| ≤ b3

Since assumption 1 holds, we have put the inputs
ui(t), for i = 1, . . . ,m, and their derivatives in the same
vector

δ =



δ1
...
δm
δm+1
...
δT2m


=



u1
...
um
u̇1
...
u̇m


(7)

one can see that the vector δ belongs to a convex poly-
tope, described by

P = [u1,min,u1,max]× . . .× [um,min,um,max]

×[µ1,min,µ1,max]× . . .× [µ1,min,µ1,max] (8)

Let us note Φ the set of vertices of the convex polytope
P , where its cardinality is equal to 22m, and described
by

Φ = {σ = [φ1, . . . ,φ2m]T ∈R2m/∀i ∈ [0,m],

φi ∈ {ui,min,ui,max} and ∀i ∈ [m+ 1,2m],

φi ∈ {µi,min,µi,max}} (9)
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In what follows, we point out the problem of the de-
sign of adaptive observer, which allows a simultane-
ous estimation of the states and the unknown param-
eters. As these observers are usually designed to be
applied in robust and fault tolerant control, the add
of the term Gg(x,u)θ in the system dynamics allows
to model uncertainties affecting the system in the case
of robust control, or may be used to model faults in
the case of fault detection and isolation [18], [26], this
term is more general than only the term Gθ as consid-
ered in [1] and in the section 3 of the present work.

In a first time, we propose an adaptive observer
for system (3) without considering the presence of
the nonlinear Lipschitz functions, i.e `(x,u) = 0 and
g(x,u) = 1. In a second time, a more general adaptive
observer is proposed for the considered class of non-
linear time delay systems (3). The obtained results do
not lead to the results of the section before (see the
discussion in section 5), which justify the structure of
this work.

Before starting the observer design, let us give
some useful relations used in this paper. For x ∈ Rn
and y ∈ R

n, the following well known inequalities
hold

2||x|| ||y|| ≤ βxxT +
1
β
yyT , ∀β > 0 (10)

xzT + zxT ≤ cxxT +
1
c
zzT , ∀c > 0 (11)

3 Observer Design without Lips-
chitz nonlinearities

In this section, we consider system (3) without Lips-
chitz nonlinear functions, i.e. `(x,u) = 0 and g(x,u) =
1. Thus, an adaptive observer is proposed under the
following form

˙̂x(t) = A0x̂(t) +
m∑
i=1

Aiui x̂(t) +Bu(t) +Ad0
x̂(t − τ0)

+
m∑
i=1

Adiui(t)x̂(t − τi) +Gθ̂(t) +Lx(y(t)−Cx̂(t))

(12a)
˙̂θ(t) = Lθ(y(t)−Cx̂(t)) (12b)

where x̂(t) ∈ R
n and θ̂ ∈ R

q are the estimated states
vector and the estimated unknown parameters vec-
tor, respectively. Lx ∈ Rn×p and Lθ ∈ Rq×p are the ob-
server’s gains to be determined.

As a full order observer, we propose this structure
of the observer, since it is the most commonly used
in the literature, and had shown performance results.
Within this observer, only two observer gains have
to be determined, contrary to the full order observer
structure as proposed in [23], which may be cumber-
some to compute, due to the number of matrices to be
computed.

The estimation error has the following dynamics

ė(t) =H(u)e(t) +
m∑
i=0

Hdi e(t − τi) (13)

where

e(t) =
[
ex(t)
eθ(t)

]
=

[
x(t)− x̂(t)
θ(t)− θ̂(t)

]

H(u) =
[∑m

i=1Aiui −LxC G
−LθC 0

]
(14)

Hdi (u) =
[
Adiui 0

0 0

]
(15)

Notice that we considered u0(t) = 1 for reasons of sim-
plification. Then, system (12) is an adaptive observer
for the delayed considered system described by (3)
with `(x,u) = 0 and g(x,u) = 1, if and only if the es-
timation error system described by (13) is asymptoti-
cally stable. The stability of the estimation error e(t)
and the computation of the observer’s gains Lx and Lθ
are ensured via the following theorem.

Theorem 1. Assume that assumption 1 holds. System
(12) represents an adaptive observer to system (3) (with
`(x,u) = 0 and g(x,u) = 1), and the estimation errors sys-
tem (13) is quadratically stable for σ j ∈ Φ , j = 1, . . . ,22m,
if there exist matrices

• P (σ j ) ∈R(n+q)×(n+q) where

P (σ j ) = P T (σ j ) =
m∑
i=0

σ
j
i

[
Pi1 Pi2
P Ti2 Pi3

]
> 0 (16)

Pi1 ∈ R
n×n, Pi2 ∈ R

n×q and Pi2 ∈ R
q×q, for i =

0, . . . ,m,

• M ∈R(n+p)×(n+p), given by

M =
[
M11 S2M22
S1M11 M22

]
(17)

where M11 ∈ Rn×n and M22 ∈ Rq×q are nonsingu-
lar matrices. S1 ∈ R

q×n and S2 ∈ R
n×q are some

tuning matrices.

• Y1 ∈Rn×p and Y2 ∈Rq×p

and a positive scalar γ , such that the following LMIs
holds

α
j
(1,1) α

j
(1,2) α

j
(1,3) α

j
(1,4) α

j
(1,5)

∗ α
j
(2,2) α

j
(2,3) α

j
(2,4) α

j
(2,5)

∗ ∗ α(3,3) α(3,4) α
j
(1,5)

∗ ∗ ∗ α(4,4) α
j
(2,5)

∗ ∗ ∗ ∗ −1
γ Ik


< 0 (18)

where

α
j
(1,1) =

m∑
i=1

σ
j
m+iPi1 +

m∑
i=0

M11Aiσ
j
i +

m∑
i=0

ATi M
T
11σ

j
i

−Y1C −CT Y T1 − S2Y2C −CT Y T2 S
T
2

+
m∑
i=0

M11Adiσ
j
i +

m∑
i=0

ATdiM
T
11σ

j
i (19a)
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α
j
(1,2) =

m∑
i=1

σ
j
m+iPi2 +M11G+

m∑
i=0

ATi σ
j
iM

T
11S

T
1

+
m∑
i=0

ATdiM
T
11S

T
1 σ

j
i −C

T Y T2 −C
T Y T1 S

T
1 (19b)

α
j
(2,2) =

m∑
i=1

σ
j
m+iPi3 + S1M11G+GTMT

11S
T
1 (19c)

α
j
(1,3) =

m∑
i=0

σ
j
i Pi1 +

m∑
i=0

ATi M
T
11σ

j
i +

m∑
i=0

ATdiM
T
11σ

j
i

−M11 −CT Y T1 −C
T Y T2 S

T
2 (19d)

α
j
(1,4) =

m∑
i=0

σ
j
i Pi2 −M12 +

m∑
i=0

ATi M
T
11S

T
1 σ

j
i

−CT Y T1 S
T
1 −C

T Y T2 +
m∑
i=1

ATdiM
T
11S

T
1 σ

j
i (19e)

α
j
(2,3) =

m∑
i=0

σ
j
i P

T
i2 − S1M11 +GTMT

11 (19f)

α
j
(2,4) =

m∑
i=0

σ
j
i Pi3 −M22 +GTMT

11S
T
1 (19g)

α(3,3) = −M11 −MT
11 (19h)

α(4,4) = −M22 −MT
22 (19i)

α(3,4) = −S2M22 −MT
11S

T
1 (19j)

α
j
(1,5) = [M11Ad0

σ
j
0,0,M11Ad1

σ
j
1,0, . . . ,M11Admσ

j
m,0]

(19k)

α
j
(2,5) = [S1M11Ad0

σ
j
0,0,S1M11Ad1

σ
j
1,0, . . . ,

S1M11Admσ
j
m,0] (19l)

The observer gains are expressed by
Lx =M−1

11Y1 (20a)

Lθ =M−1
22Y2 (20b)

Proof. The proof of the theorem 1 will be developed
into two steps:

• In a first step, we give the stability conditions
using a Lyapunov Krasovskii approach for LPV
time delay systems, which leads to the resolu-
tion of an inequality.

• In a second step, we compute the observers ma-
trices and we transform the obtained inequality
into LMIs, using a Polytopic approach.

First Step. Let us consider a Lyapunov Krasovskii
function candidate with this form

V (e) =
[
e
ė

]T
F(u)E

[
e
ė

]
+

1
γ

m∑
i=0

∫ 0

−τi

∫ t+β

t
ėT (s)ė(s)dsdβ (21)

where F(u) =
[
P (u) M

0 M

]
, with P (u) ∈ R

(n+p)×(n+p),

P (u) = P (u)T > 0 and M is a matrix with a structure

described by (17). E =
[
I(n+q) 0

0 0

]
and γ is a positive

scalar.
Let us note ε(t) = ė(t), and we rewrite system (13)

under a descriptor form as follows[
I(n+q) 0

0 0

][
ė(t)
ε̇(t)

]
=

[
0 I

H(u) +
∑m
i=0Hdi −I

][
e(t)
ε(t)

]
+

m∑
i=0

[
0
Hdi

]∫ t−τi

t
ε(κ)dκ

Then, using the latter equation, we differentiate the
Lyapunov function in t, which leads to

V̇ (t) =
[
e(t)
ε(t)

]T
H

[
e(t)
ε(t)

]
+

m∑
i=0

βi(t)

− 1
γ

m∑
i=0

∫ t−τi

t
ėT (s)ė(s)ds (22)

where

H =
[
h(1,1) h(1,2)
∗ h(2,2)

]
(23)

with

h(1,1) = Ṗ (u) +MH(u) +HT (u)MT +
m∑
i=0

MHdi

+
m∑
i=0

HT
di
MT

h(1,2) = P (u)−M +HT (u)MT +HT
di
MT

h(2,2) = −M −MT

and

βi(t) =
[
eT (t) ėT (t)

]
F(u)

[
0
Hdi

]∫ t−τi

t
ė(s)ds

+
∫ t−τi

t
ėT (s)ds

[
0 HT

di

]
FT (u)

[
e(t)
ė(t)

]
(24)

Using inequality (11), we majorate βi as follows

βi(t) ≤ γ
[
eT (t) ėT (t)

]
F(u)

[
0

Hdi (u)

][
0

Hdi (u)

]T
FT (u)

×
[
e(t)
ė(t)

]
+

1
γ

∫ t−τi

t
ėT (s)ė(s)ds (25)

Replacing inequality (25) in the expression of the
derivative of the Lyapunov function V (e) described by
(22), implies

V̇ (e) ≤
[
e(t)
ė(t)

]T [
h(1,1) h(1,2)

∗ h(2,2)

][
e(t)
ė(t)

]
where

h(1,1) = Ṗ (u) +MH(u) +HT (u)MT +
m∑
i=0

MHdi

+
m∑
i=0

HT
di
MT +γ

m∑
i=0

MHdiH
T
di
MT
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h(1,2) = P (u)−M +HT (u)MT +HT
di
MT

+γ
m∑
i=0

MHdiH
T
di
MT

h(2,2) = −M −MT +γ
m∑
i=0

MHdiH
T
di
MT

The negativity of the derivative of the Lyapunov-
Krasovskii function is equivalent to the following in-
equality: [

h(1,1) h(1,2)

∗ h(2,2)

]
< 0

Applying the Schur complement on the latter inequal-
ity allows to get the following inequality,

a(1,1) a(1,2) a(1,4)
∗ a(1,3) a(1,4)
∗ ∗ −1

γ Ik

 < 0 (26)

where

a(1,1) = Ṗ (u) +MH(u) +HT (u)MT +
m∑
i=0

MHdi (u)

+
m∑
i=0

HT
di

(u)MT

a(1,2) = P (u)−M +HT (u)MT +
m∑
i=0

HT
di
MT

a(1,3) = −M −MT

a(1,4) = [MHd0
(u), . . . ,MHdm(u)]

with k = (m+ 1)(n+ q).

Second step. Now, using the polytopic approach, we
consider that assumption 1 holds and that the inputs
and their derivatives belong to the convex polytope P
defined by (8). Then, using the vector δ given by (7),
we rewrite the system’s matrices, the Lyapunov matrix
and its derivative as follows

P (u) = P (δ) = P0 +
m∑
i=1

δiPi , (27a)

Ṗ (u) = P (δ) =
m∑
i=1

δm+iPi (27b)

H(δ) =
[∑m

i=0Aiδi −LxC G
−LθC 0

]
(27c)

Hdi (δ) =
[
Adiδi 0

0 0

]
(27d)

Then, we compute inequality (26) in the whole set of
the vertices of the polytope Φ . By taking the matrices
P j (σi) and M with the form (16) and (17) respectively,
we obtain the results given in the proof, where the ob-
server’s gains are given by (20). �

Now, as discussed in the introductory section, we
consider in the next section a more general class of
systems with Lipschitz nonlinearities.

4 Observer Design with Lipschitz
nonlinearities

In this section, the objective is to design an adap-
tive observer for system (3) with the following gen-
eral structure in order to estimate simultaneously the
states vector x and the unknown parameters θ. For
that reason, the following adaptive observer is con-
sidered

˙̂x(t) =

A0 +
m∑
i=1

Aiui

 x̂(t) +Bu(t) + `(x̂,u) +Ad0
x̂(t − τ0)

+
m∑
i=1

Adiui(t)x̂(t − τi) +Gg(x̂,u)θ̂(t) +Lx(y −Cx̂)

˙̂θ = Lθ(y −Cx̂) (28)

where x̂ ∈ R
n and θ̂ ∈ R

q are the estimates of the
states x and the unknown parameters θ respectively.
Lx ∈Rn×p and Lθ ∈Rq×p are the observer’s gains.

The convergence analysis made in this section is
different from the section above, due to the presence
of the Lipschitz nonlinear functions `(x,u) and g(x,u).

In order to ensure the convergence of the proposed
adaptive observer, we had to choose the gains Lx and
Lθ which guarantee that the errors ex(t) = x(t) − x̂(t)
and eθ = θ − θ̂, converge to zero, in other words, the
estimated vectors x̂ and θ̂ converge to their actual val-
ues. Thus, this section is devoted to obtain the stabil-
ity conditions in term of LMI.

Let us give the dynamics of the estimation errors
ex(t) and eθ(t) as follows

ėx(t) =

A0 +
m∑
i=1

Aiui −LxC

ex(t) + (`(x,u)− `(x̂,u))

+Ad0
ex(t − τ0) +

m∑
i=1

Adiuiex(t − τi)

+G
(
g(x,u)θ − g(x̂,u)θ̂

)
(29a)

ėθ(t) = −LθCex(t) (29b)

After adding and subtracting the term ρGeθ(t) to
equation (29a), where ρ is a positive scalar, we obtain
the following augmented error system

ė(t) =H(u)e(t) +
m∑
i=0

Hdi (u)e(t − τi) +H` +GHg (30)

where Hdi is defined by (15) and

H(u) =
[∑m

i=1Aiui −LxC ρG
−LθC 0

]
H` =

[
`(x,u)− `(x̂,u)

0

]
Hg =Hg −

[
ρeθ(t)

0

]
Hg =

[
g(x,u)θ − g(x̂,u)θ̂

0

]
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G =
[
G 0
0 0

]
with u0(t) = 1.

The quadratic stability of the estimation error sys-
tem is ensured via the following theorem

Theorem 2. Assuming that assumptions 1, 2 and 3 hold.
System (28) is an adaptive observer for system (3), and
the estimation error is quadratically stable for σ j ∈ Φ , if
there exist matrices

• P (σ j ) ∈R(n+q)×(n+q) where

P (σ j ) =
m∑
i=0

σ
j
i

[
Pi1 Pi2
P Ti2 Pi3

]
> 0 (31)

Pi1 ∈ R
n×n, Pi2 ∈ R

n×q and Pi2 ∈ R
q×q, for i =

0, . . . ,m,

• M ∈R(n+p)×(n+p), such that

M =
[
M11 S2M22
S1M11 M22

]
(32)

where M11 ∈Rn×n and M22 ∈Rq×q. S1 ∈Rq×n and
S2 ∈Rn×q are some tuning matrices.

• Y1 ∈Rn×p and Y2 ∈Rq×p

and scalars ρ > 0, c1 > 0, c2 > 0 and γ > 0, such that the
LMIs (33) hold (see next page), for j = 1, . . . ,22m, where
the blocks αj(1,3), α

j
(1,4), α

j
(1,5), α

j
(2,5), α(3,3), α(3,4) and

α(4,4) are given by (19d), (19e), (19k), (19l), (19h), (19j)

and (19i), respectively. The blocks ωj(1,1), ω
j
(1,2), ω

j
(2,2),

ω
j
(2,3), ω

j
(2,4), ω

j
(1,5), ω

j
(1,6), ω

j
(2,5) and ωj(2,6) are as follows

ω
j
(1,1) =

m∑
i=1

σm+iPi1 +
m∑
i=0

M11Aiσi +
m∑
i=0

ATi M
T
11σi

−Y1C −CT Y T1 − S2Y2C −CT Y T2 S
T
2

+
m∑
i=0

M11Adiσi +
m∑
i=0

ATdiM
T
11σi

+
b2

1
c1
In + 2

b2
2b

2
3 + b2b3bg
c2

In

ω
j
(1,2) =

m∑
i=1

σ
j
m+iPi2 + ρM11G+

m∑
i=0

ATi σ
j
iM

T
11S

T
1

+
m∑
i=0

ATdiM
T
11S

T
1 σ

j
i −C

T Y T2 −C
T Y T1 S

T
1

ω
j
(2,2) =

m∑
i=1

σm+iPi3 + ρS1M11G+GTMT
11S

T
1

+ 2
b2
g + b2b3bg + ρ2

c2
Iq

ω
j
(2,3) =

m∑
i=0

σ
j
i P

T
i2 − S1M11 + ρGTMT

11

ω
j
(2,4) =

m∑
i=0

σ
j
i Pi3 −M22 + ρGTMT

11S
T
1

ωj(1,5) ω
j
(1,6)

ω
j
(2,5) ω

j
(2,6)

 = P (σ j )

The observer gains are expressed by

Lx =M−1
11Y1 (34a)

Lθ =M−1
22Y2 (34b)

Proof. We rewrite the error system described by (30)
in a descriptor form as follows[

I 0
0 0

][
ė(t)
ε̇(t)

]
=

[
0 I

H(u) +
∑m
i=0Hdi −I

][
e(t)
ε(t)

]
+

m∑
i=0

[
0
Hdi

]∫ t−τi

t
ε(k)dk +

[
0
H`

]
+
[

0
GHg

]
(35)

in order to put it in the Lyapunov function candidate
V (e), which will be chosen as in the first part, under
the form (21). A computation of the derivative of the
Lyapunov function V (e) yields to

V̇ (e) =
[
e(t)
ε(t)

]T [
W (1,1) W(1,2)
∗ −M −MT

][
e(t)
ε(t)

]
+

m∑
i=0

βi(t)

+α1(e) +α2(e)− 1
γ

m∑
i=0

∫ t−τi

t
ėT (s)ė(s)ds

where βi(t) is defined by (24) and

W (1,1) = Ṗ (u) +MH(u) +
m∑
i=0

MHdi (u) +HT (u)MT

+
m∑
i=0

HT
di

(u)MT (36a)

W(1,2) = P (u)−M +HT (u)MT +
m∑
i=0

HT
di
MT (36b)

α1(e) =
[
e
ε

]T
F(u)

[
0
H`

]
+
[

0
H`

]T
FT (u)

[
e
ε

]
(36c)

α2(e) =
[
e
ε

]T
F(u)

[
0

GHg

]
+
[

0
(GHg )

]T
FT (u)

[
e
ε

]
(36d)

However, to give an upper bound to the derivative
of the Lyapounov function, we had to give an upper
bound to some terms. For the term βi(t), an upper
bound was given by the inequality (25). So, we pro-
ceed, in the sequel, by giving an upper bound to the
terms α1(e) and α2(e).

Using inequality (11), α1(e) can be upper bounded
as follows

α1(e) ≤ 1
c1

[
0
H`

]T [
0
H`

]
+ c1

[
e
ε

]T
F(u)FT (u)

[
e
ε

]
=

1
c1
HT
` H` + c1

[
e
ε

]T
F(u)FT (u)

[
e
ε

]
However the product HT

` H` can be majorated by the
following expression using (1) and (5)

HT
` H` = [`(x,u)− `(x̂,u)]T [`(x,u)− `(x̂,u)]

≤ b2
1e
T
x (t)ex(t)
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ω
j
(1,1) ω

j
(1,2) α

j
(1,3) α

j
(1,4) ω

j
(1,5) ω

j
(1,6) M11 S2M22 0 M11G 0 α

j
(1,5)

∗ ω
j
(2,2) ω

j
(2,3) ω

j
(2,4) ω

j
(2,5) ω

j
(2,6) S1M11 M22 0 S1M11G 0 α

j
(2,5)

∗ ∗ α(3,3) α(3,4) 0 0 M11 S2M22 0 M11G 0 α
j
(1,5)

∗ ∗ ∗ α(4,4) 0 0 S1M11 M22 0 S1M11G 0 α
j
(2,5)

∗ ∗ ∗ ∗ −1
c1
In 0 . . . . . . . . . 0

∗ ∗ ∗ ∗ ∗ −1
c1
Iq 0 . . . . . . 0

∗ ∗ ∗ ∗ ∗ ∗ −1
c1
In 0 . . . . . . 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −1
c1
Iq 0 . . . . . . 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −1
c2
In+q 0 . . . 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −1
c2
In 0 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −1
c2
Iq 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −1
γ Ik



< 0 (33)

then,

α1(e) ≤ eT (t)N1e(t) + c1

[
e
ε

]T
F(u)FT (u)

[
e
ε

]
(37)

where

N1 =

 b2
1
c1
In 0

0 0q×q

 (38)

We note G =
[
0 0
0 G

]
, and we give an upper bound

to α2 as follows:

α2(e) ≤ 1
c2

[
0
Hg

]T [
0
Hg

]
+ c2

[
e
ε

]T
F(u)GG

T
FT (u)

[
e
ε

]
=

1
c2
H
T
g Hg + c2

[
e
ε

]T
F(u)GG

T
FT (u)

[
e
ε

]
where

H
T
g Hg = ||Hg ||2 ≤ 2

(
||Hg ||2 + ρ2eTθ (t)eθ(t)

)
with

HT
g Hg =

(
g(x,u)θ − g(x̂,u)θ̂

)T (
g(x,u)θ − g(x̂,u)θ̂

)
≤

(
(g(x,u)θ − g(x̂,u)θ) +

(
g(x̂,u)θ − g(x̂,u)θ̂

))T
×
(
(g(x,u)θ − g(x̂,u)θ) +

(
g(x̂,u)θ − g(x̂,u)θ̂

))
≤ b2

2b
2
3e
T
x (t)ex(t) + b2

ge
T
θ (t)eθ

+ b2b3bg
(
||eTx (t)|| ||eθ(t)||+ ||eTθ (t)|| ||ex(t)||

)
≤ b2

2b
2
3e
T
x (t)ex(t) + b2

ge
T
θ (t)eθ

+ b2b3bg (eTx (t)ex(t) + eTθ (t)eθ)

The latter inequalities lead to

α2(e) ≤ 2eT (t)N2e(t) + c2

[
e
ε

]T
F(u)GG

T
FT (u)

[
e
ε

]
(39)

where

N2 =


b2

2b
2
3+b2b3bg
c2

In 0

0
b2
g+b2b3bg+ρ2

c2
Iq

 (40)

Hence,

V̇ (e) ≤
[
e
ε

]T ([
W (1,1) +N1 + 2N2 W(1,2)

∗ −M −MT

]
+ c1F(u)FT (u) + c2F(u)GG

T
FT (u)

+γ
m∑
i=0

F(u)
[

0
Hdi (u)

][
0

Hdi (u)

]T
FT (u)

[eε
]

Applying the Schur complement on the latter inequal-
ity, leads to inequality (41) (see next page), where the
block W(1,1) is described by

W(1,1) = Ṗ (u) +MH(u) +HT (u)MT +
m∑
i=0

MHdi (u)

+
m∑
i=0

HT
di

(u)MT +N1 + 2N2

W(1,2), N1 and N2 are given by (36b), (38) and (40),
respectively.

Finally, using notations (27) and the information
on the inputs and their derivatives, we compute in-
equality (41), to extract the observer gains via LMIs,
which completes the proof. �

5 Discussion

1. In the literature, two major approaches have
been developed to tackle the design of adap-
tive observer. These approaches are essentially
based on:

(a) the elaboration of a parameter adaptation
law. Here, the unknown parameter vec-
tor is deduced from the stability analysis
of a state observer and the convergence
property of the parameter error is obtained
by a persistence of excitation type con-
straint. Many contributions deal with this
approach as in [5], [15], [17], etc.
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W(1,1) W(1,2) P (u) M 0 MG MHd0
MHd1

. . . MHdm
∗ −M −MT 0 M 0 MG MHd0

MHd1
. . . MHdm

∗ ∗ −c−1
1 In+q 0 0 0 0 0 . . . 0

∗ ∗ ∗ −c−1
1 In+q 0 0 0 0 . . . 0

∗ ∗ ∗ ∗ −(c2)−1In+q 0 0 0 . . . 0
∗ ∗ ∗ ∗ ∗ −(c2)−1In+q 0 0 . . . 0
∗ ∗ ∗ ∗ ∗ ∗ −γ−1In+q 0 . . . 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ−1In+q
. . .

...

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
. . . 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −γ−1In+q



< 0

(41)

(b) an augmented system for which the adap-
tive observer design is elaborated. In this
case, the system dynamics are augmented
with the dynamics of its unknown parame-
ters as in [20], [26], [27], [21].

In our work, the design of our adaptive ob-
servers are based on the approach described in
item (b). However, those results are established
by assuming a Lyapunov function where the
derivative depends of both the state and param-
eters errors. So, the assumption of persistent
excitation is not required in our work since the
matrix appearing in the derivative of the Lya-
punov function is not block diagonal, unlike in
[15] where the boundedness of this derivative
depends only of the state error terms.

2. The use of a descriptor approach and augment-
ing the estimation error system as done in the
present work give more additional degrees of
freedom to the problem resolution and allow to
overcome the problem of the product between
the Lyapunov matrix P (u) and the system’s dy-
namic matrix H(u) (see [28]).

3. First, due to the form of the block diagonal
terms α(3,3) and α(4,4) appearing in both LMIs
(18) and LMIs (33), the matrices M11 and M22
should be nonsingular matrices to satisfy the
LMIs constraints. Notice that adding and sub-
tracting the term ρGeθ(t) from equation (29a) al-
low to have the matrix M11 in the term ω(2,2) in
the LMI (33) given in theorem 2.

Second, the matrix M is chosen with the form
given by (17) for the following reasons:

(a) If the matrix M is chosen under the follow-
ing form

M =
[
M11 M12
M21 M22

]
where M11 ∈ R

n×n and M22 ∈ R
q×q, M12 ∈

R
n×q and M21 ∈ Rq×n, we will come across

the following problem[
Y11
Y21

]
=

[
M11
M21

]
Lx

[
Y12
Y22

]
=

[
M12
M22

]
Lθ

Then, the existence of the observer’s gains
depends on the following rank conditions

rank
[
M11
M21

]
= rank

[
M11 Y11
M21 Y21

]
rank

[
M12
M22

]
= rank

[
M12 Y12
M22 Y22

]
which add some non-convex constraints to
satisfy in theorem 1 and 2.

(b) Putting the matrixM with a diagonal form,
i.e. M12 = 0 and M21 = 0, implies that the
blocks α(2,2) andω(2,2) in LMIs (18) and (33)
respectively, will be written as follow

α
j
(2,2) =

m∑
i=1

σ
j
m+iPi3

ω
j
(2,2) =

m∑
i=1

σm+iPi3 +
b2
g + b2b3bg + ρ2

c2
Iq

and one can see that the LMIs (18) and (33)
can not be satisfied.

So, to avoid the above rank constraints, we set
M21 = S1M11 and M12 = S2M22 where matrices
S1 and S2 are a priori chosen tuning parameters.
This leads to Y21 = S1Y11 and Y12 = S2Y22.

However, one can see that, unlike matrix S1, ma-
trix S2 does not appear in the diagonal blocks
α(2,2) and ω(2,2) of LMIs (18) and (33), respec-
tively. By the way, we can set S2 = 0. Whereas,
we need the condition S1 , 0.

4. The obtained results in theorem 2 may appear
as an extension of theorem 1. However, it is not
the case. For the observer design in section 3,
the nonlinear Lipschitz functions are taken as

`(x,u) = 0 and g(x,u) = 1

which imply that assumption 2 will be as fol-
lows
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b1 = 0, b2 = 0 and bg = 1

Applying this assumption on the results of the-
orem 2, do not lead to the results obtained in
theorem 1, due to the fact that this assumption
does not cancel some terms in the block ωj(2,2) of
the LMIs (33). In addition, the bound b3 of the
unknown parameters θ is not required in the de-
sign of adaptive observer in section 3.

6 Numerical examples

To illustrate the efficiency and the feasibility of our re-
sults, we give in the sequel some numerical examples.
Let us consider a bilinear time delay system, with

A0 =
[
−4 2
−1 −1.52

]
A1 =

[
−0.4 0.8
0.27 −0.4

]
Ad0

=
[
−0.1 0.01
−0.11 −0.68

]
Ad1

=
[
−0.8 0.08
−0.2 −0.04

]
We assume that the system is controlled by one
bounded input control u(t) = u1(t)

−0.2 < u(t) = u1(t) = 0.2sin(0.1t) < 0.2

with

B =
[

0.8
0.01

]
One can see, that the derivative is also bounded, such
that

−0.02 < u̇(t) < 0.02

Then, we assume that the system is affected by one
constant unknown parameters θ, where

G =
[
−0.09

0.9

]
The time delays are constant and known such that

τ0 = 0.9, and τ1 = 0.4

The available measurement vector is given by

y(t) = x1(t)

The Lipschitz nonlinear function g(x,u) is bounded
and chosen as follows

−0.2 ≤ g(x,u) = 0.2sin(u(t)− x1(t)) ≤ 0.2

and the function `(x,u) is given by

`(x,u) =
[
sin(x1(t)e−0.2u(t))
sin(x2(t)e−0.2u(t))

]
The unknown parameters θ will be assumed to be
bounded by b3 = 0.5 only for the simulation in section
6.2.

6.1 Numerical results related to the first
observer design without Lipschitz
nonlinearities

By computing the LMIs (18), given in theorem 1, in
the set of the vertices of the convex polytope P , using
the toolbox ”Lmilab”, we obtain the following matri-
ces

P0 =

 8.1168 −1.8823 −1.7727
−1.8823 7.9346 −3.7539
−1.7727 −3.7539 8.8302


P1 =

 1.1724 −1.0393 −0.37411
−1.0393 1.1054 0.36291
−0.37411 0.36291 0.081736


M11 =

[
2.3048 0.15176

0.15176 2.4665

]
M22 = 7.1197

S1 =
[
−0.9 −1.12

]
S2 =

[
−0.003

0.02

]
Y1 =

[
−2.8248
−3.067

]
Y2 = 5.6283

γ = 0.1

which yield to the following observer’s gains

Lx =M−1
11Y1 =

[
−1.1484
−1.1728

]
Lθ =M−1

22Y2 = 0.79053

Figures 1, 2 and 3 show that the observer gives a suit-
able estimation of the states x1 and x2 and the un-
known parameters θ. They prove also that even if
the values of the unknown parameters change, but
still constant, the estimation of the states and the un-
known parameter converge to their real values.

0 10 20 30 40 50 60 70 80 90 100
-0.2

0

0.2

0.4

0.6

0.8

1

x1

x̂1

Figure 1: Variation of the state x1 (—) and its estima-
tion x̂1 (· · ·).
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0.5
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Figure 2: Variation of the state x2 (—) and its estima-
tion x̂2 (· · ·).
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Figure 3: Variation of the unknown parameter θ (—)
and its estimation θ̂ (· · ·).

6.2 Numerical results related to the sec-
ond observer design with Lipschitz
nonlinearities

By setting the tuning matrices S1 and S2 as follows
S1 =

[
−0.21963 −0.36278

]
S2 =

[
0.11754

0.049037

]
and fixing b1 = 0.2, b2 = 0.2 and ρ = 0.1, the reso-
lution of the LMIs (33) given in theorem 2 using the
toolbox ”sdpt3” of Matlab, leads to the following ob-
servers gains

Lx =M−1
11Y1 =

[
0.41697
−1.0876

]
Lθ =M−1

22Y2 = 1.0292

with

P0 =

 1.1844 −0.28959 −0.032828
−0.28959 0.61048 0.015679
−0.032828 0.015679 0.084515


P1 =

 0.22818 −0.07406 −0.024134
−0.07406 0.10067 −0.0056328
−0.024134 −0.0056328 −0.00030159


M11 =

[
0.31247 0.030714

0.030714 0.4203

]
M22 = 0.19653

Y1 =
[
0.096884
−0.44431

]
Y2 = 0.20227

c1 = 1.12, c2 = 0.58, γ = 0.054

Using the obtained gains into the observer yields to a
suitable estimation of the states x(t) and the unknown
parameter θ. The following figures show the effective-
ness of our design.

0 2 4 6 8 10 12 14 16 18 20
-0.02

0

0.02

0.04

0.06

0.08

0.1

Figure 4: Variation of the state x1 (—) and its estima-
tion x̂1 (· · ·).
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Figure 5: Variation of the state x2 (—) and its estima-
tion x̂2 (· · ·).
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Figure 6: Variation of the unknown parameter θ (—)
and its estimation θ̂ (· · ·).

7 Conclusion

The proposed adaptive observer for a class of nonlin-
ear time delay system developed in this paper allows a
suitable estimation of the state and the unknown pa-
rameter vectors, simultaneously. In a first time, a bi-
linear system with time delays is considered, which
was extended by the addition of some nonlinear Lip-
shitz functions. The observer gains are obtained by
solving LMIs in the vertices of a convex polytope. The
simulation results show the performances and feasi-
bility of the proposed approach. An extension of our
adaptive observer design was presented in a second
time, when a nonlinear Lipschitz functions interfere
in the dynamics of a bilinear time delay system.
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One of the prominent challenges of the automotive-transportation sys-
tem is represented by the integration of security and safety properties
within protocols, applications and connectivity mechanisms. A joint
safety/security design can sometimes expose to trade-offs, since their re-
quirements may not match perfectly or even be incompatible. This pa-
per analyses an example of security and safety design, by combining
integrity with encryption considering the constraints of a typical CAN
protocol and real-time traffic. The analysis is presented modelling differ-
ently attackers, packet fragmentation issues and the residual probability
of error of the combined scheme.

1 Introduction

The common thought about cars is that they are me-
chanical devices employed by passenger to move from
a place to another. This is not true any more, or at
least is not completely true since cars, or in general
vehicles, in the last lustrum evolved to offer several
services and connections that turn them into Cyber-
Physical Systems (CPS) by the combination of sens-
ing/actuation, processing, storing, and networking
capabilities, as described by Fortino et al. [1]. Appli-
cations, sensors, park and driving assistants are inte-
grated into commercial vehicles and they are consid-
ered standard features present in entry-level model of
cars. Features, such as Internet connectivity, enlarge
the attack surface of vehicles and, in particular, tra-
ditional communication protocols developed to work
on isolated environments could not maintain the same
level of robustness when new variables are taken into
account. This is especially true if one considers that
connectivity itself can be provided in multiple hetero-
geneous ways, which are not always predictable by the
manufacturer anymore. For example, in [2], the au-
thor proposed a connectivity solution based on smart-
phones. On the other hand, practically all Electronic
Control Units (ECUs) on a car are connected to one
or more CAN busses, which is the traditional inter-
face for intra-vehicle communications. The CAN bus
use messages whose payload is at maximum 64bits

length, and depending on the payload set, it can en-
able specific functionality of the vehicle, for instance
enabling the accelerator of a car. The CAN bus pro-
tocol was not designed to embed security properties
such as: Authentication, Integrity and Confidentiality,
and the security aspects are left to higher layers of the
protocols-stack, for instance the application level. An
example of attack on the CAN bus protocol is that per-
formed on a Jeep Cherokee by Valasek and Miller in
2015 [3], where the authors showed how to hack and
remotely control a Jeep Cherokee. This attack exploit
a security flaw in the In-vehicle Infotainment (IVI) sys-
tem of the car to access the CAN bus network of the
car. To fix this flaw, the Fiat Chrysler was forced to
push a software update [4].

Security issues are a major challenge for connected
vehicles, as reported in [5], and this is recognised also
to have a relevant impact on vehicle’s safety [6]; it
is clear that security and safety are fundamental in
the design of an intelligent transportation system, es-
pecially regarding the communication protocols and
message protection schemes. It is important to note
that the combination of safety and security issues is
not exclusive of vehicular systems, but it affects the
whole IoT world, especially systems which function-
ality is considered critical (e.g. medical devices).

In this work, we propose a solution to turn the
CAN bus protocol as a Security by Design protocol by
integrating authentication, integrity and confidential-
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ity properties. Our solution proposes the adoption of
a Message Authentication Code (MAC), targeted for
CAN bus messages, that is then encrypted with an ad-
ditional key. The message created guarantees authen-
tication and integrity through the MAC, and confiden-
tiality with the additional encryption. Our defence
strategy is studied to be applied against a model of
attacker that runs both a Honest-But-Curious (HBC)
or Fully Malicious attack strategy. Furthermore, our
solution is evaluated from a safety point of view, in
particular regarding the residual probability of error
(Pre). This is necessary since the outcome of the secu-
rity MAC i.e. accept or reject a particular message is a
form of error detection which could reveal also trans-
mission errors (e.g. caused by noise), and the message
containing the MAC could bring safety-critical infor-
mation. For example, this scheme could be applied
to SAE J1939 Torque/Speed Control 1 message, which
embeds a 4-bit checksum within the 8-byte CAN pay-
load. The residual probability of error is first evalu-
ated using an ideal block cipher model, then simula-
tion results are presented for a specific implementa-
tion choice. We show that averaging over the secret
keys and over the possible messages, the value of Pre
depends only on the length of the integrity tag used
to decide whether the message is valid or not, and this
is independent from how the integrity tag is generated.
On the other hand, we show how the worst case com-
bination of key and message reduces massively the
ability of this scheme to detect transmission errors,
assuming a simplified channel model. The worst-case
Pre is then simulated, with considerations on the dif-
ficulty of finding the worst-case combination of key
and message.

The main contributions of this paper is to analyse a
message protection protocol from both a security and
safety point of view, and highlight the trade-offs that
result from the analysis. This paper is an extension of
work originally presented in IEEE MT-ITS [7] and our
contributions are summarized as follows:

• We improved the description of the analytical
model for residual error probability by provid-
ing more details on the error model, new expla-
nation on the computation of Pre and analytical
results;

• We expanded the security analysis and we better
modelled the attacker;

• We improved the safety analysis giving more de-
tails on the fragmentation and retransmission
issues;

• We added more results and better described the
analytical model depending on the statistical
distribution of errors in the simple case of bi-
nary symmetric channel;

• We redraw the plots with the simulation results,
using colours, to be easier to understand.

This paper is structured as follows: section 2 re-
views the state of the art with regard to MAC algo-
rithms and best practices, as well as error detection

mechanisms; section 3 presents the message protec-
tion scheme discussed in this paper, discussing some
design choices. In section 4, we introduce the attacker
model and we make a security consideration on the
MAC size. Section 5 exposes two aspects usually rele-
vant for the safety of the system, that are packet frag-
mentation and the probability of residual error Pre.
Section 6 discusses other message protection schemes
and their security and safety properties, compared
to the scheme proposed here. Finally, section 7 con-
cludes the paper with some motivation for future re-
search directions.

2 Related Works

The following works refers to lightweight Message
Authentication Code solutions for devices that have
limited computational resources, like processors and
memory. Chowdhury and Dasbit in [8] introduce
LMAC, a Lightweight Message Authentication Code
(MAC) of 64bits dimension for Wireless Sensor Net-
work that uses hash based symmetric key MAC. The
authors show that LMAC is secure against passive and
active attacks and it has a low overhead compared
with other similar solutions. Another 64bits MAC,
called Chaskey is presented by the authors of [9].
Chaskey uses 128bits key to generate a MAC which
length is of 64bits or more. The authors say that
Chaskey generates MAC that are suitable for 32bit
Microcontroller and that it does not suffer of MAC
truncation [10]. In [11] the authors show two ver-
sions of lightweight MAC of 64 and 128bits called
TuLP-64 and TuLP-128 that are resources efficient and
are though for body sensor networks. Then, in [12]
the authors presented a lightweight MAC suitable for
Smart Grid communications in which two devices
reach mutual authentication by sharing a session key
exchanged using Diffie-Hellman and a hash-based au-
thentication code technique.

Regarding safety properties, such as the residual
probability of error, Schiller and Mattes have analysed
different ways of using nested CRC codes, for exam-
ple in [13]. However, when it comes to cryptographic
algorithms the kind of errors treated are related to se-
curity properties and possible vulnerabilities, see for
example the survey in [14]. To the best of our knowl-
edge, an explicit model for the residual probability of
error of a system using cryptographic algorithms has
not been developed, although the statistical proper-
ties of symmetric ciphers are sometimes studied in-
depth, but always in the context of security, see for
example [15].

3 Message protection scheme

The main scheme analysed in this paper is based on
encryption, and is represented in Figure 1. In general,
a message µ with length µsize bits is combined with
an integrity tag τ = H(k2,µ) of length τsize , where k2
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is the authentication key. The combined µ||τ is then
encrypted to obtain the ciphertext c = ENC(k1,µ||τ),
where k1 is the encryption key; the ciphertext is then
transmitted on the CAN bus. The receiver receives c′ ,
decrypts it and checks if τ ′ = H(k2,µ

′), with µ′ ||τ ′ =
DEC(k1, c

′), to decide if the message is valid.

There can be some variations in this scheme; for
example the integrity code can be appended to µ to
form the plaintext (also known as MAC-then-encrypt
approach) with c = ENC(k1,µ||τ), or it can be excluded
from encryption (encrypt-then-MAC approach) with
c = ENC(k1,µ)||τ . In both cases the MAC has to be
computed using the original message µ. Sometimes
the MAC-then-encrypt approach is considered less
secure, for example see [16], but in this paper the
scheme has no padding and a fixed length of the mes-
sage, so these considerations do not apply. Consid-
ering the CAN bus, the first approach is more practi-
cal since there exist encryption algorithms with 64-bit
block size, equal to the maximum payload of a CAN
message; in this case there is no need for additional
data to perform the encryption, and the ciphertext is
computed as c = ENC(k1,µ||τ). On the other hand,
if the plaintext is different from the block size (like
in the encrypt-then-MAC approach), the cipher must
be used in counter mode, or a stream cipher can be
used. Either way, there needs to be additional infor-
mation shared between the sender and the receiver,
e.g. a nonce, to perform the encryption; in this case
the ciphertext is computed as c = ENC(k1, I ,µ)||τ with
I being the shared information.

Another variant is to avoid the use of two different
shared keys and define the integrity code as τ =H(µ),
where H(·) is a hash function like SHA1 or an error-
detection code of the CRC family.

In this paper we consider only different possibil-
ities for the integrity tag τ = H(µ), which can be a
proper Message Authentication Code, a hash func-
tion or a CRC; we do not consider then the encrypt-
then-MAC approach, so we can define the plaintext
m = µ||τ .

m

c = ENCk(m)

ctx = encode(c)

m′

m′ =DECk(c′)

c′ = decode(crx)

Etx

Encryption layer

Channel coding

Transmission channel

Pok + Pre

P chok + P chre

Pe

P che

Figure 1: Message protection scheme.

4 Security considerations

When cars were not connected to the Internet, the
attack surface was limited to local entry points that
could make cars vulnerable to security attacks. Since
connectivity has been embedded as feature inside
cars, the attack surface is increased and it is not lim-
ited to local attacks, but also remote ones make a ve-
hicle more vulnerable. This provides a higher impact
to the security and safety of cars’ passengers, and in
addition, gives to attackers more and more kinds of
attacks that they are able to exploit.

When, we talk about to local attacks, we refer to
physical inputs to the vehicle that can be represented,
for instance, by the auxiliary jack of the CD-Rom, USB
ports, and the ODB2 connector. All these physical
connectors require that an attacker has the opportu-
nity to access the car and manipulate or alter the in-
put to perform its attack. This, however, is possible
but the impact is limited and less transparent to pas-
senger. On the other side, remote attacks made on
the wireless inputs enlarge the attack surface and may
make attacks more relevant. Wireless inputs can be:
the Bluetooth, Wi-Fi and cellular connections. In par-
ticular, exploiting the cellular connection, it would
be possible to remotely access the In-vehicle infotain-
ment (IVI) system of a car, and from that reading and
writing into the CAN bus [3]. In fact, the IVI system
are consoles that often run an operating system such
as Windows CE, Linux, and may even run Android.
So, attackers may exploit known vulnerabilities of un-
patched version of those operating systems to perform
their attacks. On this scenario, the Key Reinstallation
Attacks (KRACKs) [17] has demonstrated that a vul-
nerability in the WPA2 protocol could allow “attack-
ers to use this novel attack technique to read information
that was previously assumed to be safely encrypted. This
can be abused to steal sensitive information such as credit
card numbers, passwords, chat messages, emails, photos,
and so on1.”. Thus, using KRACKs and exploiting an
unpatched version of the Wi-FI provided by the IVI,
an attacker could jump in the car’s network getting
sensitive information, and using that access as gate-
way to force and get in the CAN bus network of the
vehicle.

4.1 Attacker Model

In this paper, we analyse the CAN protocol from the
security and safety point of views. In particular, this
section aims at modelling attackers, defining which
are the attacks that they may exploit.

In the modelling phase, we consider that attack-
ers may have local or remote access to the vehicle to
compromise the CAN bus by forging or altering mes-
sages that may be considered valid by recipients. For
instance, attackers may be able to exploit a weakness
of the authentication module to remotely access the
CAN bus network using a classic IP connection, and

1Explanation cited from https://www.krackattacks.com
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once inside the vehicle, they forge valid message or
even altering their contents.

To minimize the power of attackers, our defence
strategy foresees that more attackers are not able to
forge valid messages, keeping enabled confidentiality
of proper messages generated. Also, we aim at iden-
tifying messages that were altered, i.e., losing of in-
tegrity. Thus, our defence strategy is based on three
security properties that are:

Authentication: A recipient should be able to verify
whether a message is sent by a legitimate sender;

Integrity: A recipient should be able to verify
whether a message has been altered during its
transmission;

Confidentiality: it guarantees that the content of a
message is not revealed to an illegitimate entity,
as it can happen with the Man-in-the-Middle
(MITM) attack;

We apply our defence strategy against attackers
who can play the following roles:

Honest-but-Curious (HBC): Also known as Passive
Attack; an attacker may exploit the information
legitimately gleaned by capturing messages ex-
changed over the CAN bus network, but he/she
will not perform any malicious activity to har-
vest it.

Fully Malicious (FM): Also known as Active Attack;
an attacker is able to forge or alter messages that
are considered valid, after a verification step, by
the recipient. So, the attacker strategy is to suc-
ceed in at least one of the following attacks:

• Impersonation attack: the attacker is able to
assume the identity of one of the legitimate
parties;

• Guessing attack: the attacker is able to forge
a valid MAC after a number of trials.

• Replay attack: the attacker is able to re-use
valid messages with a malicious or fraudu-
lent aim;

• Sniffing attack: the attacker is able to read
the content of any messages exchanged
through the CAN bus network:

In Table 1, we combine the defence strategy to each
attack presented above aiming at blocking or mitigat-
ing the corresponding attack.

4.2 Security considerations on encrypted
MAC and MAC size

We introduced the Message Authentication Code in
the CAN-message payloads to provide by-design au-
thentication and integrity properties. At the same time,
by encrypting µ||τ , we added the confidentiality prop-
erty in messages to avoid that an attacker sniffs con-
tent messages exchanged among ECUs. However,

even not considering encryption on messages, but
even only the first two properties, an attacker is ca-
pable to sniff messages, but she will not easily forge
valid messages due to the MAC. With encryption, the
attacker’s knowledge is still minor, and the probabil-
ity to forge a valid message is linked to the guessing
attack plus the encryption of µ||τ .

Dworkin in [18] points out the importance of
choosing a robust MAC to be resistant against the
guessing attack. In particular, Dworkin explains that
a sound MAC is provided with a size greater than
64bits, i.e., τsize ≥ 64-bits. However, due to the stan-
dard CAN bus payload restriction, i.e., 64bit in total,
it is very hard to keep that inequality true and we
need a workaround to guarantee the security proper-
ties with a specific level of risk. Thus, the workaround
can be implemented through two different strategies:
i) concatenating a MAC which size is at least 64-bit,
or ii) limiting the number of repeated trials of an at-
tacker before considering invalid the key that gener-
ates the MAC. The first solution may cause the frag-
mentation issue that we detail better in §5.1. In-
stead, the second solution can be the best candidate
for our workaround on τsize. To this purpose, in [18],
Dworkin illustrates how to calculate the right τsize de-
pending on the following two bounds:

MaxInvalids: as the limit on the number of trials that
an attacker can perform before the key is retired;

Risk: the highest acceptable probability for an inau-
thentic message to be accepted as valid;

Then, due the above parameters, the τsize should
satisfy the following inequality:

τsize ≥ lg(
MaxInvalids

Risk
). (1)

Our goal is to satisfy the inequality 1 with a value
of τsize that is greater than or equal to 16. From in-
equality 1, the system can tolerate up to 30 (25) mes-
sages before considering the key invalid, and the sys-
tem can accept 2−11, i.e., Risk = 2048, chance of in-
authentic messages. So, considering that the payload-
size of a CAN-message is generically 48bits (µsize) and
the maximum bandwidth of the communication chan-
nel is 64bit (bandwidthmax), we obtain that µsize +
τsize ≤ bandwidthmax. The inequality 1 defines that
the lowest condition to have a µ||τ message for the
CAN bus protocol is to have MaxInvalids = 25 and
Risk = 2048.

5 Safety considerations

5.1 Fragmentation

It is well known that a standard CAN message is too
short for the proper implementation of many secu-
rity properties, since the maximum allowed payload
length is 8 bytes. However there are use cases where
using a second CAN message (e.g. for authentication
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Attack Description Defence
Impersonation Generating messages being identified as legitimate party Authentication

Guessing Forging or altering messages that are valid by the recipient Confidentiality, Authentication, Integrity
Replay Re-use messages that are considered valid by the recipient Authentication
Sniffing Read content of messages Confidentiality

Table 1: Summary of attack and defence strategies.

purposes) is not acceptable since it introduce unnec-
essary latency in the complete reception of a message;
this is mainly due to the low speed of CAN bus, which
is typically 250 kB/s on vehicular networks, and can
reach the maximum of 1 MB/s. Another reason is
the increase of residual error rate in the communica-
tion (see for example the appendix D.5.2 of ISO 15998
[19]); however, this increase could be tolerated more
easily since, to a first approximation, the Pre of a two-
message scheme is roughly the double of the Pre of a
single message. With these limitations, common ap-
plication requirements allow for a rather limited se-
curity level achievable without changing the network
communication protocol stack, and is fundamentally
due, for a point-to-point communications, to the lim-
ited payload length of a single CAN 2.0 bus message.
The use of CAN-FD could relax these limitations, but
even in this case the maximum payload length is 64
bytes.

5.2 Retransmissions

In order to tolerate packet loss, communication pro-
tocols usually employ some form of re-transmission
handling. Basically this means that if an error is de-
tected on the packet, or if a timeout for packet re-
ception expires, the transmitter sends again the same
packet. Different variants of ARQ schemes (Auto-
matic Repeat reQuest) exist, but the essential princi-
ple is that a data packet is sent more than one time
without modifications. While this feature is usually
handled transparently at link or transport layer, it
is a potential security vulnerability, since an attacker
could either inject errors or transmit duplicated pack-
ets to perform a replay attack (§4.1). Similar attacks
are not hypothetical but have been demonstrated in
reality, one of the most recent examples being the key
reinstallation attack against WPA2 [17]. It is then
desirable to handle retransmissions at the applica-
tion level, if any, so sensitive security information like
nonces, which must be used exactly one time, are han-
dled properly. It is also worth considering that frag-
mentation makes retransmissions more complicated
to handle efficiently, since here a small portion of a
packet can be lost.

5.3 Probability of Residual Error

The analysis of the probability of residual error Pre in
a communication protocol is usually a difficult task.
In order to simplify the model, it is assumed that the
channel coding is independent from the encryption
scheme and it is possible to obtain a measure of Pre for

channel coding, which correspond to P chre with refer-
ence to Figure 1. In this way, it is possible to focus only
on the performance of the message protection scheme
discussed in this paper. Here Pre is obtained assuming
Shannon’s ideal cipher model, which has been used in
other works like [20], and the results are compared
with simulations where real algorithms are used for
encryption and integrity.

5.3.1 Error model

According to Shannon’s model, an ideal cipher is
a random family of permutations, chosen indepen-
dently for each possible key. More precisely, suppose
K is the set of all keys andM is the set of all messages.
An ideal block cipher is a map ENC : K ×M → M
where, for each key k ∈ K, the encryption function
ENCk(·) = ENC(k, ·) is a random permutation on the
message set M (independent of any other permuta-
tion). The same considerations apply to the decryp-
tion function DECk(·) =DEC(k, ·), which being the in-
verse of a random permutation is itself a random per-
mutation.

In this context, it is more useful to fix a specific
pair (k,m) of key and message, and consider the ci-
pher text message set as:

C′ = {c′ : c′ = c+ e′ , e′ ∈ E ′} (2)

while the plain text message set is:

M′ = {m′ :m′ =m+ e,e ∈ E} (3)

where the set E ′ is the set of all possible undetected er-
ror vectors after channel decoding and before decryp-
tion, and E is the set of all error vectors after decryp-
tion. The addition here correspond to a bitwise XOR.
While the elements of E ′ correspond basically to un-
detected transmission errors, the elements of E can be
seen as undetected transmission errors transformed
by the decryption function. For this reason, the distri-
bution of the values in E depends on the distribution
of E ′ , in a different way for each different pair (k,m),
since the function E(k, ·) will correspond to a different
and independent permutation. The relation between
E ′ and E is then of the form ENC : K ×M× E ′ → E
which can be rewritten as the map ENC(k,m) : E ′ → E
identified by a specific pair of values (k,m). The ex-
plicit form can be derived from Figure 1 as

e = ENC(k,m)(e
′) =DEC(k,c′) (4)

=DEC(k,c+ e′) (5)

=DEC(k,ENC(k,m) + e′) +m (6)
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Being ENC(k, ·) and DEC(k, ·) random permutations,
equation 6 represent a random map from E ′ to E.
Each pair (k,m) correspond then to a different map
ENC(k,m), independent from other maps. This means
that each error vector e′ on the transmission chan-
nel correspond to a random error vector e after de-
cryption. Assuming that the pair (k,m) is chosen uni-
formly from the setK×M, the random error vector e is
itself uniformly distributed. In practice, the relation
between e and e′ is highly non-linear, since it strongly
depends on the ENC and DEC functions, which in
real block ciphers are usually highly non-linear func-
tions themselves. This means that the approximation
of uniform distribution of e, for any given e′ and vary-
ing (k,m), is accurate as long as these conditions ap-
ply:

1. the real block cipher approximates a random
permutation;

2. the messages inM are uniformly distributed;

3. the keys in K are uniformly distributed.

Condition 1 is itself an important security prop-
erty, as shown for example in [21]. Condition 2 can
be false depending on the context; for example, in
a closed industrial control network the message set
is usually limited; furthermore, messages in M can
include integrity checks (as in the scheme discussed
here) which alter the distribution of the plaintext.
Condition 3 is another important security property,
although some block ciphers have weak keys (e.g. DES
and Blowfish). These conditions can be relaxed to
having either the messages or the key uniformly dis-
tributed, provided that condition 1 still apply.

5.3.2 Computation of Pre

In this section, we assume these conditions are sat-
isfied. Given that, as shown in section 3, the origi-
nal message is m = µ||τ , and the received message is
m′ = µ′ ||τ ′ , the probability of residual error can be de-
fined as the joint probability

Pre = P (µ , µ′ , τ ′ =H(µ′)) (7)

which correspond to the probability of having a cor-
rect integrity tag (τ ′ =H(µ′)) but the decoded message
is different from the original (µ , µ′) due to transmis-
sion errors. Considering that ENC(k,m) is a random
map, each element of C′ can correspond to all the pos-
sible values ofM′ . If the elements of C′ are uniformly
distributed (such as when considering a random mes-
sage attack) the probability that τ ′ = H(µ′), averaged
over all the possible (k,m), can be computed by count-
ing as

P avg (τ ′ =H(µ′)) =
2µsize

2µsize+τsize
=

1
2τsize

(8)

which is the probability of guessing a valid message.
On the other hand, when transmission errors are con-
sidered, only one of the elements of C′ correspond to

the correct message, while all other elements have cu-
mulative probability P chre . The residual probability of
error in this case can be computed as

P
avg
re = P chre

2µsize − 1
2µsize+τsize − 1

≈ P chre
2τsize

. (9)

Both equations 8 and 9 are valid without making any
assumption on the actual algorithm H used for com-
puting τ .

This measure of Pre is, however, a measure for the
average case, while from the safety point of view it is
necessary to consider the worst case, that is:

P wcre = max
k∈K
m∈M

Pre (10)

This again can be computed by counting, but this time
the actual distribution of E, given by transmission er-
rors, must be considered, specifically the one which
maximise equation 10, which correspond to the worst-
case pair (kwc,mwc). Using the ideal cipher model,
the distribution in E can be obtained from a permu-
tation of the distribution in E ′ , so a simpler way to
compute P wcre is to take the 2µsize − 1 error vectors of E ′
with higher probability Pe′ and sum their probability.
Clearly, the upper bound for the various E is

P wcre ≤ P chre (11)

where equality would mean that the encryption pro-
cedure, even with an integrity check, is not effective
at all in detecting transmission errors when (kwc,mwc)
are used, because the relevant transmission errors e
cause the plaintext to have an non-correctable error.
More specifically, this correspond to the case where
the 2µsize − 1 most probable error vectors in E cover
practically the whole amount of P chre . The fact that this
is independent from the particular algorithm H is be-
cause of the random map; in other words it is impos-
sible to design an efficient integrity algorithm for this
scheme as the distribution of e can not be known a
priori.

This consideration exposes the trade-off between
safety (as related to protection against random er-
rors) and security (as related to protection against a
malicious adversary). In the first case the statistical
distribution of transmission errors is usually concen-
trated on a restricted set of values, and error detec-
tion codes are designed to detect the most probable
errors, achieving a very high detection rate. On the
other hand, if a malicious adversary is considered, all
error patterns must be distributed ideally uniformly,
otherwise an attacker may exploit its statistical char-
acteristics.

5.3.3 Analytical results

To illustrate this problem, we consider a simplified
model with a binomial distribution E ′ ∼ B(n,k,p)
(which would correspond in Figure 1 to the case with
no channel coding and a Binary Symmetric Channel
with probability of bit error p). The worst case P wcre
can then be obtained by first listing the probability Pl
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of each error vector e′l with l bit set (note that must
be l > 0); this list is then sorted incrementally and
then the first values are taken, one error vector at a
time, until exactly 2µsize − 1 error vectors are chosen.
As shown in figure 2, where the worst-case residual
probability of error is computed with the algorithm
exposed above for different values of p in a binomial
distribution, the value of Pre rapidly increases as the
distribution of errors is more concentrated. Here τsize
is fixed to 64 bytes; similar results are obtained for
different values. In figure 3 instead, µsize is fixed to
256 bits and the worst-case Pre is plotted, and here
the effect of the concentration of error distribution is
also visible with effects similar to figure 2. This al-
gorithm can be extended to the case where channel
coding allows approximating the residual error distri-
bution, for example if a CRC with a known minimum
hamming distance HCRC is used (some examples are
available from the work of Koopman, see [22], for dif-
ferent payload lengths). In this case, the error vectors
el with l < HCRC are not considered since they are de-
tected by channel coding. However if channel cod-
ing include other information in the CRC (such as the
length of the data payload) this approximation must
be further refined.
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Figure 2: Normalised worst-case Pre obtained through
computation, for different values of p. τsize is fixed to
64 bytes.
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Figure 3: Normalised worst-case Pre obtained through
computation, for different values of p. µsize is fixed to
256 bytes.

5.3.4 Simulation results

The simulations have been performed applying the
encryption scheme to randomly selected (k,m) and us-
ing different error vectors to obtain an approximation
of Pre. For the ENC cipher, DES and AES have been
used, while for H we used CRC, a truncated SHA1
hash function and a truncated HMAC scheme based
on SHA1. The simulation have been implemented as
a C++ program using the Nettle v2.7.1 cryptographic
library. The simulations were run on a Intel i7 8-core
laptop with 8 GB RAM; for each pair (k,m) a num-
ber of error patterns e′ are generated, with the re-
spective probability, and the normalised output Pre
is computed as the ratio between the erroneous mes-
sages that resulted in τ = H(µ) and the total number
of erroneous messages. The plotted results represent a
normalised Pre

P chre
, where the value of 1 represent equal-

ity in equation 11. The value of τsize varies from 0
to 16; greater values, which in theory correspond to a
lower Pre, have not been simulated since they would
have taken too much time to yield a result with rea-
sonable precision; however the results are still mean-
ingful with respect to the theoretical model. The com-
plexity of the simulation has three factors: k,m and e′ .
For example, using 1000 different keys, 1000 different
messages and 10000 error patterns the total number
of iterations is 1000 · 1000 · 10000 = 1010. However
each value of Pre is evaluated using 10000 samples,
so lower values close to 10−4 will have a lower accu-
racy. This explains the convenience to simulate with
low τsize.

10−5

10−4

10−3

10−2

10−1

10+0

0 2 4 6 8 10 12 14 16

P
w
c

re
/P
ch re

τsize

DES/HMAC-SHA1
DES/SHA1

DES/CRC16
AES128/HMAC-SHA1

AES128/SHA1
AES128/CRC16

Theoretical

Figure 4: Normalised average Pre obtained through
simulation and from equation 9, for different values
of τsize.

In Figure 4 the normalised P avgre is plotted, both re-
sulting from equation 9 and from simulations. The
correspondence between the theoretical model and
the simulation results is very good, and the results
are independent either from the H algorithm used to
compute τ and the encryption algorithm ENC. Only
a small glitch is visible for τsize = 14, presumably due
to the relatively small number of iterations. The sim-
ulations results are accurate because all the Pre are av-
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eraged over the pairs (k,m).
In Figure 5 and 6 the normalised P wcre is plotted

with varying τsize. The numerical values, displayed
with a continuous line, are evaluated with the algo-
rithm described in section 5.3.2, while the simulation
results are taken as the highest value of Pre among all
tested (k,m). In this case the simulations do not match
the theoretical model; the reason is that while the the-
oretical model assumes that (kwc,mwc) is known, in
practice this is not true, although for some ciphers it
could be feasible to calculate it. In this case a great
number of (k,m) combinations are randomly chosen
and the worst case is considered. However, being un-
able to scan all the (k,m) space, it is unlikely to find
the worst case but only a ”bad“ pair (k,m) is found, for
which Pre differ significantly from the average case.
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Figure 5: Normalised worst-case Pre obtained with
E ′ ∼ B(n,k,p) through calculation and simulation us-
ing a DES/SHA1 scheme, with µsize + τsize = 64, for
different values of τsize.
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Figure 6: Normalised worst-case Pre obtained with
E ′ ∼ B(n,k,p) through calculation and simulation us-
ing a DES/SHA1 scheme, with µsize + τsize = 64, for
different values of τsize.

In Figure 7 and 8 the normalised P wcre is plotted
with varying p. For low values of p, the value of P wcre
does not change a lot, since the most probable error

patterns are always the ones with 1 bit error. On the
other hand, with higher p the value of P wcre approaches
P
avg
re , which is reached with p = 0.5, corresponding to

a uniform distribution. The issue of finding the worst
case (k,m) is then different depending on the bit er-
ror probability of B(n,k,p). For low p, approximately
under 0.1, it is easier to find a pair (k,m) with high
Pre since the most probable error patterns are the ones
with only 1 bit error and are exactly µsize + τsize. On
the other hand, for higher p, the most probable error
patterns are a much great number, because it is eas-
ier to find more than one bit error. This explains the
difficulty of finding the pair (kwc,mwc) to simulate P wcre
accurately.
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Figure 7: Normalised worst-case Pre obtained with
E ′ ∼ B(n,k,p) through calculation and simulation us-
ing a DES/SHA1 scheme, with µsize + τsize = 64, for
different values of p.
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Figure 8: Normalised worst-case Pre obtained with
E ′ ∼ B(n,k,p) through calculation and simulation us-
ing a DES/SHA1 scheme, with µsize + τsize = 64, for
different values of p.

6 Discussion

In Table 2 different message protection schemes are
compared and ordered with decreasing security prop-
erties. The message protection schemes addressed
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Scheme Resists to Security properties Leaking out Safety properties

ENC + MAC
Fully Malicious with

chosen plaintext

Confidentiality
Authentication

Integrity
- Strongly depends on (k,m)

ENC + CRC
Fully Malicious with

chosen plaintext
Confidentiality

Integrity - Strongly depends on (k,m)

plain + MAC Fully Malicious
Authentication

Integrity
Plaintext to FM

and HBC attackers Depends on H()

plain + CRC Honest-But-Curious -
Plaintext to FM

and HBC attackers
Good under common

channel assumption [13]

plain - -
Plaintext to FM

and HBC attackers -

Table 2: Summary of message protection schemes.

in this paper correspond to the ENC+MAC and
ENC+CRC schemes, depending on the choice of H(),
to resist a fully malicious attacker with chosen plain-
text. The main alternative scheme, which does not
consider the Confidentiality property, is evaluated
for reference, based on literature work. Here the
trade-off appears clear comparing the ENC+CRC and
plain+CRC scheme; while the first has better secu-
rity properties, the latter has better safety properties
under common channel models, because CRC codes
are designed specifically for correcting transmission
errors.

7 Conclusion

In this paper, we have presented an analysis showing
that a security property, like encryption, directly in-
fluences the probability of residual error, which is a
safety property. On the other hand, the restricted size
of the CAN bus payload forces the length of a MAC
code to respect the fragmentation constraints which
can be imposed by real-time requirements. With re-
spect to similar schemes without encryption, by us-
ing a second CRC in addition to that one at the physi-
cal layer, the combination ENC+CRC performs worse;
this is due to the intrinsic properties of block ciphers,
which transform the distribution of errors to uniform
on average. Other message protection schemes could
have a less drastic impact on the worst-case error de-
tection capability, or even this error detection capabil-
ity could be embedded into the encryption algorithm
itself, but then the risk is to offer the possibility for a
side-channel attack.

Future works include the design and study of dif-
ferent message protection schemes, to offer a better
trade-off between safety and security, for example im-
proving the performance of the integrity tag τ with
respect to transmission errors. Additionally, an exper-
imental testbed on a real CAN bus would be useful to
assess the performance of the protocol.
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In this paper, we investigate the decentralized control problem for large-
scale interconnected systems. The synthesis of the decentralized con-
troller consists in determining gains which ensure the stability of the
global system. To calculate these gains, three approaches are presented.
Our main contribution is to develop a new decentralized stabilization
approach which the decentralized local gains are calculated and formu-
lated via the resolution of linear matrix inequalities (LMIs) problem. A
numerical simulation comparison of the three methods is performed on
an interconnected double-parallel inverted pendulum.

1 Introduction

This paper is an extension of the work originally
we presented in the International Conference on Ad-
vanced Systems and Electric Technologies, 2017 [1].
This work treats three approaches dealing with the
decentralized control of interconnected systems.

In fact, large-scale interconnected systems have re-
ceived considerable attention in recent years due to
its presence in several fields such as power electron-
ics, robotics, communication, aerospace, transporta-
tion networks, manufacturing processes, biochemical
applications and others. Designing a centralized con-
trol for these systems may not be efficient due to the
modular nature of the system that can prevent the
sharing of information between the various subsys-
tems. Thus it is important to decompose the large-
scale system into several subsystems. This decom-
position which can be physical or mathematical, can
make structures easier to control. This includes the
implementation of decentralized control law.

In this way, it is necessary to decompose the global
system into a number of interconnected subsystems
for which, instead of a single centralized controller, a
set of independent decentralized controllers is built.
Thanks to its structure, the decentralized control has
several advantages, mainly: the minimization of the
information rate processed by the control units, the
simplicity of the developed control laws compared to
the centralized case and the improvement of the reli-
ability of data transfer using only local information.

Many works in literature have been devoted to

the decentralized control problems for interconnected
systems. The decentralized adaptive control has been
studied in [2–6]. The robust decentralized control is
presented in [7–9]. The decentralized control using
sliding mode approach is developed in [10–13].

Decentralized stabilization problem is the subject
of our work. This problem is extensively studied in
the literature and different design approaches were
proposed accordingly [14–18]. To ensure the stabil-
ity of the interconnected system formed by n subsys-
tems, it is necessary to verify the local stability at each
subsystem as well as the overall stability taking into
account their interconnection.

The main contribution of this paper consists in de-
veloping some conditions allowing the synthesis of
decentralized control laws that will ensure the stabil-
ity of the overall interconnected system. In this way,
we propose in this work a new decentralized stabiliz-
ing control approach for the interconnected systems.
Indeed, the outcomes of this development are formu-
lated in terms of linear matrix inequalities (LMIs).

The presented methods in our paper are applied
to the physical system of two inverted pendulums in-
terconnected by a spring. For the design of the de-
centralized control scheme, each pendulum should be
seen as a subsystem. Many works used the typical sys-
tem easily isolated into two subsystems to approve the
validity of their proposed decentralized control ap-
proaches [19–22].

The rest of the manuscript is structured accord-
ing to the following outline : The second section is
reserved to formulate the problem and present the
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studied interconnected system formed by two paral-
lel inverted pendulums coupled by a spring. In sec-
tion 3, decentralized control approaches for the inter-
connected systems are presented, which are the de-
centralized quadratic optimal control and the decen-
tralized pole-placement control. The last part of this
section focuses on the development of a new decen-
tralized stabilization control approach by using the
Linear Matrix Inequalities Formulation. Section 4 is
devoted to the implementation of the decentralized
control approaches presented and developed in the
previous section on the studied system. A compar-
ative study between the three control approaches is
presented to prove the validity of the new proposed
approach. Finally, conclusions and some perspectives
are given in the fifth section.

2 Problem Formulation and De-
scription of the Studied Dy-
namic System

2.1 Problem Formulation

Large-scale interconnected systems are represented as
follows:

ẋi = Aixi +Biui +
n∑
j=1
j,i

Hijxj , i = 1,2, ..,n (1)

where xi ∈ IRni and ui ∈ IRni denote the state vector
and the control vector of ith subsystem, respectively.
Ai ∈ IRni×ni is the state matrix and Bi ∈ IRni×mi is the
control matrix of each subsystem.
Hij represents the term of interconnection between
the ith subsystem and the other subsystems.

The global interconnected system composed of N
subsystems can be rewritten in a compact form as fol-
lows:

ẋ = Ax+Bu +Hx (2)

where:

• xT = [xT1 ,x
T
2 , ..,x

T
n ] is the state vector of the global

system ;

• uT = [uT1 ,u
T
2 , ..,u

T
n ] is the control vector of the

global system ;

• A = diag[Ai],B = diag[Bi];

• H is the matrix formed by the terms of intercon-
nection having the following form

H =


0 H12 · · · H1n
H21 0 H2n
...

...
. . .

Hn1 · · · · · · 0



2.2 Description of the Studied System :
Double Inverted Pendulums Coupled
by a Spring

We present in this section the description of the stud-
ied system formed by two interconnected inverted
pendulum and its dynamic modeling.
In this system, two identical inverted pendulums of
mass m directly mounted on the motor shafts in par-
allel where τ1 and τ2 are the input torques of each
motor. These pendulums are connected to each other
by an elastic spring of constant k which is mounted at
the height a.
θ1 and θ2 are the angular displacements and of the
pendulums from vertical.
New particular movements appear compared to the
single movement of the individual pendulum. The
interconnected inverted pendulums system is shown
in figure 1 [23].

Figure 1: Modeling of the parallel inverted pendulum

The Lagrangian is defined as the difference be-
tween the kinetic energies and the potential energies
of the system.

The kinetic energy for each pendulum is described
by the following form:

Ti =
1
2
Ji θ̇

2
i (3)

where Ji is the moment of inertia of the ith pendulum
and θ̇i is the angular velocity of ith pendulum.

The total kinetic energy of the global system is then:

T =
1
2
J1θ̇

2
1 −

1
2
J2θ̇

2
2 = −1

2
ml2θ̇2

1 −
1
2
ml2θ̇2

2 (4)

The potential energy for each mass is represented as
follows:

Vi =mgl(1− cosθi) (5)
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The potential energy of the spring is calculated using
Hooke’s law:

Vspring =
1
2
kx2 =

1
2
k(−a sinθ1 + a sinθ2)2 (6)

The total potential energy of the system is given by:

V =mgl(1− cosθ1) +mgl(1− cosθ2)
+ 1

2k(−a sinθ1 + a sinθ2)2 (7)

The Lagrangian of the interconnected studied system
is written as follow:

L = T −V
= −1

2ml
2θ̇2

1 −
1
2ml

2θ̇2
2 −mgl(1− cosθ1)

−mgl(1− cosθ2) + 1
2k(a sinθ1 − a sinθ2)2

(8)

The Euler-Lagrange equations are given by:
d
dt [

∂L
∂θ̇1

]− ∂L
∂θ1

= τ1

d
dt [

∂L
∂θ̇2

]− ∂L
∂θ2

= τ2

(9)

Using Lagrange equations (9), we can easily show that
the nonlinear equations of motion of the parallel in-
verted pendulum system are:{
−ml2θ̈1 +mgl sinθ1 − ka2[cosθ1(sinθ1 − sinθ2] = τ1
−ml2θ̈2 +mgl sinθ2 − ka2[cosθ1(sinθ2 − sinθ1] = τ2

(10)
Assuming a small angular displacement, the nonlin-
ear equations of motion (10) can be replaced by the
following linear model around the equilibrium point
θ1 = θ2 = 0:{

−ml2θ̈1 +mgl θ1 − ka2(θ1 −θ2) = τ1
−ml2θ̈2 +mgl θ2 − ka2(θ2 −θ1) = τ2

(11)

So, the dynamics of the studied system composed of
the two interconnected inverted pendulums are de-
scribed by the following equations:{

−ml2θ̈1 =mglθ1 − ka2(θ1 −θ2)− τ1
−ml2θ̈2 =mglθ2 − ka2(θ2 −θ1)− τ2

(12)

For the design of the decentralized control scheme,
each pendulum should be seen as a subsystem. Equa-
tions (12) can be writen into state equations with a
standard choice of state variable for the ith pendulum:

xi(t) =
[
θi(t)
θ̇i(t)

]
The system consisted of two interconnected inverted
pendulums is then described by the following state
equations: {

ẋ1 = A1x1 +B1u1 +H1x2
ẋ2 = A2x2 +B2u2 +H2x1

(13)

with

• x1,x2 the state vectors of the subsystems ;

• u1,u2 the control vectors of the subsystem such
as the input torque of each motor ;

The matrices and interconnection terms of the ith sub-
system are given by:

Ai =
[

0 1
g
l −

ka2

ml2
0

]
, Bi =

[
0
−1
ml2

]
Hi =

[
0 0
ka2

ml2
0

]
, i = 1,2

The global system formed by two identical in-
verted pendulums coupled by a spring can be ex-
pressed by the following global state representation:

ẋ = Ax+Bu +Hx (14)

where

• xT = [xT1 ,x
T
2 ] is the state vector,

• uT = [uT1 ,u
T
2 ] is the control vector.

• A = diag(A1,A2) is the characteristic matrix:

A =


0 1 0 0

g
l −

ka2

ml2
0 0 0

0 0 0 1
0 0 g

l −
ka2

ml2
0


• B = diag(B1,B2) is the control matrix:

B =


0 0
−1
ml2

0
0 0
0 −1

ml2


• H is the term of interconnection:

H =


0 0 0 0
0 0 ka2

ml2
0

0 0 0 0
ka2

ml2
0 0 0


with

m The mass of each pendulum, in Kg
l The rod length, in m
a The connecting position of the spring, in m
k The stiffness of spring, in N/m
g The acceleration of gravity, in m.s−2

θi The angular displacement of the ith pendulum,
in Rad
τi The input torque of ith motor, in N.m
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3 Decentralized Control Ap-
proaches of Interconnected Sys-
tems

Possible control strategies for large-scale intercon-
nected systems are generally based on a decentralized
solution. A decentralized control structure applied to
a process of n interconnected subsystems is shown in
Fig 2.
The decentralized control partitions the measurement
information and elaborates a local and independent
control law for each subsystem.
It is necessary to check the stability of the intercon-
nected system by examining two main aspects:
- Local stability: at each subsystem.
- Overall stability: taking into account the intercon-
nections.

Figure 2: Decentralized control structure

The synthesis of the decentralized controller con-
sists in determining the local gains Ki which ensure
the stability of the overall closed-loop system.
To respect the decentralized information structure
constraint, each subsystem is controlled by the local
control law:

ui(x) = −Kixi i = 1, ..,n (15)

which leads to the following global control law of the
overall system (2):

u(x) = −Kx (16)

where K = diag(K1,K2, ..,Kn) is the block diagonal
control gain matrix. Using global state-feedbacks, we
get the closed loop system dynamics as following:

ẋ = Af x (17)

where:

Af =


A1 −B1K1 H12 · · · H1n

H21 A2 −B2K2
...

...
...

. . .
...

Hn1 · · · · · · An −BnKn


To calculate the gains Ki , different approaches can be
considered.

3.1 Decentralized Quadratic Optimal
Control

The decentralized control synthesis consists in con-
sidering the decoupled subsystems defined by the fol-
lowing state equations:

ẋi = Aixi +Biui (18)

and minimizing the modified quadratic criteria [24]:

Ji =
1
2

∫ ∞
0
e2αt(xTi Qixi +uTi Riui)dt (19)

Let Qi(ni × ni), i = 1, ..,n semi positive definite matri-
ces, Ri(mi×mi), i = 1, ..,n positive definite matrices and
α a positive real.
The decentralized optimal control laws for each iso-
lated subsystem can be expressed as a linear state
feedback:

ui = −Kixi , i = 1,2, ..,n (20)

where
Ki = R−1

i B
T
i Pi (21)

and Pi is the symmetric positive definite matrix solu-
tion of the following algebraic Riccati equation:

ATi Pi + PiAi − Pi(BiR−1
i B

T
i )Pi + 2αPi +Qi = 0 (22)

These decentralized state feedbacks applied to the in-
terconnected system lead to the following global state
representation:

ẋ = (A−BR−1BT P )x+Hx (23)

where R−1 = diag[R−1
i ] and P = diag[Pi].

A sufficient condition to guarantee the stability of the
overall system taking into account the interconnec-
tions, is given by the following theorem which proof
is detailed in Appendix A.

Theorem 1 [24]:
The decentralized control law (16) is globally and
asymptotically stabilizable for system (17) if the ma-
trix F, given by(24), is positive definite.

F = 2αP +W − (PH +HT P )
W =Q+ P BR−1BT P , Q = diag[Qi]

(24)

3.2 Decentralized Pole-Placement Con-
trol

Pole-placement technique is a controller design
method in which we determine the places of the
closed loop system poles on the complex plane by
setting a controller gain.
In this work we will apply this method for intercon-
nected systems composed of n different subsystems
that can be easily isolated. Firstly, it is necessary to
verify the local stability.

For each subsystem, Ackermann’s formula is used
to find the control gain matrices.
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Theorem 2: Ackermann’s formula [25]
The controllability matrix C can be formed from:

C = [B AB...An−1B]

The feedback matrix K can be found as:

K = [0 0...1]C−1Pd(A)

where Pd is the desired characteristic polynomial.

Using the local gain matrices obtained by Aker-
mann’s formula for each subsystem, the matrix in
closed loop Af of the global system taking into ac-
count the interconnection is given by:

Af =


A1 −B1K1 H12 · · · H1n

H21 A2 −B2K2
...

...
...

. . .
...

Hn1 · · · · · · An −BnKn


Stability condition:
In order to be stable, the eigenvalues of the system
ẋ = Af x must all lie strictly in the left half of the com-
plex s-plane. That means, the eigenvalues must all
have strictly negative real parts.

3.3 Synthesis of a Decentralized Stabi-
lization Control

This section deals with the global asymptotic stabi-
lization of linear interconnected systems within the
framework of Linear Matrix Inequalities (LMIs). We
present the development of a new decentralized con-
trol approach.
To compute the gain matrix K , so that the closed loop
system (17) is asymptotically stable, let consider the
quadratic Lyapunov function represented by the fol-
lowing form:

V (x) = xT P x (25)

where P is a positive definite symmetric matrix of the
following form:

A =


P1 0 · · · 0
0 P2 · · · 0
... 0

. . .
...

0 0 · · · Pn


The time derivative of V (x) is developped as :

V̇ (x) = ẋT P x+ xT P ẋ
= xTATf P x+ xT PAf x
= xT (ATf P + PAf )x

(26)

The global asymptotic stability of system (17)pro-
vided with the decentralized control law (16) is en-
sured when the time derivative V̇ (x) is negative defi-
nite which is equivalent to:

ATf P + PAf < 0 (27)

We note this expression by Ă = ATf P + PAf with

Af =



A1 −B1K1 H12 · · · H1n

H21 A2 −B2K2
...

...
...

. . .
...

Hn1 · · · · · · An −BnKn


Ă can be written as:

Ă =



(A1 −B1K1)T HT12 · · · HT1n

HT21 (A2 −B2K2)T
.
.
.

.

.

.
.
.
.

. . .
.
.
.

HTn1 · · · · · · (An −BnKn)T



P1 0 · · · 0
0 P2 · · · 0
.
.
. 0

. . .
.
.
.

0 0 · · · Pn

+


P1 0 · · · 0
0 P2 · · · 0
.
.
. 0

. . .
.
.
.

0 0 · · · Pn




A1 −B1K1 H12 · · · H1n

H21 A2 −B2K2

.

.

.
.
.
.

.

.

.
. . .

.

.

.
Hn1 · · · · · · An −BnKn


So,

Ă =



AT1 P1 + P1A1 −KT1 B
T
1 P1 − P1B1K1 P1H12 +HT21P2

P2H21 +HT12P1
. . .

.

.

.
.
.
.

PnHn1 +HT1nP1 PnHn2 +HT2nP2

· · · P1H1n +HTn1Pn
. . .

.

.

.

. . .
.
.
.

· · · ATn Pn + PnAn −KTn BTn Pn − PnBnKn


< 0 (28)

Multiplying (28) on the right and then on the left by
P −1 where P −1 is also symmetric positive definite ma-
trix, inequality (28) becomes:



P −1
1 AT1 +A1P

−1
1 − P −1

1 KT1 B
T
1 −B1K1P

−1
1 H12P

−1
2 + P −1

1 HT21

H21P
−1
1 + P −1

2 HT12

. . .

.

.

.
.
.
.

Hn1P
−1
1 + P −1

n HT1n · · ·

· · · H1nP
−1
n + P −1

n HTn1
. . .

.

.

.

. . .
.
.
.

· · · P −1
n ATn +AnP

−1
n − P −1

n KTn B
T
n −BnKnP −1

n


< 0 (29)

It should be noted that the inequality matrix (29) has
nonlinearities that are difficult to solve. We then use
the changes of variables (30) and (31).

Si = P −1
i (30)

Li = KiP
−1
i (31)
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Thus, the problem (29) can be rewritten to the form of
linear matrix inequalities :

ă11 ă12 · · · ă1n

ă21 ă22
...

...
...

. . .
...

ăn1 ăn2 · · · ănn

 < 0 (32)

where:
ă11 = S1A

T
1 +A1S1 −B1L1 −LT1 B

T
1

ă12 =H12S2 + S1H
T
21

ă1n =H1nSn + S1H
T
n1

ă21 =H21S1 + S2H
T
12

ă22 = S2A
T
2 +A2S2 −B2L2 −LT2 B

T
2

ăn1 =Hn1S1 + SnH
T
1n

ăn2 =Hn2S2 + SnH
T
2n

ănn = SnATn +AnSn −BnLn −LTnBTn

In order to find the gain matrices K of the decen-
tralized control law, we have to solve the following
LMI problem: {

Si > 0 i = 1, ..,n
(32) (33)

The following result is proved::
The interconnected system (17) provided with the de-
centralized control law (16) is asymptotically stable if
LMI problem (33) is feasible.

4 Simulation results

This section is devoted to the implementation of the
three decentralized control approaches exposed and
developed in the previous section.
It consists in studying the stability by decentral-
ized quadratic optimal control, decentralized pole-
placement control and decentralized stabilization
control based on LMI applied to the interconnected
inverted pendulums system (Figure1), presented in
Section2. The parameters of the studied system are
summarized in Table 1.
In last party of this section, we carry out a compara-
tive study between these three studied decentralized
approaches to confirm the validity and the efficiency
of the proposed approach.

Parameter Value Unit
m 0.4489 Kg
l 0.325 m
a 0.21 m
k 340.22 N/m

Table 1: The studied system parameters

Using the numerical parameters, model (14) of
interconnected system composed of two parallel in-

verted pendulums is given by:

ẋ =


0 1 0 0

−286.2486 0 316.4332 0
0 0 0 1

316.4332 0 −286.2486 0

x

+


0 0

−21.0903 0
0 0
0 −21.0903

u (34)

To improve the performance of the studied system, we
will apply the different studied approaches to guaran-
tee an adequate stabilization.

4.1 Application of the decentralized opti-
mal control approach

For this decentralized control, we focus on minimiz-
ing the modified quadratic criteria (19) for each sepa-
rate pendulum.
The weighting factors are selected as follows:

α = 0.2,
R1 = R2 = 0.0043

Q1 =Q2 =
[

1 0
0 0

]
The positive definite solution Pi of the Ricatti equation
for each inverted pendulum is obtained by solving the
equations (22):

P1 =
[

0.0724 0.0014
0.0014 0.0002

]
P2 =

[
0.0725 0.0014
0.0014 0.0002

]
(35)

Using (20) and (21) we obtain the decentralized con-
trol gain matrices:

K1 = [−7.0068 − 0.8247]

K2 = [−7.0068 − 0.8247]

To guarante the stability of the overall interconnected
double-inverted pendulum, we should verify the the-
orem(24) when calculating the matrix F:

F =


0.3360 −0.0278 0 0
−0.0278 0.0030 0 0

0 0 0.3360 −0.0278
0 0 −0.0278 0.0030


The eigenvalues of the matrix F are given by:

0.3383
0.0007
0.3388
0.0007


We can easily verify that matrix F is positive definite,
so the decentralized control law stabilizes asymptoti-
cally the overall interconnected system (17).

The performances of the controlled system are
shown in Figure3. The curves present the evolution of
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the system state variables with decentralized optimal
control, when some perturbations occur on θ1 and θ2.
From the simulation results shown in these curves, it
can be seen that the decentralized optimal control is
able to enhance stability of the studied system in ap-
proximately 0.6 seconds.

Figure 3: Evolution of the system state variables and
corresponding decentralized optimal control signals

4.2 Application of the decentralized pole-
placement control approach

In order to apply the decentralized pole-placement
for the studied interconnected system, we shall firstly
decompose the system into two decoupled inverted
pendulums.
Thus, the dynamical model of the isolated subsystems
is given by:

ẋ1 =
[

0 1
−286.24 0

]
x1 +

[
0

−21.09

]
u1 (36)

ẋ2 =
[

0 1
−286.24 0

]
x2 +

[
0

−21.09

]
u2 (37)

Since both (A1,B1) and (A2,B2) are controllable, we
can move their poles to any desired locations, we
choose the following desired eigenvalues:

λ1
1 = −24;λ1

2 = −18;λ2
1 = −24;λ2

2 = −12

In this case we calculate the local gains using the Ack-
ermann’s formula [25] :

K1 = [−6.9108 − 1.9914]

K2 = [−0.0830 − 1.7096]

Figures 4 and 5 present the evolution of the state vari-
ables and their corresponding pole-placement control

signals for each isolated pendulum. From the simula-
tion results shown in these curves, we can verify the
local stability at each decoupled pendulum.

Figure 4: Evolution of the state variables and corre-
sponding pole-placement control signals for the first
decoupled pendulum

Figure 5: Evolution of the state variables and corre-
sponding pole-placement control signals for the sec-
ond isolated pendulum

After having applied the formula of Ackermann
for each isolated decoupled pendulum, we obtain the
closed loop matrix Af of the overall interconnected
system.

ẋ = Af x =


0 1 0 0
−432 −42 316.4332 0

0 0 0 1
316.4332 0 −288 −36

x
(38)
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The eigenvalues of the system (38) have strictly nega-
tive real parts:

λ1 = −0.9487
λ2,3 = −19.5639± 17.0966i
λ4 = −37.9236

Thus, the overall interconnected system provided
with such a decentralized control law is asymptoti-
cally stable.
The curves in Figure6 illustrate the evolution of the
system state variables and the corresponding decen-
tralized pole placement control signals of the double
inverted pendulum coupled by a spring, subjected to
the same perturbations on the variable θ1 and θ2.
From the simulation results shown in these curves, it
can be seen that the decentralized control is able to
enhance stability of studied system in approximately
4 seconds.

Figure 6: Evolution of the system state variables and
corresponding decentralized pole-placement control
signals

4.3 Application of the decentralized sta-
bilization control approach

We consider the application of the proposed decen-
tralized stabilizing control developed in section 3.3.
on the studied system formed by two inverted pendu-
lums coupled by a spring.
In this part, we solve the proposed LMI formulation
in order to find the decentralized gains of the double
inverted pendulum.
So we obtain: 

S1 > 0
S2 > 0[
ă11 ă12
ă21 ă22

]
< 0

(39)

where :
ă11 = S1A

T
1 +A1S1 −B1L1 −LT1 B

T
1

ă12 =H12S2 + S1H
T
21

ă21 =H21S1 + S2H
T
12

ă22 = S2A
T
2 +A2S2 −B2L2 −LT2 B

T
2

By solving problem LMI (39) we obtain the decen-
tralized control gain matrices:

K1 = [−8.4386 − 1.0841]

K2 = [−31.6377 − 2.4752]

The evolution of the state variables of the dynamic
system composed of two interconnected inverted pen-
dulums with decentralized control by LMI is depicted
in Figure 7.
It is clearly seen, from these curves, that the pro-
posed decentralized stabilization control approach is
efficient, it allows the best stabilization of the studied
system despite the strong disturbances affecting the
interconnection between its subsystems.

Figure 7: Evolution of the system state variables and
corresponding decentralized stabilizing control sig-
nals

4.4 Comparative study of the three ap-
proaches

We present in this section a comparative study be-
tween the three decentralized control approaches
studied in section 3.
The visualization of the curves in figure 3, 6 and 7
presenting the evolution of the system state variables
and the corresponding control signals, submitted to
the same perturbations, shows that the three stud-
ied decentralized control approaches can improve the
stability of the interconnected system with double in-
verted pendulums coupled by a spring.

However, we find some disadvantages when ap-
plying the decentralized quadratic optimal and de-
centralized pole-placement on interconnected system.
We were obliged to decompose the overall system into
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a number of isolated subsystems and then to deter-
mine gain matrices that verify local stability for each
subsystem. Then we present some sufficient condi-
tions on the obtained gains to guarantee the global
stability of the overall system taking into account the
interconncetion terms. Indeed, we note an advan-
tage for the proposed new stabilization decentralized
approach using LMI problem which calculation of
the local gains takes account of the interconnections
terms.
On the other hand, when we compare the stabilization
times of the three presented approaches, we note that
our proposed approach is able to stabilize the system
more quickly than other approaches.

5 Conclusion

This extended paper is devoted to the decentralized
control techniques of large-scale interconnected sys-
tems. In this context, we have presented and stud-
ied some decentralized control approaches which ob-
jective is to synthesize the gains matrices in order to
guarantee the stability of the global system. Our con-
tribution focuses on the development of a new decen-
tralized stabilization control approach based on linear
matrix inequalities LMI.

The different approaches studied and formulated
in this paper have been applied and validated on
a double-parallel inverted pendulum coupled by a
spring.
The simulation results have shown that it is possible
to ensure the stability and improve the performance
of the studied system controlled by each of the decen-
tralized control laws relating to the proposed methods
when some sufficient conditions are verified.
Comparative study presented in the fourth section has
confirmed the validity and the efficiency of the pro-
posed approach based on LMI which succeeded to en-
sure quickly the stability of the system and calculated
the local gains taking account of the interconnections
terms.

Many interesting directions for future research re-
main. One of the possible perspectives is to develop
decentralized control nonlinear approaches for multi-
robot cooperative system manipulating a common
object.

Appendix A

The proof of the Theorem 1 is based on Lyapunov di-
rect method. Let V be the Lyapunov function defined
by the following quadratic form:

V (x) = xT P x (40)

Using (23), The time derivative of V (x) is developped
as :

V̇ = xT (AT P − P BR−1BT P )x+ xTHT P x
+xT (PA− P BR−1BT )x+ xT PHx

(41)

So (41) becomes

V̇ = xT (AT P + PA− 2P BR−1BT P )x
+xTHT P x+ xT PHx

(42)

Then, using the expression (22) in (42), we obtain:

V̇ = −xT [2αP +W − (PH +HT P )]x (43)

To ensure the asymptotic stability of system (23) , V̇
should be negative definite, then which is equivalent
to the matrix F:

F = 2αP +W − (PH +HT P )
W =Q+ P BR−1BT P , Q = diag[Qi]

(44)

should be positive definite.
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 The occurrence of many failures in the power system can lead to power instability and 
affects the system parameters to go beyond its operating limits. It may lead to obstructing 
the secure operations and reliability of power systems. Ensuring power system security 
needs proper actions to be taken for the undesirable contingency. Thus, security analysis is 
important tasks in modern energy management systems. This paper proposes an approach 
based on the Newton Raphson power flow method for power system security analysis. 
Firstly, the contingencies will be specified to assess their impact on the transient stability. 
Secondly, the selected contingencies will be classified in the order of severity. In addition, 
the integration of the Unified Power Flow Controller (UPFC) to enhance the transient 
stability of the power system is considered. The proposed method is implemented on the 
IEEE-14 bus system. We performed this case study using the well-known software 
EUROSTAG.  

Keywords:  
Power system security assessment 
Contingency analysis 
Newton Raphson power flow 
method 
UPFC 

 

 

1. Introduction  

Security analysis of a power system plays a significant role in 
the growth and development of modern societies. Given that the 
power system is a large-dimension complex system, it might be 
the site of various disturbances, making its chaotic behavior and 
difficult to control [1]. Thus, ensuring the security of the electric 
network becomes an essential task for operators and researchers.  

Following a violent disturbance enormous damage may occur 
in the power system and impacts directly its normal operation. We 
can note that the concept of network security is broader than the 
stability of networks [2]. It is defined as the ability of power 
system to maintain its stable operation after each disturbance or 
unfavorable change of the system [3]. However, the level of 
security is deemed satisfactory if, firstly, it is able to ensure the 
production-consumption balance within certain acceptable limits 
related to line’s power flows, voltage in each node and operating 
points of  generation units and if, on the other hand, it is able to 
persist in a more or less violent disturbance.  

 

Therefore, the system operator must ensure that the power 
system operates at a secure operating point where all equipment is 
within their safe limits. If the failure is not controlled suitably, this 
could lead to a disastrous event such as major blackouts and impact 
then the economic and environmental requirements [4]. 

The advent of FACTS devices has been a boon to the power 
industry. These devices provide fast and effective control of the 
various parameters of the power system to improve their stability 
and preventing other related cascade accidents [5-9]. The UPFC is 
one of the most versatile FACTS devices, providing independent 
control of the voltage, real and reactive power of the transmission 
under its supervision. This device enhances the power system 
security. 

N. Hashim et al. [10] have presented an analysis of transient 
stability of IEEE 14 bus test system. They studied the effect of the 
fault location on system stability; and they analyzed the 
characteristics of the machine states including speed, rotor angle, 
output electrical power and the terminal voltage of the machine 
after a three-phase short-circuit which occurs at different points of 
the system. The IEEE-14 bus system has been also studied in [11], 
wherein both authors have studied the effect of fault location and 
critical clearing time on the system stability. In order to achieve 
this, they analyzed the behavior of the synchronous machine, in 
particular, the angular position of the rotor. They proposed to 
rapidly isolate the faulted part to increase stability margin. 

 A. Zerigui [12] provided a solution to the problem of transient 
stability. To test a constrained optimal power flow, and estimate 
critical clearing time she developed a new analytical function. She 
applied her strategy to test large networks up to 145 buses. While 
in [13] the authors just used nine-bus IEEE system to confirm their 
proposed method. They presented a global approach to transient 
stability constraint optimal power flow based on SIME model. 
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Likewise, authors in [14] analyzed the transient stability for IEEE- 
9 bus test system. Then, they proposed a simple control method 
based on the equal area criterion for calculating critical clearing 
time. To improve the stability margin, the temporal evolution of 
the frequency and voltage, with and without load shedding, is 
performed. 

For three decades, J-C Chow et al [15] have formulated the 
contingency classification problem into a pattern recognition 
problem and then design a Hopfield model to detect a prescribed 
set of patterns. This optimization method, which uses the linear 
programming technique, considers only the steady-state security 
assessment problem. 

In order to explain the contribution in deepening understanding 
of the power system security problem, the authors in [16], 
proposed an efficient steady-state contingency classification 
methodology based on Rough Set Theory. Through this analysis, 
they could classify the system operating in four different states.  

Abdulrazzaq, A. [17] used the Newton Raphson load flow 
method for the power system contingency ranking only for the line 
outage.  

In most cases, the researchers deal with the security analysis in 
the steady case, considering the execution time of computational 
simulations performed. The main purposes of security analysis are 
the fast identification of critical contingencies and their evaluation 
related to the severity level [18-20].  

This paper is an extension of work originally published in the 
Proceedings of the International Conference on Sciences of 
Electronics, Technologies of Information and 
Telecommunications [21]. 

 This paper focuses on the contingency analysis that comprises 
three steps. Firstly, we create the contingencies list containing all 
sets of possible contingencies that may occur in a power system. 
Secondly, the classification of severe contingencies from the list 
that may lead to the supply and security constraints violations is 
achieved. Lastly, the evaluation of contingencies is necessary. In 
addition, a curative action using UPFC devices to avoid the effects 
of most severe contingencies is proposed. To verify our proposed 
approach, we perform simulations on an IEEE 14-bus power 
system. 

2. Analysis of Electrical Networks security  

The security analysis of an electrical network is related to its 
dynamic state or steady state following the disturbance. In 
dynamic security analysis, the transition from the existing 
operating condition for the new operating conditions and the fact 
that during the transient state should not be cascading outages are 
considerations of interest. The dynamic security analysis is 
normally done in a deterministic approach using analytical tools 
such as load flow calculation, dynamic simulation, etc. Indeed, 
these tools use a detailed model of the electrical system to 
determine the system dynamic response with respect to each of the 
analyzed contingencies. Analysis methods of the dynamic security 
of electrical networks are classified into four groups: methods 
based on numerical simulation, pattern recognition methods, direct 
methods and hybrid methods [22-25]. In this paper, we propose 

heuristic method because it is easier to set up and it gives quick 
and good solutions to difficult problems.  

2.1. Operating States of a Power System  

In security analysis, power system may operate in different 
states, namely normal, emergency, alert, extreme state and 
restorative [26, 27]. A system is said to be in normal operating state 
when it satisfies equality and inequality sets of constraints. This is 
equivalent to the fact that there is no overloaded equipment and all 
the variables of the system are within the normal operating limits 
[28, 29]. Following every single contingency the system must be 
able to operate in a secure way while respecting all the constraints. 
However, if the contingency is highly dangerous or the system 
generation drops below the required amount, the system operation 
may be insecure indicating an alert state. In this case, the equality 
and inequality constraints are still satisfied nevertheless; 
preventive action is needed to restore the normal state. In case of 
preventive control failure, the system security level may be under 
the permissible limit. Therefore, the inequality constraints are no 
longer maintained and the system enters in an emergency state. It 
is to be mentioned that in case of a sufficiently serious contingency, 
the system transits directly to the extremis state. 

To overcome the emergency state, control measures should be 
initiated immediately. If these actions are not efficient or are not 
taken at the adequate time, the state of the system is said in 
extremis. This state is characterized by violated equality and 
inequality constraints which may cause the loss of some parts of 
the system or a total system blackout. Otherwise, the rapid and 
efficient application of control actions brings the system to the 
restorative state. In that instance, the implementation of other 
control measures may lead the system either to the normal state or 
the alert state.   

2.2. UPFC device 

UPFC (Unified Power Flow Controller) is the most powerful 
and versatile device. It can control three parameters either 
individually or in appropriate combinations at its series connected 
output while maintaining reactive power support at its shunt 
connected input device. Therefore, the aim of UPFC is to enhance 
the usable transmission capacity of lines and control the power 
flow [30-35]. 

The model of UPFC implemented in a transmission line is 
shown in Figure 1. A series converter connects with the line 
through an insertion transformer. A shunt converter connects with 
the line through a second transformer. The DC terminals of the two 
converters are linked together, and their common DC voltage is 
supported by a capacitor bank. A mathematical model of the UPFC 
is well-detailed in Reference [36]. 

3. Mathematical Model of power system 

In order to analyze, simulate, design and control the electric 
power system operation, steady-state and dynamic system 
performances properly are explained. 

3.1. Description of system 

In general, a power system can be modeled by the following 
set of nonlinear differential-algebraic equations: 
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λ)y,G(x,0
λ)y,F(x,x

=
=

•

 
 

(1) 

Where x is a vector of state variables, y is a vector of network 
variables, and λ represent the control and parameter variable which 
may be used to control or tune power system performance. 

 
Figure 1. UPFC model. 

The differential equation F represents governing dynamics of 
power systems, which is associated with generators, excitation 
systems, and speed governor. The differential variables x consist 
of the states of dynamic components such as rotor angles and rotor 
speed. 

[ ]Tωδ,x =   (2) 

 

The algebraic equation g represents the network power balance 
of power systems. The algebraic states y includes bus voltages and 
bus phase angles. It is also known as control variables. 

[ ]TV,y α=  (3) 

 

The active and reactive powers injected at any bus are given by 
Equation (4). Therefore, it is a function of voltage magnitudes and 
angles for all the buses, as well as the admittance, magnitude, and 
angle, for the transmission network. 
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Where Yij,θij are, respectively, the admittance magnitude and 
angle for the transmission line i-j, Vi, Vj are the voltages at bus i 
and j, αi, αj are the voltages angles, and n is the number of studied 
network buses.  

The active and reactive power functions are evaluated by this 
load flow equations: 





=
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(5) 

Pci, Qci, PGi and QGi are respectively active and reactive power 
consumed and produced for bus i.  

Equations (6) give the output active and reactive power. These 
equations show that P and Q are functions of the bus voltages and 
rotor angle. XT and Eq represent respectively transfer reactance 
between buses and internal voltage of the generator. 
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3.2. Model of Machine  

The generator model is represented by the four-order model as 
follows: 
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(7) 

δ is the rotor angle of the machine, ω is the rotor speed, M is 
an inertia coefficient of machine, D represents the damping 
coefficient of machine, Pm, Pe are the mechanical and electrical 
power of the machine, E’d, E’q are the voltage behind the direct and 
quadrature axis transient reactance Xd’, Xq’ respectively, T’d0 is the 
d-axis open circuit transient time constant, T’q0 is the q-axis open 
circuit transient time constant, and Efd represents a field voltage. 

3.3. Security Contraints 

The security constraints are based on the operating limits which 
have to be satisfied for normal operation of the power system. In 
order to operate the system within an acceptable security domain, 
the basic security constraints are as follows: 

VmaxVVmin ≤≤                  (8) 

maxPPminP ggg ≤≤  
                (9) 

  maxQQminQ ggg ≤≤                (10) 

maxmin δδδ ≤≤                    (11) 

 

 

 

 

 
 

  

 

+
- 

 

http://www.astesj.com/


A. Meddeb et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 404-411 (2018) 

www.astesj.com   407 

4. Proposed Method  

Considering the fact that the electrical network operates under 
two main types of constraints; constrained supply (C1) of energy 
(C2) which imposes that all consumers must be supplied and 
operations constraints require that the system variables should be 
within specified operating limits.  

During a normal operating state, all constraints are satisfied. It 
is characterized by a sufficient level of stability margins so that the 
system can withstand a single contingency. When the system 
satisfies all the supply and security constraints without reserve 
power generation, it passes in an alert state. This means that in the 
event of a contingency, at least one inequality constraint will be 
violated.  Therefore, preventive actions have to be taken to bring 
the system to a secure state. The power system enters an 
emergency state from an alert state when a contingency occurs. In 
this case, all the equality constraints are satisfied and at least one 
inequality constraint is violated. Consequently, the system requires 
an immediate implementation of corrective actions to prevent the 
damage of equipment. However, once the severity of the 
disturbance is very high, both equality and inequality constraints 
are violated. Thus, the system passes in an extreme state. 

In this paper, we consider the time taken by the system to 
transit from a secure state into another one where is not secure as 
an index for ranking serious contingencies. Therefore, the 
contingency is deemed severe when both constraints of the 
network are not satisfied and, it is potentially harmful if only the 
constraints of system operation are not satisfied. In the case of both 
constraints are respected, the contingency is recognized as being 
harmless.  

To achieve this aim, a fast strategy is proposed to identify 
power system dynamic behavior using the time domain simulation 
method. A corrective control to restore power system operating 
equilibrium after disturbances has been also proposed. This 
strategy is based on a deterministic approach using analytical tools 
such as load flow calculation and dynamic simulation. Newton-
Raphson method is used to solve load flow problem. In this method, 
optimal solution can be obtained using iterative method. It usually 
converges faster than other methods. Then, the identification of 
properties by the best solutions and introduce them as boundaries 
of the problem are mainly fulfilled. Firstly, the assessment of 
different operating state according to a set of selected 
contingencies is required. Then, security assessment is based 
primarily on steady-state load flow analysis and transient analysis 
of the power system. The based approach gives priority to the most 
severe cases for thorough analysis, and the stable cases are 
previously eliminated from the list. 

Figure 2 depicts the flowchart of the proposed method. 

5. Simulation 

5.1 Case Study 

Figure 3 shows the single line diagram of IEEE 14-bus system. 
It consists of five synchronous machines. There are eleven loads 
in the system. Three step-up transformers, one of which is three 
winding transformer. The generators are modeled as an ideal 
voltage source behind the synchronous reactance of the machines. 
The model of transmission lines considers the resistance and the 

reactance. The loads are modeled as constant impedance. The all 
data for simulation were selected from [37]. We performed all 
simulations using software package EUROSTAG [38]. This 
software is a powerful tool dedicated to dynamic simulations. Its 
major advantage is the high rapidity of its algorithm. 

 
Figure 2. Flow chart of proposed method. 

 
Figure 3. Single line diagram of IEEE 14-bus system. 
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5.2 Contingency  Classification  Method  

Contingency analysis should be performed for the unexpected 
and severe events that may occur in power system. Table 1 presents 
the contingencies list containing the contingencies that may occur 
in a power system. For the contingencies classification, we 
considered two criteria; maintaining the network characteristics in 
their acceptable ranges, and ensuring a balance between 
production and consumption. A contingency is deemed very 
dangerous when both constraints of the network are not satisfied, 
which corresponds to an extreme state. It is potentially dangerous 
if only the constraints of system operation are not satisfied; the 
network is in an emergency state. Whenever the system goes to 
alert state under severe contingency; is that the constraint of energy 
supply is not fully respected. If both constraints are respected the 
contingency is recognized as being harmless; as a result, the 
network is stable. Thus, this contingency is ineffective on the loss 
of system and it can be rejected.  

Table 1.  Contingency Index. 

Contingency Index 

Bolted  fault I 
Impedant fault II 

Increase  of  load by 10% III 

loss of generator G1 IV 

loss of generator G2 V 

Opening of line 8-7 VI 

Opening of line 2-3 VII 
 

 

5.3 Simulations Results   

At time 250s, we simulated different types of fault and we 
followed the temporal transition of the system. Table 2 defines the 
emergency state, alert and the extreme state of network study. We 
can notice that the range of stability is different for each type of 
fault. Loss of generator G1 remains the scariest of all faults on 
network stability. In order to have reasonable accuracy in the 
classification of contingencies, the detailed assessment of the 
contingencies is necessary. The aim is to detect the worst case for 
the transient stability of the test system. Thus, we tested the impact 
of line opening, loss of power generator, and the severity of three-
phase short-circuits.  

5.3.1 Line opening scenario 

We should first look at how the line opening affects the 
transient stability of the system. To achieve that, we propose the 
tripping of lines one by one. All system parameters (frequency, 
voltages at different buses, rotor angle of the two machines) must 
be within the allowable range to predict the security of the system. 

Therefore, all security practice is followed. For the opening of 
line 1-5, the behavior of the two machines is different; G1 
accelerates while the machine G2 decelerates. Both machines 
accelerate, in case VII and oscillations are much less than line 1-5. 
In the case of opening the line 9-14, a voltage drop at bus 14 passes 
from 0.971pu to 0.928pu, oscillations amplitude of the rotor angle 
is important. With the opening of line 8-7, we note a separation of 

the network in two sub-networks; the first sub-network includes 
the machines G1, G2, G3, and G6. The second involves only the 
machine G8. Following this fault, a drop in voltage appears at the 
terminals of all the consumer nodes and an increase of 2.5% of the 
voltage at bus 8 with a slight oscillation of voltages.  

Table 2.  Operating modes of the test system 

State Alert State 
 

Emergency state 
 

Extreme State 
 

I [250.1 250.4] ] 250.4   250.413] ]250.413 250.414] 

II 
[251.5 252] ] 252 253] ] 253 255] 

III - - - 

IV ] 250.07  250.114] ] 250.114  250.13] ] 250.13   250.15] 

V ] 250.9  251.5] ] 251.5  257] ] 257  260] 

VI - - - 

VII - - - 

 

We note that the variation in the speed and power of the two 
generators have a damped oscillatory regime. Then we can say that 
the system is stable under these conditions because generator speed 
and hence rotor angle regain their stability after few highly damped 
oscillations. In conclusion, the opening of a single line does not 
disrupt the stability of the network; this contingency may be 
classified as non-dangerous.  

5.3.2 Loss of machine scenario 

 In order to study which of two machines is critical, we 
simulated separately, the case of the loss of machine G1 and G2 
and followed the transient behavior of the system.  As shown in 
Table 3, in the first case, the two machines are unstable, and the 
system exhibits a total voltage collapse. While in the second case, 
only machine G2 becomes unstable, and we note the oscillations 
of the rotor angle and acceptable electrical power. There are thus 
among the two machines disturbed during the fault, a machine that 
is more stable than the other after the elimination of fault. This is 
confirmed by the necessary critical clearing time that leads to 
instability. The critical clearing time must be equal to 0.114s for 
that the machine G2 becomes unstable, while the machine G1 
maintains its stability during the definitive loss of G2. The machine 
G1 does undergo smaller oscillations than the machine G2 in the 
post-fault configuration. Due to its high nominal power, and that it 
is chosen as the reference generator. We confirm that machine G1 
is critical. 

5.3.3 Impact of location of the short-circuit 

We will now proceed to study the impact of location of the fault   
on security margin of the network. A bolted three-phase fault was 
applied respectively to the nodes 2, 6, 5 and 14 at time t = 250s. 
The time duration of this fault is 100ms.  The choice of nodes is 
relevant, bus 2 is producer node, a compensator is connected to bus 
6, and bus 5 is a consumer node that is linked to two producer 
nodes and bus 14 is a weak node. Table 4 summarizes all the results 
of simulations. We noticed that during a fault at bus 2, the system 

http://www.astesj.com/


A. Meddeb et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 404-411 (2018) 

www.astesj.com   409 

puts only 0.413s to pass in an extreme state, bus 6 take 5.3s, the 
bus 5 puts 1.05s and bus 14 passes to an extreme state after 1s. 

Let us note that transient system behavior is associated with 
large oscillations of both machines outputs. Therefore, a short 
circuit applied at bus 2 and bus 14 impacts greatly the stability of 
the network. These fault types are therefore classified as a 
dangerous contingency. 

Table 3.  State of both machine G1 and G2 

Parameters Loss of G1 State of 
G2 

Loss of G2 State of G1 

f(Hz) 40  
unstable 

49.84  
Stable δ1 (deg)   diverge 15.94 

δ2 (deg) 50  diverge 

 

Table 4.  Variation of Fault Location 

Bus Alert state 

 

Emergency State Extreme State 

 

2 ] 250.1  250.4] ] 250.4  250.413] ] 250.413  250.414] 

6 ] 250.1  253.7] ] 253.7 255. 3] ] 255.3  260] 

5 ] 250.1  250.8] ] 250.8  251.05] ] 251.05  251.1] 

14 ] 250.1  250.8] ] 250.8  251] ] 251  251.3] 

 

5.3.4 Load increase 

Similarly, we have performed simulations of load variation 
from 5% to 100%. Table 5 illustrates the stability intervals for three 
states of the system. We notice that the system satisfies both 
constraints energy supply and operating for 40% load increase on 
the system. On the other hand, from 70% the system loses the 
balance between production and consumption. For a 100% 
increase in load, the system is subject to voltage collapse. This is 
explained by the fact that the machine G1, during normal operation, 
generates only 233MVA (47%) while its nominal capacity is 
615MVA. Thus, we note that the machine G1 has reserves to 
provide the required active power, but obviously, can only satisfy 
a large load variation. 

It is noteworthy that in a multi-machine network, stability for 
the frequency range is ± 0.4Hz, the critical load of the system is 
thus 40%. Then, we can indicate that the system is highly 
vulnerable to voltage collapse in the event of heavy load increase. 
Furthermore, if we bear in mind that when transition time is small 
in an emergency or extreme state, this contingency is more severe 
and requires the treatment. 

Numbered contingencies III, V, and VII pose no risk because 
the network remains stable. As against the others should be 

analyzed as they can cause loss of synchronism of system. 
Potentially dangerous contingencies are maintained in a waiting 
list because some of them can be harmful. Whereas the dangerous 
contingencies, I, II and IV must be treated. Figure 4 shows the 
impact of an increase of load on frequency value and rotor angle 
of the two machines. 

Table 5.  Stability Margin Depending on Load Increasing 

State Alert State 
 

Emergency state 
 

Extreme State 
 

Stability 
margin 

] 5 40] ] 40 70] ] 70 100] 

 
Figure 4. Impact of an increase of load on frequency value and rotor angle of 

the two machines. 

5.4 Contribution of UPFC on the voltage stability 

The enhancement of voltage stability of the test system using 
the UPFC is studied. We connect UPFC to the system at different 
locations.  Power dimension of UPFC is ± 200 MVAR. Two 
scenarios are performed. At first, we consider a total load increase 
of 40%. Then, a three-phase fault is applied at bus 14. The fault 
duration is 100ms. 

The UPFC was integrated in the middle of line 2-3. Then, it is 
connected in the middle of line 1-2. Lastly, the UPFC is integrated 
in the middle of line 9-14. 

Table 6 shows the voltage level of all bus under load increase 
of 40%. Regardless of its location, the UPFC improve almost the 
voltage level of all bus.   

Figure 5 shows the effect of the UPFC on the behavior of 
voltage at bus 9 and bus 2 with and without the UPFC. The addition 
of the UPFC has remarkably improved the behavior of voltage. 

Here, we consider a bolted three-phase fault at bus 14. The fault 
duration is 100ms.  

Figure 6 and Figure 7 respectively illustrate the temporal 
evolution of voltages at bus 2 and bus 9 with and without the UPFC. 
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It should be noted that a short circuit at bus 14 causes a voltage 
drop which reaches its minimum beyond a certain threshold value 
and regains its initial value after highly damped oscillations in the 
presence of the UPFC. Therefore, the UPFC provides the best 
control of voltage and a good damping of oscillations. 

Table 6.  Load Increase of 40% 

 Sans FACTS UPFC in 
line 2-3 

UPFC in 
line 1-2 

UPFC in 
line 9-14 

BUS1 1.060 1.060 1.060 1.060 

BUS2 1.040 1.040 1.040 1.044 

BUS3 1.003 0.985 1.003 1.004 

BUS4 1.014 0.992 1.013 1.017 

BUS5 1.022 1.003 1.022 1.026 

BUS6 0.996 0.982 0.996 1.014 

BUS7 1.011 0.992 1.011 1.011 

BUS8 1.082 1.067 1.082 1.018 

BUS9 0.978 0.959 0.978 1.085 

BUS10 0.972 0.954 0.972 0.972 

BUS11 0.980 0.963 0.980 0.980 

BUS12 0.977 0.962 0.977 0.977 

BUS13 0.971 0.956 0.971 0.971 

BUS14 0.952 0.935 0.952 0.952 

 
Figure 5 Voltage magnitudes at bus 9 and bus 2 with and without the UPFC. 

 

Figure 6 Voltage magnitudes at bus 2 with and without the UPFC. 

 
 

Figure 7 Voltage magnitudes at bus 9 with and without the UPFC. 

6. Conclusions 

This paper presented a classification of contingencies as well 
as curative action against faults affecting the voltage stability of 
the system. Extensive studies of the behavior of IEEE 14-bus 
system for different contingency cases revealed that is subject to 
instabilities under well-defined fault conditions. We have 
demonstrated through this paper that power system suffered from 
severe contingencies leading to their instability. Thus, we 
investigated effective methods to improve the stability of power 
network. A comprehensive analysis of the network security testing 
has allowed us to classify contingencies in an increasing order of 

http://www.astesj.com/


A. Meddeb et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 404-411 (2018) 

www.astesj.com   411 

severity. Some of these contingencies may cause serious instability 
on the network, and others may not be critical. As a result, it is 
necessary to focus attention on a limited number of contingencies 
and seek remedial action through UPFC device, which has a role 
to reduce the possibility of voltage collapse and limit damage of 
fault, as overloads and short -circuit. Therefore, the UPFC was 
most effective in improving voltage stability and reducing the 
harmful effects of dangerous contingencies. 
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1. Introduction 

This paper is an extension of work originally reported in 
14th International Conference the Experience of Designing and 
Application of CAD Systems in Microelectronics (CADSM) 
[1]. 

Development of theoretical foundations of information 
technology and software - hardware correlation signal 
processing is actual scientific - applied problem is to be solved 
in many industries. Identification of sources of acoustic signals 
(SAS) relative spatial placement of microphones - receivers of 
acoustic signals (RAS) is also included. The given problem is a 
primary-industry-technical task of the special technique [2–4]. 

Analysis of the known research results. In [5–8] the authors 
created successful but far from optimal solution of such 
problem is working out localization accumulated information 
systems. The determination of spatial parameters (θ) azimuth 
and distance to the SAS (φ) the use of a certain number of (q) 
correlates for a given number of those (m) microphones is taken 
as the base of the system. 

The example of the structure of Acoustic Localization by 
Accumulated Correlation (ALAC) system [5] is shown in 
Figure 1.  

It should be noted that the number of required correlators for 
a given number of chaotic space placed microphones RAS is 
determined by the condition of symmetry correlation matrix (1). 
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where 1=iiR , are placed along the diagonal; 

        jiij RR = – are identical, according to the symmetry of 
the matrix (1). 

 
Figure 1. Structure of the ALAC 

 
So, according to the information technology of the 

correlation processing of the SAS signals in ALAC system, the 
required amount of (q) correlates for a given number of the (m) 
microphones is determined by the expression: 

.2/)( 2 mmq −=                         (2) 
The graph of dependency (2) with different numbers of 

microphones is shown in Figure 2. 
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For implementation of each correlator in ALAC system the 
integrated assessment multiplicative correlation function is 
used by the expression: 

,

))()(()( ,,
2

),(

2
),(

E

qjqij

wqi

wqi
i

V

dttxtxGqL

α

ττ
τ

τ

+

++−×= ∫
+

−    (3) 

where: q  – the identifier of the SAS; G – the integrated 

cross-correlation function; )(txi and )( ,qij tx τ− –  current 

and delayed on the time interval qi,τ± acoustic signals (AS) 

accordingly; −EVα  damping energy coefficient of the cross-

correlation function on the interval qi,τ . 

 

 
Figure 2. The dependence of the required number of correlators on the 

number of microphones in the system 

The analysis of the analytic expression (3) allows to 
determine that the implementation of xxR  correlates in ALAC 

system is based on a time delay, )(txi  multiplying and 

)( τ−tx j  integrating analog signals, essentially limiting its 
functionality, simplifying and increasing the speed and 
accuracy also prevents it implementation based on digital 
microelectronics crystals and programmable integrated-circuit 
logic (FPGA). 

The purpose of the work is to develop and explore systemic 
and structural characteristics of digital special processor 
computing centered multiplicative correlation function. 

2. Formulation of the problem 

The purpose of the work is to develop a digital correlator to 
determine the location of the acoustic signal source. 

In order to study the principles of improving and optimizing 
system features of digital correlators as the basic components of 
the discovering system, analysis of system features of special 
processor and computing digital multiplicative correlation 
estimates by the expression is carried out [9]: 

mjxx
n

jR ji

n

i
xx ,0;1)( ∈×= −

=
∑



,            (4) 

where: )( jRxx
– is centered autocorrelation function; ix



 and 

jix −



– are centered digital value and analog signals )(txi  and 

)( τ−tx j ; n – is the volume of the sample data set 






 

ix ; m

– is the number of points of correlation function )( jRxx ; j – is 

discrete digital delay unit point jix −  in time. 

 The example of the interaction in time of the digital signals 

ix


 and jix −



, where C – constant threshold and corresponding 
asymptotic of the correlation function )( jRxx  is shown in 
Figure 3. 

 

 
Figure 3. Example of temporal interaction sampled in time and amplitude 

quantized digital signals and corresponding digital asymptotic estimates 
multiplicative correlation function in conventional units (c.u.) 
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Figure 3 shows that at the time of coincidence the current τ  

digital  streams until the moment ix


 of the reception of acoustic 
signal )(txi  by a remote microphone SAS level of correlation 
between the previously obtained a SAS close to the microphone 
signal )( τ−tx j  to digital value j – s correlator outputs do 

not exceed the threshold level constant C  and at the time of 
singing falling at the time fixed main lobe function )( jRxx

 and 

accordingly j  a numeric value that corresponds to the duration 

t∆  used for direction finding SAS. Obviously, depending on 

the structure of the stream of digital samples ix


 that reflect the 
analog signal generated )(tx  by a remote SAS in the vicinity 
of the main lobe )( jRxx

 functions will emerge sufficiently large 
lateral lobes, which require separate examination for specific 
researched objects that have SAS. 

In [10] the authors showed that in general for calculation the 
correlation function )( jRxx

 according to expression (4) based 

on a processing arrays of digital data ix  which representing the 
converted analog-to-digital converter (ADC) input analog 
signals )(tx  you should do the following: 

1) define the digital evaluation expectation: 

;1
1
∑
=

=
n

i
ix x

n
M                                      (5) 

2) calculate the array centered values: 

;xii Mxx −=


 ;,1 ni∈                       (6) 
3) calculate the variance: 

;1)(1
1

22

1
∑∑
==

=−=
n

i
i

n

i
xix x

n
Mx

n
D



             (7) 

4) calculate the correlation function )( jRxx  centered on 
the expression (4); 

5) calculate the normalized correlation function: 

;)()(
x

xx
xx D

jRj =ρ  ;,1 mi∈                    (8) 

6) perform the comparison of the digital value )( jxxρ  

which changes in boundaries 1)(1 +≤≤− jxxρ , with 
boundary constant 1<0 ≤C : 

)( jxxρ > 0C ; )( jxx ≠ρ < 0C ;                (9) 
7) register a digital value j  which corresponds to the 

time delay t∆  of the acoustic signal )(tx  between two 
microphones placed at different distance from SAS.  

This correlation algorithm of digital processing acoustic 
signals on a base of multiplicative function (4) is greatly 
simplified if before the analog-to-digital converter (ADC) pre-
differentiation analog )(tx  signal is performed and it is passed 
through a device of automatic gain control. 

Such pre-processing of the analog signals  )(txi  and 

)( τ−tx j , which are formed on the outputs of the 
microphones allows to remove from algorithm of calculating 
operations (5–8) and immediately calculate correlation digital 
integrated assessment (4) and compare it values at all points j  
of the constant threshold C.>)( jRxx  

As it will be shown later, the numerical value of this 
constant is selected due to the given parameters of digital 
correlator, which implements the calculation of the 
multiplicative function )( jRxx . Such parameters are: 

1) the number of quantization levels of analog signals  

;2kA = ;
22
AxA

i +≤≤−


 

2) binary output bit ADC k  
;12,10,8,4=k  

3) the sample size of the database 






 

ix  

;2rn = ,...;8,7,6,5,4=r  
4) the number of points correlation function  

;2lm = ....12,10,8=l  
The basic structure of the investigated correlation 

processing of acoustic signals special processor designed for 
their processing is shown in Figure 4. 

 

 
Figure 4. The basic structure of the digital special processor for 

correlation processing of acoustic signals 
 

The following notions are used in Figure 4: ji MM ;  – RAS 
microphones; CS – conditioners signals; ADC – analog-to-
digital converter; mRGRG ...0 – multi bit shift register source 

ix


± ; Х – digital binary multiplier; ∑± – reversing saving up 

adder; ≥  – module comparing numerical values of the 
correlation function )( jRxx  threshold constant C; encoder – 
encoder codes Haar – Rademacher. 

The work of the digital correlator is as follows. Acoustic 
signals which are taken by microphone iM  and with a certain 
time jM  lag are converted to electrical signals which passing 
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through conditioners signals (CS) are filtered, normalized on 
power and enter the inputs of the first ADC1 and second 
(ADC2) alternating analog - digital converters parallel type. 

Output k – bit binaries ADC1 come to k – bit input of the 
multibit shift register (MSR) where jRG  are stored in memory 

registers, the outputs are fed to the first xj −  digital 
multipliers inputs (X). Binary k – bit codes that are generated at 
the output ADC2 with a certain time delay corresponding to the 
time delay of acoustic signals 

jM , which are simultaneously 

fed to all second input ( xj − ) k – bit binary multipliers (X), 
the outputs of which received 2k – bit binaries enter the relevant 
inputs )log2( 2 nk +  – bit reversible accumulating adder (

∑± ), where codes are received digital values point 
correlation function )( jRxx . 

Simplification of operations of division by sample size data 
set (n) in formula (4) is achieved throughout its multiplicity of 
2 degrees, allowing to get the average value of digital codes 
point correlation function by discarding four junior level in the 
original binary code accumulating ∑± .  Obtained codes )( jRxx

 
with the bit 2k, or with less precision 2k–r, where r = 2,4,6, ... 
are compared to the corresponding ( xj − ) module compare (
≥ ), the output of which is formed m – bit position code Haar 
type (00 ... 10 ... 0) , the position "1" of which corresponds to 
the numerical values of the time delay of acoustic signals 
received t∆  by spatially located microphones iM  and 

jM . 

For example, when the number of points of the correlation 
function m = 4096 binary code t∆  has 12 bits, that corresponds 
to t∆ = 0.0025 measurement accuracy and uncertainty, and at 
m = 1024, corresponds to 10-bit binary code and the accuracy 
does not exceed t∆ = 0.001. 

The structural scheme shown in Figure 4 can be used for 
measuring the distance to the SAS by gradient method in case 
when the source and signal receivers are located anyone line. 
The example of gradient method is demonstrated in Figure 5. 

 

 
Figure 5. Spatial diagram of SAS capacity changes 

 
The distance to the source is defined by formula 

α
PLLx

∆
+=

ln
0

, 

where:α – is the coefficient of acoustic sound energy 
attenuation in the atmosphere; 21 PPP −=∆  - capacity difference 
of the signals received from the first and second microphones. 

 

3. Structure of the proposed correlator 

The analysis of the expression (4) and the structure of the 
corresponding digital special processor shows that the presence 
of the centering operation and the multiplication of alternating 

digital codes 


jii xx −±×± complicates the implementation of 
such a special processor and significantly reduces its 
performance compared to its functionally equivalent 
implementation based on the Hamming distance estimation 
according to the expression 

∑
=

+−=
n

i
jiixx xx

n
jG

1
||1)( ,          (10) 

where centering and multiplication operations are not 
applied. The application of the Hamming distance estimation 
based on the calculation of the modular correlation function 
allows to realize the operation of determining the modular 
difference between the two digital values jii xx −−  in the 

microelectronic performance proposed in [9] according. 

The purpose of improving the ALAC correlation system is: 
1) implementation of the digital representation and 

correlation acoustic signals processing; 
2) reduction of the number of digital correlations of the 

system; 
3) reduction of algorithmic and hardware complexity and 

increase of speed of digital correlators; 
4)  implementation of the tabular method for the 

identification of the spatial location of sources of acoustic 
signals based on time delay of acoustic signals between 
microphones; 

5) adaptation of the digital correlator to the form of an 
acoustic signal generated by different sources of sound. 

To meet these objective, a method of correlation processing 
of the acoustic signal with priority placement of microphones 
[11,12] is proposed on the basis of the multiplicative function 
(4) converted to the normalized form (8). 

Despite successful problem solution for determining time 
delay of acoustic signals between microphones t∆ , such 
structure of a special processor does not allow to determine 
independently the spatial coordinates of the source of acoustic 
signal since it requires more than one base. That is, the number 
of hardware equipment of such a system increases almost twice. 
In addition, the use of multiplicative correlation functions 

)( jRxx  and )( jxxρ  requires the implementation of modules for 
the multiplication and accumulation of reversible 
interchangeable digital data which considerably complicates the 
algorithm for processing digital data and the hardware 
implementation of such a system. 

In order to optimize the characteristics of the investigated 
correlation system the authors propose to implement it on the 
basis of three microphones, with the priority of spatial 
placement of one of the microphones at the testbed, and the 
application of a modular correlation function Gij  which allows 

to identify time delays between acoustic signals 1t∆ , 2t∆  and 

3t∆  based on the estimation of the Euclidean distance in the 
Hamming space. 
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Implementation of the principle of digital processing of 
acoustic signals allows to reduce  significantly the hardware 
complexity of a single two-channel correlator. The structure of 
the system is shown on Figure 6. 
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Figure 6. Flowchart of multichannel device for the calculation of 

modular correlation function 
 
Multi-channel device for calculation of modular correlation 

function consists of: 1.1, 1.2, 1.3 - respectively: the first priority, 
second and third receivers of acoustic signals; 2 - amplification 
automatic adjustment; 3. matched filter of acoustic signals; 4 - 
reference acoustic signal input; 5 - synchronizer; 6 - parallel-
type ADC with output source codes in the binary numeral 
system of the Rademacher  theoretic-numerical basis; 7 - 
multichannel shift register; ; 7.1 - reverse-accumulation adder; 
8 - logical elements AND; 9 - threshold storage of modular 
differences; 10- RS - triggers; 11 - binary counters; 12 - 
modular-difference adder; 13 coordinate system based on read-
only memory (ROM). 

At the beginning of the operating cycle of the device signal 
So of the first output synchronizer 5 generates initial pulse, 
which resets the memory registers of all cumulative adders of 

modular differences 9, trigger inputs 10, and binary counters 11 
to the zero state. 

Input analogue acoustic signals x (t), y (t), z (t), which are 
generated by a remote source of acoustic signals, enter the input 
of the acoustic signal receiver 1.1 which is spatially closer to 
the source of acoustic signals and with some delay in time 1t∆
and 2t∆ . Correspondingly, they enter the inputs of related 
acoustic signal receivers 1.2 and 1.3. Being formed on the 
outputs of the acoustic signal receivers 1.1, 1.2 and 1.3, 
electrical signals come to the inputs of the corresponding 
devices of automatic amplification adjustment 2. Electric 
signals are produced at their output terminals and are 
normalized by amplitude and positive indicative potential. 
Generated, output signals of the automatic amplification 
adjustment devices 2 flow to the first inputs of matching filters 
3. The second filter inputs are connected to the input terminals 
of reference acoustic signal input 4, and the outputs are 
connected with the first inputs of corresponding ADC 6. 

During the operation cycle of the device the clock signals of 
the second output of the synchronizer 5 Sx synchronize the 
formation of source codes xi,yi and zi on the outputs of the 
corresponding ADCs 6, the corresponding shifts of the digital 
codes xi-j in the multichannel shift register 7, and pulses coming 
from the outputs of the corresponding logic elements AND 8 on 
the inputs of the corresponding counters 10. At the same time, 
corresponding threshold amounts 

,mod;mod
11

PzxPyx
n

i
kji

n

i
iji ∑∑

=
−

=
− −− s are formed in 

the accumulated aggregates of the modular differences 9 of the 
first and second groups, the excess of which causes the 
formation of a zero potential which converts the corresponding 
trigger 10 into a single state of the S-input in one of the channels 
of each group on the inverted outputs of adder accumulator of 
modular differences 9. 

The accumulated amount of impulses in the first counter 11 

1t∆  and in the second counter 11 2t∆  enters the first and 
second inputs of the coordinate system 12, and the resulting 
modular difference in the modular increment adder 12, enters 
the third input of the coordinate system 13, the output  in the 
form of a code 3t∆ . This is the output of the device. Figure 7 
shows a timeline diagram of the formation and processing of 
acoustic signals with the registration of time delays between 
three microphones 1t∆ , 2t∆  and 3t∆  and corresponding values 
of the source sound coordinates selected from ROM. 

For example, at =∆L 1 м; 256,1∈i , 256,1∈j , which 
corresponds to the binary codes i and j with 8 bit capacity, the 
number of sound identified sources with coordinates ijC  equals 
1282=8192, and with 64,1∈i  and 128,1∈j  respectively 

20486432 =× , and with 16,1∈i  and 32,1∈j  equals 
respectively 128168 =× . Hence, it corresponds to the spatial 
dimensions of the testbed targets ;256256× 12864×  and 

168× m. 

4. Research results 

The application of multiple autonomous systems of parallel 
direction finding of acoustic signal sources with respectively 

http://www.astesj.com/


B. Trembach et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 412-417 (2018) 

www.astesj.com               417 
 

small number of nodes in the Hamming space allows to reduce 
significantly the accuracy requirements of the digital 
representation of values 1t∆ , 2t∆  and 3t∆ . 

The required memory for tactical representation of 
coordinates of the acoustic signal source at 256,1∈i  and 

256,1∈j  equals 256 Kbytes.  

Generalized chart of acoustic signal processor operation in 
the Hamming distance based on the modular correlation 
function is shown on Figure 8. 
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Figure 7. Timeline diagram of code correlation-modular formation of 

acoustic signal time delay. 
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Figure 8. Basic structure of digital special processor for correlation 

processing of acoustic signals in the Hamming distance 

 
The accuracy of the proposed digital correlator depends on: 
• the resolution of a multichannel shift register    (Figure 

6, element 7); 
• the size of square of a Hamming space ijx  (Figure 8), 

which is stored in ROM. 
 

5. Conclusions 

The purpose of the work was to develop a structure of a 
digital correlator to determine the location of the acoustic signal 
source. 

Concept design of an automatic system to determine the 
location of the acoustic signal source has been proposed. It is 
based on open architecture and provides connection of multiple 
autonomous acoustic receivers to the system of correlation 
special processor using wireless communication channels. This 
allows automatic collection, processing and data transfer 
regarding operational conditions in the coverage area of 
acoustic receivers. 

The proposed method of optimizing the structure of multi-
channel digital correlates with priority spatial placement of a 
microphone and application module correlation function to 
process acoustic signals can significantly simplify the algorithm 
of calculations, reduce the hardware complexity correlates. This 
allows enhancing its performance, justifying feasibility and 
effectiveness of these solutions in the established system of 
monitoring sources of acoustic signals. The proposed chart 
allows reducing the number of correlators by 3 times. 
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 Engineering schools must adopt or develop their own systems and processes for graduate 
attribute assessment.  In this paper, we take a systems engineering approach to graduate 
attribute assessment and propose a system architecture and tool-supported continuous 
improvement process with key algorithms and mathematical analysis to process the data 
and provide performance management reporting.  Over several iterations, we have 
introduced and evaluated improved systems support in a collection of tools called the 
Graduate Attribute Information Analysis system (GAIA). GAIA integrates course indicators 
as well as external indicators from a variety of sources.  It provides a tool-supported 
continuous improvement process with templates and notifications for all deliverables. 
There are sound algorithms and tool support and built-in mathematical analysis for data 
collection and reporting that includes quantitative and qualitative data; weighted grading; 
historic trend analysis; improved visualization of results; and standardized reports at both 
the course level and the program level that can be used either for accreditation or to inform 
program improvement.  
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1. Introduction 

The Canadian Engineering Accreditation Board (CEAB) 
requires engineering programs to collect data and assess 12 
graduate attributes (GA) as part of a continuous improvement 
process to ensure the programs are adequately preparing students 
to be licensed as professional engineers in Canada [1]. The CEAB 
does not specify how graduate attributes should be measured or 
how the data should be managed.  Engineering schools must adopt 
or develop their own systems and processes. Radloff, de la Harpe, 
Dalton, Thomas and Lawson report that for over a decade, 
academic faculty finds GA  assessment challenging [2]. They see 
the need for faculty to develop a shared understanding of how to 
integrate GA assessment within the teaching of their courses.  

This paper is continuation of the work originally presented in 
2017 14th International Conference on Engineering of Modern 
Electric Systems (EMES) [3].  In this paper, we take a systems 
engineering approach to graduate attribute assessment and propose 
a system architecture and tool-supported continuous improvement 
process with key algorithms and mathematical analysis to process 
the data and provide performance management reporting.  Our 
research methodology to validate our approach is an iterative 
combination of action and design science research methodology.  

We work with the faculty of software, computer and electrical 
engineering programs in the School of Electrical Engineering and 
Computer Science at the University of Ottawa to perform graduate 
attribute assessment, while at the same time identifying gaps, and 
prototyping improved tool support in our lab.  Over several 
iterations, we have introduced and evaluated improved systems 
support in a collection of tools called the Graduate Attribute 
Information Analysis system (GAIA).   

In our initial assessment of systems support for graduate 
assessment at uOttawa, we did not encounter the “academic 
resistance” discussed by Chanock in his article on developing GA 
assessment criteria [4].  However, we did identify that existing 
systems, tools and processes already in place at University of 
Ottawa School of Engineering tended to complicate rather than 
support the task. The key issues identified were cognitive overload, 
lack of clarity, and lack of defined systems and processes.  

The first version of GAIA was introduced in 2015 and has 
progressed through three iterations or versions. The architecture 
integrates course indicators (such as tests, assignments, quizzes, 
exams or selected questions) from any learning management 
system (LMS) as well as external indicators from a variety of 
sources (such as student surveys, employer evaluation or different 
types of feedback forms).  There is a systematic tool-supported 
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continuous improvement process with templates and notifications 
for all deliverables. There are sound algorithms and tool support 
and built-in mathematical analysis for data collection and reporting 
that includes quantitative and qualitative data; weighted grading; 
historic trend analysis; improved visualization of results; and 
standardized reports at both the course level and the program level 
that can be used either for accreditation or to inform program 
improvement.   

2. Literature Review 

We researched and compared solutions from two sources - 
engineering institutions from countries members of Washington 
accord; and engineering schools across Canada.  

There have been several attempts by different universities to 
create their own tool that will inform student learning, serve 
accreditation, and inform program development. In 2004, Maxim 
describes an assessment plan for student performance in three 
undergraduate engineering programs - computer science, 
information systems, and software engineering at the University of 
Michigan at Dearborn,[5]. It lists course learning outcomes (LO), 
the measurement instruments used to assess them, student 
achievement on each particular outcome, and the average score [5]. 
It gained popularity because of its ability to serve simultaneously 
as a grade book and LO evaluation tool.  

The University of West Georgia, US, created a custom-
designed software tool to collect, analyze and report assessment 
data for program requirements and for accreditation purposes. The 
tool called COMPASS supported an existing open-source 
classroom management system by adding the ability to map course 
LO. It allows for review and analysis of collected assessment data, 
but lacks a direct reporting feature. The data needs to be retrieved 
and formatted in order to produce a course assessment report. This 
complicated the process of data analysis and its implementation for 
informing program improvement [6]. 

The Curtin University of Technology in Perth, Australia 
followed a similar approach in developing the Outcomes Database 
web-based tool in 2005. It mapped course LO, unit LO, generic 
graduate attributes and assessment rubrics. The reports it generated 
helped provide an outcomes focused assessment [7]. Although the 
paper does not specify any method of tool evaluation, it does show 
that the Outcomes Database was successfully implemented across 
courses that share common units in Information Technology, 
Computer Science and Software engineering. 

In his thesis, Essa proposes a custom-developed ABET Course 
Assessment Tool (ACAT) at the University of Nevada Reno that 
further improves the Michigan approach [8]. The goal of ACAT is 
to streamline the course assessment process and standardize 
reporting. To validate the design and user interface of the tool, 
Computer Science and Engineering faculty members perform a 
usability study.  Usability of the tool was tested, based on 
International Organization for Standards criteria [9] that measure 
effectiveness, efficiency and satisfaction in a specified context of 
use by specific users. The results showed that the tool created is an 
improvement over the existing manual process used to assess GA. 
This study is one of the earliest we have identified that attempts to 
theoretically compare technology adoption issues between three 
different tools – COMPASS, Outcomes Database and ACAT. A 

comparison of the features in two off-the-shelf systems, Compass 
and Outcomes Database, and the ABET Course Assessment Tool 
(ACAT), shows 100% compatibility for ACAT, 33.3% for 
Compass and 66.7% for Outcomes Database. 

In 2015, the University of Notre Dame, Australia introduced 
an outcomes-based curriculum mapping system, Prudentia©. It 
allows for constructive alignment between different learning 
outcomes and informs assessment and instructional methodology 
[10]. The week point of the tool as described by the author is its 
dependence on the quality of the curriculum framework itself. 

Deferent statistical ways to analyze and interpret assessment 
data was presented by the Office of Academic Planning and 
Assessment (OAPA) at the University of Massachusetts [11].  

Integrating data by cohort using analytical methods and 
correlations, a method similar to the one used in GAIA, is the 
subject of collaborative research between Northern Arizona 
University, Christopher Newport University and James Madison 
University [12].  

Weber addresses the major concern in data analysis – reliability 
of the results [13]. He explores the use of T-test, ANOVA and 
ANCOVA to compare different treatments of assessment data for 
reliability.  

Approaches by Canadian universities involve adopting suitable 
vendor products, adapting tools and processes in place and 
evolving them into their own learning management system that 
suits the institutional needs. 

A comparison of different GA assessment compatible software 
tools available on the market was provided in a series of papers by 
Kaupp, Frank and Watts [14, 15, 16]. Considering the ability of 
each tool to handle and process data, they classify several 
outcomes-based assessment support vendor products into five 
categories – Learning Management Systems (LMS), Learning 
Content Management Systems (L/CMS), Assessment Platforms 
(AP), Analytics Systems (AS) and Curriculum Mapping Tools 
(CMT).  Their study concludes that none of the tools is able to 
manage the GA assessment data independently and they can only 
address a specific aspect of the GA process [17]. Being distinct 
from the actual assessment process was identified as a common 
general weakness for all vendor tools. Issues like duplication of 
grading, need for uploading/re-entering data by instructors, 
agreement with other tools or systems or data record forms and 
most of all incompatibility with diverse nature of student 
assessment turns them into an additional tool rather than major 
carrier of assessment analysis for program improvement. 
Furthermore, the authors compiled evaluation criteria for tool 
adoption identifying that popularity of the tool should not be used 
as measure for its functionality. The choice should rather be made 
based on the compatibility of the tool with institutional needs and 
systems.  

Identifying the process of measuring GA performance as the 
most difficult step in meeting accreditation requirements. Saunders 
and Mydlarski from McGill University discuss adopting current 
institutional resources and evolving them into a software 
information system [18].  

Queen’s University, University of Calgary, University of 
Toronto, Concordia University, University of British Columbia, 
University of Manitoba and Dalhousie University outlined and 
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compared their institutional approaches to accreditation 
requirements in a joint publication [19]. In the research, Concordia 
University is identified as one of the first Canadian engineering 
schools to develop their own Learning Management System when 
enabled them to collect data and allow for sharing between users.  

Developing our algorithms, we explored the different ways for 
administering assessment data presented by Carleton University 
[20], University of Alberta [21] and University of Calgary [22].  
Carleton University and University of Alberta merged the twelve 
CEAB graduate attributes with respective indicators, measures and 
rubrics. University of Alberta adds an additional step to the process 
by involving sub-categories associated with learning objectives.  

3. GAIA  

Engineering programs in Canada need to demonstrate that their 
graduates possess twelve specific attributes [23]: engineering 
knowledge; problem analysis; investigation; design; use of 
engineering tools; individual and teamwork; communication 
skills; professionalism; impact of engineering on society and the 
environment; ethics and equity; economics and project 
management; life-long learning.  An Accreditation Board (AB) 
Report indicates that accreditations completed in 2015 were the 
first ones, which included Graduate Attribute Assessment and 
Continual Improvement compliance [24].  

In developing the architecture for GAIA we had the following 
objectives: 

- find a way to use (when possible) and/or modify (when 
needed) assessment tools and rubrics already in place; 

- integrate GAs, key performance indicators (KPI), 
assessment tools, measurement criteria, course 
information sheets, data collection and analysis into one 
information system; 

- measure GA performance and allow data to inform a 
continuous improvement process for each program 

- generate reports and perform mathematical analysis to 
inform program improvement; 

- be user-friendly and time-efficient; 

- minimize cognitive overload for any data collection or 
analysis task. 

3.1. System Architecture 

GAIA provides three types of performance management 
support – collecting data, processing data and generating reports. 
Figure 1 below shows the GAIA architecture.  It includes an 
academic platform (faculty administrator, program coordinator, 
program professors, course professors and students) focused on in-
class evaluation and a non-academic platform (employers, co-op 
office, alumni and students) focused on evaluation mechanisms 
external to the class room. Data collected through the Academic 
Platform (AP) is associated with program-related courses and 
traditional courses typically supported by a Learning Management 
System (LMS). The Non-Academic Platform (NAP) deals with all 
other sources of data using Registration Management System 
(RMS), university-run surveys and outside survey sources. 
GAIA’s performance is managed by a system administrator to 

assure regular assessment data flow and support reporting of 
results in a timely manner. 

 
Figure 1: GAIA Architecture  

Tool support needs to provide the GAA database (DB) with 
four types of user interfaces – Graduate Attribute Committee 
(GAC, UI1), program coordinator (UI2), course instructor (UI3) 
and system administrator (UI4). Furthermore, it needs to 
accommodate data fed by different machine interfaces for learning 
management systems (LMS) and tools already in place for the 
process of data recording and reporting, as well as qualitative data 
reported through the COOP portal.  

Figure 2 shows the data processing performed by GAIA. It uses 
different algorithms to process graduate attribute assessment data 
and generate reports for accreditation agencies in addition to 
supporting a continuous improvement process for each 
engineering program. It applies different algorithms to process 
qualitative and quantitative data input by faculty directly, or 
imported from a variety of sources.  We have identified four MI 
sources for GA assessment data – LMSs, COOP portal, employer 
evaluation reports and student surveys. GAIA’s architecture pulls 
external data from these sources in three different ways: 

- Using CSV files 

- SQL server 

- ODBC compliant sources 

GAIA’s architecture also supports Excel’s External Data 
feature. Once data is initially placed at the location selected by the 
user, the Refresh button from the Excel Data tab allows for 
automated updates reflecting data changes at the source. This 
process is usually set up and performed by the system 
administrator. GAIA also allows the use of Open Database 
Connectivity (ODBC) as a programming interface to pull data 
from different database management systems (DBMS) such as 
Blackboard or D2L, both currently used at the University of 
Ottawa.  

3.2. Tool Supported Continuous Improvement Process  

GAIA supports a systematic continuous improvement process 
for each program.  Creating and implementing improvement steps 
are initiated and overseen by the members of respective Program 
Curriculum committees. Success is reported and gaps identified 
based on consecutive cycles of data analysis performed supported 
by GAIA as shown in Figure 3 below. 
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Figure 2: Data Processing for Reporting 

 
Figure 3: GAIA-supported Continuous Improvement Cycle 

The top-down approach, illustrated in Figure 4, mandated by a 
common continuous improvement process (CIP) leads to a 
common set of indicators that can be shared across programs.  
There is a standardized program report that charts a common set of 
indicators across the 12 graduate attributes.  The data for those 
indicators is obtained from measuring student achievement on the 
learning outcomes compiled into the common set of high-level 
indicators specified in the Program Reports. Initially, each 
program had its own set of performance indicators, which was 
problematic when trying to achieve consistent reporting at the 
faculty level that could support cross-program comparisons. Each 
program aggregated data is clustered into three levels: 

- Level I (Course Level): Learning Outcomes presented at the 
bottom row in Figure 4; 

- Level II (Program Level): Performance Indicators, indicated 
in Figure 4 in black ovals; 

- Level III (Meeting Accreditation Requirements): Graduate 
Attributes analysis for accreditation and program improvement.  

At level III we have the 12 graduate attributes specified by 
CEAB for graduate attribute assessment.  Each program has its 
own set of measurement criteria used to report on achievement for 
a particular performance indicator (KPI). Selected KPIs are 
integrated to report on respective graduate attributes (GA). Those 
indicators are determined by the measurement of learning 
outcomes for particular courses. The compilation into indicators is 
mandated in a standardized fashion by the faculty to ensure that 
achievement is reported in a consistent fashion within a 
standardized process of continuous improvement.   

 
Figure 4. Faculty Continuous Improvement Process. 

3.3. Tool-Supported Data Collection and Reports 

GAIA provides data collection and reports at two different 
levels using Course Data Entry Form (CDEF) for individual 
courses and the Program Report Form (PRF) for an entire 
engineering program. Data for CDEF is provided by UI3 or input 
through CVS, SQL server or ODBC compliant sources. Data to 
Data for PRF is automatically processed and integrated from all 
the CDEFs for a program. CDEF provides reports and analysis for 
individual courses.  PRF provides reports and analyses across the 
entire program.  

As discussed in section 3.1, GAIA generates three major types 
of reports – reports for accreditation, improvement reports at 
program level and improvement reports at faculty level. They are 
presented in table and graph forms to improve visibility and 
usefulness. Different tool components, algorithms and data sources 
are involved in each.  

A compiled data report is generated at course level and reflects 
GA achievement for courses which typically take two semesters to 
complete. Example for such course is a capstone project. Figure 5 
and Figure 6 show a sample report generated for the purpose of 
this paper in table and graph form respectively. 

 

 
Figure 5. CDEF Table Report Form. 

As illustrated in Figure 5 above the report uses color coding to 
better indicate the level of achievement for the course toward 
accreditation requirements. Using the CEAB meeting 
requirements scale with 60% - 80% boundaries. All courses that 
show achievement per GA below the lower bound did not meet 
expectations. Their status is shown in red. Above the upper bound 
of 80% indicates exceeding expectations (shown in dark green 
shading). The accepted level for meeting accreditation 
requirements is indicated in light green.  

The current statistics graph illustrated in Figure 7, provides a 
graphical presentation of a historic trend of data collected for 
selected course. It allows for easy comparison of achievement for 
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an entire accreditation cycle and gives a better visualization of the 
overall graduate attribute assessment against meeting accreditation 
requirements. The Report button allows users to see a historic trend 
of data in table form. 

 
Figure 6. CDEF Graph Report Form. 

 
Figure 7. CDEF Current Statistics Report Form. 

The Program Report Form (PRF) provides similar statistics 
which reflect achievement at program level. These reports are used 
by the curriculum committee members to inform program 
improvement. The PRF is a read-only workbook. It collates the 
assessment data provided by CEDF for all courses on a semester 
basis. This component of the tool measures and reports the 
cumulative impact individual courses have on overall program 
performance. It is generated in table and graph form per graduate 
attribute. A sample report is shown on Figure 8. 

    
                              (a)                                                             (b) 

Figure 8. PRF generated report (a) table form, (b) graph form. 

A special report form is used to track COOP work-placement 
data. Data is fed into GAIA from the University of Ottawa COOP 
Portal using CVS, SQL server or ODBC compliant sources. The 
report is used to inform on students’ ability to secure their first 
COOP position. A sample of such report form is simulated for the 
purpose of this paper and is shown on Figure 9. 

 
Figure 9. Work-Term Placement Data Report Form. 

GAIA allows for comparison between cohorts by generating 
two reports: the Graduate Attribute Report per Cohort (GAR/C) 
and the Course Progression Report per Cohort (CPR/C). The 
former arranges averaged GA data per attribute, while the latter 
tracks students’ achievement as student progress in their program. 
Data from both cohort reports are used for comparison to provide 
a historic data trend for further curriculum development. 
Furthermore, the COOP Progress Report per cohort (COOPR/C) 
adds reliability in analyzing students’ employability and 
professional skills assessment provided by employers. Table 1, 
Table 2 and Table 3 below illustrate the datum of cohort reports. It 
is based on SEG course sequence selected by the program GA 
Committee to report on GA achievement. Color codes indicate the 
relative level of the course within the program as follows: 

- blue shading is used for Year 5 courses 

- green shading is used for Year 4 courses 

- peach shading is used for Year 3 courses 

- magenta shading is used for Year 2 courses 

- no shading is used for Year 1 courses 

Table 1. Graduate Attribute Report per Cohort (GAR/C) 
 

Graduate Attribute 

C
ou

rs
es

 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA1
0 

GA1
1 

GA1
2 

SEG 
310
1 

SEG 
310
1 

SEG 
310
3 

SEG 
491
1 

SEG 
210
5 

SEG 
210
5 

SEG 
291
1 

SEG 
491
1 

SEG 
291
1 

SEG 
2911 

SEG 
4105 

SEG 
4911 

 SEG 
491
1 

  SEG 
310
1 

SEG 
410
5 

SEG 
491
1 

SEG 
191
1 

   SEG 
1911 

    SEG 
310
2 

SEG 
491
1 

      

 

Table 2. Course Progression Report per Cohort (CPR/C) 

 Academic Year 

Co
ur

se
 Year 1 Year 2 Year 3 Year 4 Year 5 

SEG1911 SEG2105 SEG2106 SEG3101 SEG4911 
 SEG3103 SEG2911 SEG3102 SEG4105 
 SEG3125  SEG4145  

 

Table 3. COOP Progress Report per Cohort (COOPR/C) 
Academic Year 

Year 1 Year 2 Year 3 Year 4 Year 5 
SEG1911 COOP 

Placement I 
SEG2901 SEG3901 SEG3902 

To illustrate the mechanism of data sorting behind the three 
cohort reports we generated random data that is being used for 
demonstration purposes in all tables and graphs. To follow the 
course progression within a cohort GAIA combines a historic trend 
data per respective courses according to the course sequence of the 
specific engineering program (i.e. software engineering in this 
sample). To generate GAR/C GAIA for cohort N, GAIA will use 
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Year (N) data for SEG4911 and SEG4105, Year (N-1) data for 
SEG3101, SEG3102 and SEG4145; Year (N-2) data for SEG2106 
and SEG2911; Year (N-3) data for SEG2105, SEG3103, 
SEG3125; and Year (N-4) data for SEG1911. This is illustrated in 
Table 4 below. 

Table 4. Use of historic trend data for generating cohort reports  

(GAR/C and CPR/C) 
Cohort (Year) Course Graduate Attribute 
GA Data (N) SEG4911 2, 4, 6, 7, 8, 12 

SEG4105 6, 11 
GA Data (N – 1) SEG3101 1, 2, 5 

SEG3102 5 
SEG4145 11 

GA Data (N – 2) SEG2106 Xxx 
SEG2911 7, 9, 10 

GA Data (N – 3) SEG2105 5, 6 
SEG3103 3 
SEG3125 Xxx 

GA Data (N – 4) SEG1911 8, 12 
 

The data-supported framework for cohort reports is illustrated 
in Figure 10. It represents a combination of methodologies 
described in Figure 1, Figure 2, Figure 4 and Table 4. 

 

Figure 10. Data-Support Framework for Cohort Reports.  

4. Results and discussion  

GAIA’s improvement and further development is based on 
ongoing research on latest developments in the area of data 
management and analytics and the input provided by its users. 
Mapping the goals stated in section 3 has enabled us to establish 
an ongoing user-centered tool evaluation. It addresses the different 
users (U1, U2, U3 and U4 as listed in Figure 1) targeting their 
specific context of use. Thus, GAIA needs to reflect specific user 
requirements and specific program requirements for each  

university actor. The GAA DB needs to accommodate different 
types of input data, analyze qualitative and quantitative data, and 
produce reports has to meet the latest accreditation requirements 
and inform a continuous program improvement process. Input on 
the report efficiency and efficiency of the improvement process are 
being provided by the GA Committee members per program. The 

ongoing evaluation process as described above is illustrated in 
Figure 11. 

  
Figure 11. User-Centered Tool Evaluation Process  

 

The following list of evaluation criteria are used for tool 
evaluation: 

4.1. Perceived Ease of Use (PEOU) 

This is a core variable, which measures the degree of belief that 
mastering the tool will not require any extra effort. In the TAM 2 
model this construct is defined as a direct determinant of perceived 
usefulness [25]. Example for its use in academia is the study 
performed by Park in 2009 [26]. 

4.2. Perceived Usefulness of the Tool (PU) 

Perceived Usefulness is the degree to which a user believes the 
tool will help successfully complete the task and excel at their job 
performance. This is a core variable, used to measure adoption in 
academia assessing learning performance, academic productivity 
and supporting learning process [26]. 

4.3. Attitude Toward Using the Tool  

The attitude toward use measures the user’s feeling about 
performing the task using the tool. It shows the user’s desire to 
actually use the tool, their positive or negative evaluation of 
performing the behavior. It measures the ability to perform the task 
faster, improve user performance when using the tool, using the 
tool is related to increase of productivity and effectiveness. As a 
core variable, it is a part of almost every TAM construct set. 
Samples for its use in academia can be found in the studies by Kim, 
Park and Tsai [26, 27, 28]. 

4.4. Behavior Intention to Use the Tool (BI) 

It measures the strength of the user’s intention to use the tool 
or the degree of one’s willingness to use the tool. It is one of the 
best indicators of the real usage of the tool. In other words, the 
actual use depends on the user’s intentions to apply effort. It is a 
combined measure of the wish to finish the task and planning its 
use in the future.  

4.5. Perceived Usage of the Tool  

This is the amount of time interacting with the tool and the 
frequency of its use. Measuring this variable has highest 
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importance for Faculty Administrator (UI1) as manager interested 
in evaluating the impact of the tool as a whole. 

4.6. Experience Using the Tool 

Prior experience was identified as a determinant of behavior in 
1980 by Ajzen and Fishbein long before Davis proposed the 
technology acceptance model [29]. Measuring the variable is 
mentioned in several studies [30, 31]. According to the studies, 
experienced users show strong correlation to perceived usefulness 
of the tool and the behavioral intention to use the tool. Being 
related to the number of years using the tool, this construct 
provides valuable information in terms of university users being 
ready to deal with measuring graduate attributes an ongoing 
process in a long term.  

4.7. Complexity of the Tool 

This variable measures the extent to which the user expects to 
use the tool without any additional effort. It has to do with the tool 
being difficult to understand and use. Complexity is measured in 
terms of time taken for the task and integration of tool usage results 
into existing tool. Complexity is inversely proportional to 
perceived usefulness (PU) and perceived usage as aspects of 
adoption. It is also measured by the extent to which the user 
realizes the possibility of computer crash or data loss. 

4.8. Mandatory versus Voluntary Use of Tool 

This variable is measured by the extent to which adoption is 
perceived as a mandatory or non-mandatory task. It is positively 
related to the behavioral intention to use the tool. In our particular 
case, the use of the tool is mandatory (requirements enforced by 
CAEB), so definitely imposed on Faculty Administrator (UI1) and 
Program Coordinator (UI2).  Therefor this variable is not-
applicable for them and should be noted as such in their respective 
evaluation criteria. Participation is mandatory for UI1 and UI2. It 
becomes mandatory for UI3 if their course is included.  At the 
same time, UI3 cannot easily be coerced for tenured professors so 
UI3 adoption is critical.  Similarly, indirect UI for students, 
employers etc. cannot be coerced so adoption into process is also 
critical.  The point of this is how to weight the importance of 
various aspects of the tool.  The reporting to CEAB is mandatory 
and critical so that UI adoption is both constrained and important, 
but adoption by administrator and coordinator will be coerced so 
not so critical. 

4.9. Interoperability 

This measure the tool compatibility with other systems or tools 
used simultaneously. 

4.10. Handling Assessment Data 

This measure reflects on tool’s ability to serve as database and 
allow for historic trends of analysis and comparison. The ability to 
use quantitative and qualitative data is to be evaluated as well.  

4.11. Reporting Ability 

Tests the tool against its ability to produce reports on course 
and program levels. Quality of reports and their use to inform 
program improvement is part of this criteria. 

 

4.12. Alignment with CEAB accreditation requirements 

This construct provides direct information on the user’s belief 
that the work performed will serve the need it was intended for. 
Analysis of the results will have a wide range of application – from 
indication for improving the tool, to explanation about the user’s 
attitude and perceived intentions 

5. Conclusions and Future Work 

Creation of GAIA reflected the need for our engineering 
programs to respond to CEAB accreditation requirements. Ever 
since it follows the changes implemented to the criteria to provide 
best support for reporting graduate attributes. Flexibility of the tool 
and the fact that it is onside made allows for immediate 
modifications to take place. It is constantly improved following the 
requests and recommendations from instructors, program 
coordinators or faculty administrators as well. 

In future work, a structural equation model showing the 
relation between major and external variables in terms of 
hypotheses will be added. Such a graphical representation of the 
research model will clearly show the relationships between 
constructs and specify hypotheses with respect to those 
relationships. The structural equation modeling (SEM) technique 
can be  employed  using the  LISREL program. Then 
direct/indirect effect and t-values will have to be calculated to 
identify the state of each hypothesis as “Supported” or “Not-
supported”. Secondary future research will also include further 
improvement of the model and and more case studies to validate. 
The goal will be to achieve technology adoption results consistent 
with expectations. Such results will allow us to measure the tool 
satisfaction level and predict its usability in specifically 
constrained contexts. 
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 Fully Homomorphic Encryption (FHE) is considered as a key cryptographic tool in 
building a secure cloud computing environment since it allows computing arbitrary 
functions directly on encrypted data. However, existing FHE implementations remain 
impractical due to very high time and resource costs. These costs are essentially due to the 
computationally intensive modular polynomial multiplication. In this paper, we present a 
software/hardware co-designed modular polynomial multiplier in order to accelerate 
homomorphic schemes. The hardware part is implemented through a High-Level Synthesis 
(HLS) flow. Experimental results show competitive latencies when compared with hand-
made designs, while maintaining large advantages on resources.  Moreover, we show that 
our high-level description can be easily configured with different parameters and very large 
sizes in negligible time, generating new designs for numerous applications.  
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1. Introduction 

This paper is an extension of the work originally presented in 
2017 IEEE International Symposium on Design and Diagnostics 
of Electronic Circuits and Systems [1]. 

Homomorphic encryption is one of the most significant 
advances in cryptography in the last decade. It allows arbitrary 
computations on ciphertexts without compromising the content of 
the corresponding plaintexts. Thus, data can remain confidential 
while it is processed, enabling useful tasks to be accomplished with 
data being stored in untrusted environments. Considering the 
recent growth in the adoption of the cloud computing and the large 
deployment of the internet of things, homomorphic cryptography 
will have a major impact on preserving security and privacy in the 
coming years. Enterprise customers in the medical and financial 
sectors, for example, can potentially save money and streamline 
business processes by outsourcing not only the storage but also the 
computation of their data to public clouds. 

Since the introduction of the first fully homomorphic 
encryption (FHE) scheme by Gentry [2] in 2009, we have noticed 
substantial research in the area, for the purpose of designing new 
homomorphic encryption algorithms, improving the schemes, their 
implementations, and their applications. Among them, the schemes 

that are based on Ring Learning With Errors (RLWE) [3] [4] [5] 
are among the most efficient homomorphic schemes because of 
their simpler structure, strong hardness assumptions, reduced key 
size, and reduced ciphertexts expansion with respect to previous 
schemes. Many of these RLWE-based schemes have been 
implemented in software [6] [7] [8] [9]. Results report very large 
latencies and resources consumption. So, in order to improve the 
performance of homomorphic encryption schemes, there has been 
research into the hardware acceleration of various homomorphic 
schemes and their building blocks. To date, there have been few 
hardware implementations for cryptosystems based on the RLWE 
problem. The corresponding architectures were mainly designed 
for fixed and small length operands and optimized for a restricted 
set of parameters [10], [11], [12], making them limited in terms of 
target applications and security requirements.  

This paper presents a flexible and configurable accelerator 
implementing modular polynomial multiplication; the main 
performance bottleneck in RLWE-based homomorphic schemes. 
The work describes a software/hardware (SW/HW) co-designed 
architecture based on a High-Level Synthesis (HLS) approach. By 
combining HLS and SW/HW partitioning, we are able to easily 
configure our modular multiplier with large parameters (larger 
than those seen in the literature) suited for high security 
requirements. In addition, our modular polynomial reducer can be 
defined as any generic (cyclotomic) polynomial, allowing 
optimizations in the homomorphic context. We demonstrate the 
efficiency of the approach on many designs of full modular 
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polynomial multipliers satisfying different area/latency trade-offs. 
So, our results can guide a designer in his choice of the 
appropriated configuration with respect to the targeted application.    

The paper is organized as follows. In section 2, the background 
information is introduced. Section 3 presents the related works. 
Section 4 describes our proposed design. Implementation details 
are reported and discussed in section 5. 

2. Theoretical background  

2.1. Homomorphic encryption  

The purpose of homomorphic encryption is allowing 
computations on encrypted data. This means that if a user has a 
function called f  and wants to get  f(m1, m2, … , mt) for some 
plaintext messages (m1, m2, … , mt) , it is possible to instead 
compute on the corresponding ciphertexts(c1, c2, … , ct)obtaining a 
result which decrypts to f(m1, m2, … , mt).  

Formally, if  Encrypt(mi) = ci(i = 1. . t)  then when 
evaluating a function f homomorphically on(c1, c2, … , ct), we get:  

Decrypt [f (c1, … , ct)] = f (m1, … , mt) 

Since every function f can be expressed as a series of additions 
and multiplications over some algebraic structure, a homomorphic 
encryption scheme can be defined as an augmented encryption 
scheme with two additional functions HE.Add() and HE.Mult() to 
add or multiply on ciphertexts, that result in a ciphertext encrypting 
respectively the sum or the product of the underlying plaintexts. 
Figure 1 shows an example of application of FHE in the context of 
cloud computing. When the number of successive additions 
HE.Add() and multiplications HE.Mult() can be unlimited during 
the evaluation step (i.e., computation of the function f), the scheme 
is known as a fully homomorphic encryption scheme. This 
generally requires to periodically refresh the ciphertext, otherwise 
it will be impossible to decrypt. This operation is performed in the 
encrypted domain and is called "bootstrapping".  

 

2.2. Analysis of software implementations of homomorphic 
schemes  

In order to define the most frequent and time consuming 
functions during the execution of homomorphic encryption 
schemes, we profiled existing software implementations [6] [8] of 
three RLWE-based cryptosystems. Figure 2 shows the profiling 
results. The analysis reports that polynomial multiplication 
consumes 41% to 58% of the total execution time. The polynomial 
multiplication is needed in the encryption, decryption, and 
evaluation (homomorphic multiplication) steps, as well. For 
instance, we resume in Figure 3 the operation flow of 
homomorphic multiplication of two ciphertexts (c1, c2) in case of 
scheme 2 (see Figure 2). In practice, we need 4 polynomial 

multiplications in order to get cmult. For this reason, a hardware 
acceleration of this function is of great interest. Hence, an 
optimized implementation of the modular polynomial 
multiplication is the target of this paper. 

 

 

 

2.3. Modular polynomial multiplication in RLWE-based schemes 

In RLWE-based cryptosystems, the primitives are defined over 
a modular polynomial ring of the form Rq =  ℤq[x] f(x)⁄  where 
f(x) is a specific irreducible polynomial (cyclotomic polynomial) 
of degree n and q is an integer modulus (𝑞𝑞 > 0). Parameters n and 
q define respectively the degree and the coefficient size of 
polynomials in Rq. Operating in Rq requires reductions modulo q 
and modulo f(x). 

Let A(x) = an−1xn−1 + … . +a0  ≡ (an−1, … . , a0)  and 
B(x) = bn−1xn−1 +  … . +b0  ≡ (bn−1, … . , b0)  be two 
polynomials of Rq. Computing C(x) = A(x) × B(x) in Rq needs 
to first compute the polynomial multiplication of A(x) and B(x) 
and then reduce the result modulo (𝑞𝑞, 𝑓𝑓(𝑥𝑥)). 

Here is a simple example where n = 4, q = 5 and f(x) = x4 +
1. We choose: 
A(x) = x3 + 3x2 + 4x1 + 1   ≡ (1,3,4,1) and 
B(x) = 2x3 + 1x2 + 4x1 + 0 ≡  (2,1,4,0) 
As shown in figure 4, the result 𝐶𝐶(𝑥𝑥) = 𝐴𝐴(𝑥𝑥) × 𝐵𝐵(𝑥𝑥) 
mod (𝑞𝑞, 𝑓𝑓(𝑥𝑥)) is equal to 𝐶𝐶  (3,0,2,0)𝑖𝑖𝑖𝑖𝑖𝑖

=  . 

2.4. Parameters Derivation  

The schemes based on the RLWE problem are governed by a 
number of inter-related parameters. The modulus q and the degree 
n are chosen in order to satisfy a given security level 𝜆𝜆 and a given 
multiplicative depth L (defined as the maximal number of 
multiplications that the scheme can handle before it becomes 
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necessary to apply the bootstrapping procedure). The derivation of 
these parameters is getting increasing attention lately, in order to 
provide easy-to-use guidelines for real world applications. In a 
nutshell, the methodology for parameters extraction aims at sizing 
these parameters in order to respond to the desired trade-off 
between security, efficiency, and correctness. Real use-cases of 
homomorphic cryptosystems define requirements for the 
multiplicative depth L and the security level λ, then one needs to 
choose the corresponding values of n and q. Figure 5 illustrates the 
wide space of practical parameters for RLWE-based schemes with 
different constraints on L. These configurations are extracted from 
[6] where the authors explain how to choose these parameters in 
order to guarantee correctness and security against lattice attacks. 
They use a lattice basis reduction algorithm based on the van de 
Pol and Smart approach. This algorithm determines an upper 
bound on the modulus in a given dimension and for targeted 
numbers of multiplicative depth L, to ensure a given security level. 

For example, with L set to 1, polynomials with a degree around 
1024 and coefficients on less than 100 bits can be sufficient. But 
another scheme requires at least a degree n = 101853 and a 
coefficients size log2(q)= 278 bits to achieve a security level λ = 
80 bits and a multiplicative depth of 20. Consequently, if we want 
to target a large set of real applications, our design must be flexible 
and accept such variations of the parameters.  

 

3. Related works  

Two principal ways are employed in order to accelerate 
homomorphic cryptosystems: hardware implementation and GPU 
(Graphic Processing Unit) acceleration. Hardware accelerators 
focus mainly on accelerating the most complex functions of 
homomorphic encryption schemes. There has been some research 
already conducted into hardware implementations of RLWE-based 
schemes and their related building blocks. Almost all of them focus 
on the polynomial multiplication. 

Many of these implementations have used the Number 
Theoretic Transform (NTT) or the Negative Wrapped Convolution 
(NWC) to perform polynomial multiplication in Rq efficiently. 
NTT and NWC are two special forms of the Fast Fourier 
Transform (FFT), known as the asymptotically fastest algorithm 
for computing polynomial multiplication. 

In [10], Doröz et al. propose an implementation of the modular 
polynomial multiplication computed with the NTT algorithm and 
a Barrett reducer. A pre-computation based on the Chinese 
Remainder Theorem (CRT) is performed on input polynomials to 
reduce the size of coefficients. The overall architecture is based on 
an array of units, which gives some flexibility to process several 
residue polynomials in parallel. They evaluate their architecture on 

polynomials of fixed degree n =215, and fixed coefficients size 
𝑙𝑙𝑙𝑙𝑙𝑙2(𝑞𝑞) = 32 bits. Their accelerator was dedicated for a specific 
homomorphic scheme. In [11], Chen et al. present an optimized 
design of the modular polynomial multiplication. 

 

All computations are carried out in the FFT domain on 
polynomials with degree n  ∈ [256, 2048] and coefficients size 
∈[20, 29]. They provide a selection method for the parameter set 
supporting efficient modular reduction, meeting at the same time 
the security requirements for RLWE and Somewhat Homomorphic 
Encryption (SHE) schemes. SHE means that the maximum number 
of successive operations in the encrypted domain is limited. 
Though efficient, this selection leads to many restrictions on the 
polynomials supported by the design: polynomial modular 
reduction is in fact computed with respect to the common choice 
f(x) = xn + 1. When FFT multiplication using NWC is employed, 
they show that the modular reduction (xn + 1) is eliminated; this 
elimination comes at the expense of pre- and post-computation 
steps. A hardware architecture for the modular polynomial 
multiplication is described in [13]. They provide a fast unit for 
polynomial operations using CRT and NTT for multiplication 
combined with an optimized memory access scheme and a Barrett 
reduction method. The implemented unit can be used to instantiate 
a specific encryption scheme.  Results are provided for n = 32768 
and 𝑙𝑙𝑙𝑙𝑙𝑙2(𝑞𝑞) = 1228 bits. The authors of [14] use the Karatsuba 
algorithm to implement the modular polynomial multiplication in 
hardware. They demonstrate that for various degrees and 
coefficient sizes, Karatsuba can be a good alternative to FFT. 
Lastly, Jayet-Griffon et al. [12] consider the polynomial 
multiplication of 512-degree polynomials with 32-bit coefficients. 
They analyze and compare three algorithms (Karatsuba, FFT, and 
Schoolbook): the Schoolbook method is shown as the most 
efficient for a hardware implementation, due to its simple and 
regular structure. Modular reductions were not covered in their 
work.  

All the aforementioned related works reported significant 
speed up factors when compared with software implementations. 
This speed up illustrates that further research into hardware 
implementations could greatly improve the performance of FHE 
schemes. However, they are almost all designed for fixed length 
operands and optimized for one specific type of multiplication 
algorithm (mainly FFT-based algorithms) which puts restrictions 
on the parameters selection. This makes them limited to some 
specific schemes and application domains. Besides, the operand 
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sizes are not very large, which has a direct impact on the security 
level of the cryptosystem. When modular polynomial reductions 
are performed, the simplest (and more limiting) choice is often 
selected. 

Consequently, existing designs can be considered as proof-of-
concept implementations only suitable for homomorphic 
encryption with small multiplicative depth circuits and low 
computation complexity. In the homomorphic context and because 
of its rapid growth evolution, new designs with a wide range of 
parameters are needed. These parameters are very large, consume 
large amounts of memory, and require many resources in order to 
perform efficient computations. Thus, memory storage and 
available resources in a target device should be taken into 
consideration, especially when manufacturing a specific circuit is 
not affordable and FPGA (Field Programmable Gate Array) 
platforms are therefore intended. 

4. Software/Hardware design description  

4.1. General presentation  

We propose a hybrid and flexible SW/HW design based on a 
generic polynomial multiplier. This design is basically constructed 
from two parts: a dedicated hardware accelerator, and the software 
running on a general-purpose processor. Our solution aims at 
improving the overall performance and supporting much larger 
parameter sets than previous designs while optimizing resources 
for a given computation performance level. As in most previously 
published approaches, we will demonstrate our solution on FPGA-
based implementations. However, the same approach may also be 
used with pre-characterized libraries to generate an application-
specific integrated circuit (ASIC). The general-purpose processor 
can be implemented on-chip, or the hardware part of the 
accelerator can be connected to a computer. The interface between 
hardware and software can thus be performed, for example, 
through a high performance AXI (Advanced eXtensible Interface) 
bus, when software is running on an embedded processor, or a PCI 
(Peripheral Component Interconnect) express bus in the case of a 
computer processor. The choice should take into account the 
performance targeted for the global design, the communication and 
post-processing overheads, as well as the implementation 
constraints. 

4.2. Design configurability  

Our accelerator has been designed to support polynomials of 
any degree and any coefficients size. This goal has been met thanks 
to four hierarchy levels. As shown in Figure 6, level 1 and level 3 
compute the product of two polynomials with large degree, while 
levels 2 and 4 deal with the product of coefficients with large sizes. 
This approach allows us to design efficient implementations for the 
lower (smaller) blocks, and configurable algorithms for the upper 
(larger) ones. 

The designer starts by defining the input parameters (degree, 
coefficients size and irreducible polynomial used for the modular 
reduction). 

In order to compute the multiplication of large input 
polynomials, we first represent the inputs as sets of polynomials of 
smaller fixed degree K. Then, we compute the pairwise products 
of each pair of sub-polynomials, using a hardware block for the 

multiplication of polynomials of fixed degree K based on the 
Schoolbook algorithm. This algorithm is not the fastest from a pure 
algorithmic point of view (asymptotic complexity), but it has three 
main advantages: it is more efficiently implemented on FPGA 
targets [12], it does not require pre- or post-processing and it does 
not impose any specific constraints thus allowing the possibility of 
optimizations such as batching (see section 5.3). An additional 
reason for choosing this algorithm is that the proposed 
decomposition limits the degree of the polynomials at level 3, so 
the degrees required to take full advantage of the asymptotic 
complexity of other algorithms is not reached. 

 
Figure 6. Multi-level design 

The product of large coefficients is calculated through a RNS 
(Residue Number System) approach [15]. The advantage of RNS 
is that computations can be performed in parallel, that can result in 
a significant speed-up. We convert each large coefficient into a set 
of several values of smaller size by applying the RNS 
transformation. This technique can be easily made (almost) 
independent of the coefficient size: in order to support larger 
coefficients, it is sufficient to add a new element to the existing 
RNS basis without need to change the underlying architecture. A 
more detailed description of our approach is discussed in [16]. 

Let us mention that for small degrees and/or small coefficients 
sizes, level 1 and/or level 2 are optional (see Figure 6), as the 
algorithm can operate directly on full size operands. 

4.3. SW/HW Partitioning 

Our hybrid design implements part of the computations in 
software and part of them in hardware. The adopted partitioning is 
summarized in Figure 7. On the software-level, we consider simple 
and cheap computations such as input representations in subset 
polynomials, RNS basis generation, and polynomial additions; 
additionally, polynomial modular reduction is also computed on 
the main processor, in order to take advantage of the flexibility of 
a software implementation. 

The hardware part implements the product of large coefficients 
in the RNS domain, and the Schoolbook multiplication algorithm 
at the polynomial level.  

In order to reach our goals in terms of flexibility (size of 
parameters, but also implementation target), the hardware blocks 
are generated with a High Level Synthesis (HLS) tool. 

4.4. High Level Synthesis 

High Level Synthesis aims at transforming a generic input 
algorithm into a Register Transfer Level (RTL) architecture for a 
given target technology. This allows obtaining better productivity 
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when compared to classical implementation approaches using 
direct RTL design in languages such as VHDL or Verilog, as the 
designer can work on a higher level language which is much easier 
to maintain.  

 
Figure 7. Modular polynomial multiplier: SW/HW partitioning overview 

Several HLS tools exist; in this work, we use AUGH [17] since 
it is open, it may support different targets through the 
corresponding tool chain, and it can provide early estimations 
about the performance of the final result that can guide the designer 
in rapid refinement loops. AUGH is an autonomous HLS tool: it 
generates RTL descriptions quickly, under only global resource 
and frequency constraints [18]. This is achieved by performing 
incremental transformations of the input design description. The 
small complexity of the design space exploration (DSE) algorithm 
and the efficient use of all internal circuit structure constraints 
make this HLS tool very fast and able to generate pertinent 
solutions. 

In this work, we will target two different FPGA technologies 
and a SoC (System on Chip) from Xilinx, but the methodology can 
be applied to other targets as well, provided that the corresponding 
flow is available. In our context, specifying new polynomials just 
implies to modify the input algorithms described in C language and 
let the HLS tool produce the RTL descriptions for every new 
specification (see Figure 8). Changing other parameters is fast and 
simple as well, as the designer can modify directly the high level 
description of the algorithm. Similar interventions on a RTL 
description of the design would take much more time and would 
be much more prone to errors due to a more complex description 
code. 

AUGH provides different techniques for design optimizations, 
including unrolling and pipelining for the loops, wiring for the 
branch conditions and using maximum operator sharing [18]. Each 
RTL generation is analyzed by the user who can then command the 
HLS tool (with these directives) to converge towards a better 
solution in the next trial. DSE process detects possible 
transformations of the design that bring more parallelism, and 
applies these transformations until the user resource constraints are 
reached. Then, the RTL design description is generated. 

5. Implementations, comparisons and discussions  

5.1. Comparison with the state of the art  

In order to provide a fair comparison of our results with the 
state of the art, we configure our design with parameters as close 
as possible to [10], [11] and [12] and perform the synthesis on 
similar targets.  

 

 
Figure 8. HLS based approach: tool chain  

We set parameters for multiplication of polynomials of degree 
512, 1024 and 32768 and with coefficients sizes of 26 and 32 bits. 
Under these configurations and for the smallest degrees, we do 
not divide inputs into smaller polynomials and we feed our basic 
block of level 3 directly with the corresponding polynomials.  

Table 1 demonstrates that our approach, though about twice 
slower compared to manually optimized designs, consumes much 
fewer resources than the two designs reported in [11]. We obtain 
a reduction by a factor of 9 on average. This significant difference 
can be explained by the choice of the polynomial multiplication 
algorithm. For the FTT- and NTT-based algorithms (as in [11]), 
the pre- and post-computation steps are complex and require 
storing additional parameters. For the Schoolbook method, no 
pre- and post-computations are needed and we only have to store 
the input and output coefficients. Thus, FTT and NTT 
implementations have lower latency than our accelerator thanks 
to their lower complexity and their hand-crafted design but have 
several constraints and require a large amount of hardware 
resources. 

For comparison with [12], where the authors implement the 
Schoolbook algorithm, we present two solutions in Table 2. In 
order to exploit parallelism and to achieve the minimal latency, 
we apply an optimization directive of AUGH not allowing 
operator sharing. Doing so, we instruct the HLS tool to use as 
many DSPs as possible: in this case only LUTs are used to store 
the coefficients and a maximum number of DSPs can be easily 
parallelized (first design in Table 2). In the other solution (second 
design in Table 2) BRAMs are used to store information, which 
limits the number of DSPs that can be used efficiently. It must be 
stressed, however, that our results are after placement and routing, 
while [12] only gives results after synthesis. Depending on the 
choice made with the HLS tool, the latency may be only slightly 
augmented (+28%) compared with the noticeable gain in 
resources (more than 35x). Resources can be further reduced up 
to a factor of 41 with the second solution, but leading to a loss of 
performance by a factor of 12.6. 

      For polynomials with degree 32768 used in [10], we divide 
the  inputs  into  polynomials  of  degree 8192 and we  apply  our   
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approach first without any optimization. In this case (first design 
in Table 3), the hardware resources required by our design are 
nearly 28 times less than [10] on average; on the other hand, our 
design has a latency of 41 ms, while the authors of [10] report a 
latency of about 9.5 ms. Since our accelerator requires relatively 
few hardware resources, we can compute in parallel on 4 instances: 
with this optimization, the second design in Table 3 has a latency 
comparable to [10], while still maintaining a large advantage in 
resources. 

Globally, these examples of results for our designs show that 
they consume fewer resources than the state of the art thanks to 
the proposed approach, while achieved performances can be close 
to hand-made designs. Using fewer resources also leads to 
possible parallelization of several instances while meeting the 
resource constraints of a given FPGA; in that case, even better 
performances can be reached. The approach offers at the same 
time a large degree of configurability, allowing the designer to 
change several important parameters on-the-fly. In addition, our 
approach is highly flexible, since the same generic high-level 
description can be used to produce a new circuit with different 
area/performance trade-offs i.e., we can generate a very cheap 
(but slow) polynomial multiplier, or a fast but more resource 
consuming one. Other possible optimizations can be applied, as it 
will be shown in the next sections.  

5.1. Design space exploration 

With our flexible design, we can instantiate our architecture 
with different coefficients size and different degrees, targeting 
several platforms. Larger parameters imply large values of n and 
q that grant high security levels and significant multiplicative 
depths.  

When we handle large coefficients, our approach proposes to 
transform them into their respective RNS representation. The 
choice of the RNS basis (size and co-prime modulus) is primarily 
based on the coefficients size of the input polynomials and the 
available resources on the target device. The key idea is to take 
advantage of the parallelism offered by the RNS representation 
and speed up our computations. If we ever need to increase the 
supported size, it is sufficient to extend the RNS basis without 
need to change the underlying architecture.  

The RNS basis size and modulus are kept as parameters as 
well as the degree K of the basic block performing the Schoolbook 
multiplication. Let us now fix for example the coefficients size at 
64 bits and vary the degree from 8192 to 32768 to cover a new 
range of parameters. For each degree, we choose a different 
degree K of the basic block. When the resources of our target are 
sufficient, we perform computations in parallel on several 
instances. 

Figure 9 shows that some configurations are more efficient 
than others. In fact, when computations are running on P instances 
in parallel, we roughly multiply the resources by P and divide the 
latency by P (illustrated by the cases of n=8192 and n=32768, 
figure 9). But, setting for example K=1024 to calculate the 
multiplication of polynomials with a degree 16384 is not an 
appropriate configuration. The performance loss is essentially due 
to 16² calls to the basic block Polynomial_K. When changing K 
and/or applying an optimization, the latency is also affected by the 
cost of the data transfers and therefore some configurations are 
not suitable. 

 

Table 1. Comparison on Spartan 6 with polynomials of degree 1024 and 26-bit coefficients 

References Resources 
Slice LUT Slice Register DSP BRAM Latency (𝜇𝜇𝜇𝜇) 

[11](1) 10801 3176 0 0 40.98 
[11](2) 2464 915 16 14 32.28 

Our work 182 114 3 10 69.1 
(1) Multipliers are built by pure LUTs (2) Use DSPs and Brams 

 
Table 2.Comparison on Virtex 7 with polynomials of degree 512 and 32-bit coefficients 

References Resources 
Slice LUT Slice Register DSP BRAM Latency (𝜇𝜇𝜇𝜇) 

[12]* 252341 130826 512 2048 4.11 
Our work (1) 7032 920 368 0 5.27 
Our work (2) 171 102 3 3 66.41 

(1) Data is stored in Lutrams  (2) Data is stored in Brams *Synthesis results 

Table 3.Comparison on Virtex7 with polynomials of degree 32786 and 32-bit coefficients 

References Resources 
Slice LUT Slice Register DSP BRAM Latency (𝜇𝜇𝜇𝜇) 

[10] 219192 90789 139 768 9.51 × 103 
Our work (1) 3392 1920 48 792 41.12 × 103 
Our work (2) 13568 7680 192 792 10.28 × 103 

(1) Our approach without optimizations       (2) Several instances of the basic block running in parallel       
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Figure 9. Performance of our designs on polynomials with 64-bit coefficients and 

different configurations (degree K, parallelization, degree P) 

Several multipliers with different area/performance ratios can 
be generated by modifying the RNS basis and the degree K of the 
basic block, and also by the parallelization of the computations on 
many instances of the basic block. Thanks to the HLS design flow, 
rapid feedback on circuit characteristics is used to evaluate deep 
architectural changes in short time and pick up the more suitable 
parameter sets. Then, the designer can select the design satisfying 
his constraints among the set of generated circuits. The 
development timeline of a new solution is about 3 hours on 
average, which is a very short time in comparison with a hand-
made design.  

5.2. Our system performances  

In this section, we evaluate the performance of our hybrid 
modular polynomial multiplier with respect to the communication 
times between hardware and software. We run computations on 
polynomials of degree 512 with 32-bit coefficients and we pick 
two choices for the modular polynomial:f(x) = x512 + 1, and a 
general cyclotomic polynomial of degree 512. This choice is 
motivated by the possibility, allowed by a generic polynomial, of 
applying the batching optimization [19].This technique can be 
used in order to pack multiple messages into one single ciphertext, 
therefore allowing parallel homomorphic evaluations. Hence, it 
permits great versatility in the computations and improves 
performance. This technique is based on the CRT theorem and 
requires that the polynomial f(x) is different from  xn + 1. 

To transfer data, we consider an AXI interconnection between 
the hardware and software part. Our platform is the Zybo Zynq-
7000. In our case, we send to the FPGA two input polynomials of 
32*512 bits each and we receive one polynomial of 73*1024 bits. 
We use one high performance AXI bus to send the input 
coefficients and two high performance AXI buses to receive the 
output polynomials: this is due to the fact that the polynomial 
reduction is made in software, and the multiplication result is thus 
(almost) twice larger than the operands. With this solution, we can 
enhance the performance of our system and have the final result 
faster: a speed up factor of about 2.98 is obtained compared with 
a solution with only one bus, as the hardware acceleration is 
mitigated by the data transfers. 

Our architecture reports a global latency, including transfers, 
of 0.75 ms when f(x) = x512 + 1 and of 1.89 ms when f(x) has a 
general form, which is still very fast compared to pure software 
implementations. 

When compared with the state of the art, we have shown that 
our implementations consume few resources but report smaller 
speed-up factors. To counter this, we have proposed to run 
computations on many instances of the basic block in parallel. 
Figure 10 illustrates an optimized proposition when performing 
computations on 4 instances of blocks with degree 512 in parallel. 

5.3. System evaluation on larger parameters  

In this section, we evaluate our approach on designs with 
larger parameters. For each configuration, we choose two forms 
of the irreducible polynomial f(x). The first one corresponds to the 
popular choice   xn + 1. The second one has a general form and 
allows optimizations in the homomorphic context. Tables 4 and 5 
provide implementation results and comparisons with software 
implementations we developed with Sage and run on a Intel Core 
i5-2450M (2.5 GHz). We decided to make such a comparison in 
order to get the same parameters configuration of parameters and 
because published works do not cover such parameters. Our 
reference embedded platform (the Zybo board) has processing 
power and memory that are not even comparable to desktop or 
server CPUs. Nonetheless, and withstanding the overhead of the 
data transfers through the AXI bus, the results obtained are quite 
interesting. 

 
Figure 10. Parallelization of the computations on many instances of the basic 

block Polynomial_K [1]. 

Table 4. Implementation results (ms) when f(x) = 𝑥𝑥𝑖𝑖 + 1 

n q Software 
implementation 

Our design 

4096 32 32.6 2.1 
8192 64 76.7 5.8 

16384 128 162.8 11.7 
 

Table 5. Implementation results (ms) when f(x) has a general form 

n q Software 
implementation 

Our design 

4096 32 41.8 4.1 
8192 64 88.5 12.7 

16384 128 202.9 21.8 
 
Results show that our approach reports significant speed-up 
factors when compared with pure software implementations, in 
spite of the large parameter values. The latencies when the 
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polynomial reduction is computed modulo xn + 1 are better than 
the reduction modulo a polynomial with general form. This is due 
to the complex form of the polynomial in the second case (only 2 
coefficients vs. (n+1) coefficients) and to the number of iterations 
required to get the final results. For a fair comparison, it must be 
stated that such a general form is not covered by most works in 
the literature, especially when hardware implementations are 
considered. 

Several software implementations and libraries dedicated to 
homomorphic cryptography exist today [20], Error! Reference 
source not found.[21], which achieve very interesting 
performance when executing on high-end processors. These 
implementations are usually based on the NTT-based algorithm in 
order to speed up the modular multiplication on very large 
operands. This algorithm, however, has very large requirements 
in terms of memory usage, it constrains the choice of parameters, 
and it is usually optimized by exploiting the advanced instruction 
set available on modern processors, such as SSE and AVX. When 
targeting limited devices and/or current client-server frameworks, 
those implementations cannot be used directly because of the 
memory cost, or do not perform well enough due to missing 
advanced instructions. For this reason, a comparison with these 
works is difficult, since different application domains and 
platforms are targeted. 

6. Conclusion and future works  

We present a flexible and generic SW/HW co-design for the 
modular polynomial multiplication, the most computationally 
intensive operation in homomorphic cryptosystems based on the 
RLWE problem. Given the large parameters required in such 
schemes, we propose an RNS based algorithm and an efficient 
decomposition of the large input polynomials. Our design can be 
easily configured thanks to a HLS approach and sets no 
restrictions on the parameters that define the RLWE problem 
leading to high security levels and large multiplicative depths 
when necessary. Our approach can also optimize the accelerator 
for applications requiring small parameters. Our architecture can 
be instantiated to accelerate any RLWE-based scheme; 
additionally, even if the proposed methodology has been 
illustrated only on the polynomial multiplication, it can be used to 
implement and accelerate other primitives required by 
homomorphic schemes.  

Future works include more complex communication 
schemes, such as using two AXI High Performance input ports 
and thus increase the number of instances performing in parallel. 
As the memory is one major bottleneck, we can reduce the amount 
of memory by controlling and scheduling the loading of sub-
polynomials Ai(x)  and  Bj(x) . It may also be interesting to 
evaluate the benefits of a hardware implementation of the 
polynomial reduction. Other primitives used in the FHE schemes 
may also be implemented in hardware using the same 
methodology. Finally, these accelerators will be integrated to 
evaluate a full homomorphic scheme on an FPGA/processor 
platform targeting embedded applications, and the performance 
will be compared to state-of-art software libraries ported to the 
same environment. 
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 Drug abuse problem is not a new problem, but it is still serious in Hong Kong. The 
emergence of hidden drug abuse youth has brought more difficulties to them and their 
parents. The usual ways of providing anti-drug abuse assistance are not sufficient to these 
types of young people. Intelligent methods have been developed to assist anti-drug workers. 
In this paper, we present three mobile applications with a set of intelligent tools for parents 
and social workers to help our young people. The applications have an alerting tool to 
detect the possibility of drug abuse of a young student, and to alert corresponding parents 
and social workers for remedial actions. Another function is the nearby notification tool to 
help social workers in identifying people who may need assistance. For the alerting 
function, a number of data mining and text analysis techniques have been adopted for 
behavior analysis. A supporting instant messaging has been co-developed for 
communicating alerting messages. 
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1. Introduction 

Drug abuse problem is not a new problem, but it is still a big 
problem in Hong Kong Society. Even there is a tendency of 
decreasing in drug abusing, the government report indicated that 
the age of first drug taking is decreasing. This shows that the 
problem is in serious with depth (age) but not the width(quantity). 
Besides, from the perspective of teenagers, they do not have much 
knowledge on how to get the treatment service from different 
organizations. 

Furthermore, Hong Kong has another problem which is the 
hidden youths or “socially withdrawal”. The term “hidden youths” 
is originated from Japanese word “Hikikomori” and it means that 
a person is scheduled at home by at least six months [1]. There is 
one more level under the “hidden youths” which is “Otaku” in 
terms of Japanese. There are different characteristics for “Otaku”, 
but the commonly use is that “Otaku” always stay at home for 
activities and avoid social activities. A study found that these 
people are satisfied with their quality of life [2]. Also, it is difficult 
for other people to interact with them normally. And once they are 
drug abuser, they become the riskiest group of people as people 
cannot discover them easily and help them return to life. In Hong 
Kong, it has been reported that, since 2010, 80% young drug 
abusers take drugs at home.  

According to Narcotics Division, the median drug abuse 
history of newly reported abusers (i.e. the time for abusers to be 
reported to the CRDA by reporting agencies from their first drug 
abuse) remained between 1.7 and 2.1 years during 2007 to 2009. It 
then increased continuously to 5.9 years in 2015, and dropped to 
4.6 years in 2016 [3]. One reason is because psychotropic 
substance abuse is more popular among young drug abusers [4]. 
Unlike traditional drugs such as heroin, psychotropic substance 
abuse is more “hidden” in nature. Young drug abusers tend to take 
psychotropic substance at home. It is hard for us to bring the young 
drug abusers to light.  

Smartphones have become popular among young people. 
There are close to 5 million Hong Kong persons aged 10 and over 
had smartphones in 2014 and the smartphone penetration rate has 
exceeded 77.2% [5]. Developing anti-drug mobile applications can 
be an effective way to pass healthy information to young people as 
well as parents and social workers. Hence, in 2014, we submitted 
a proposal to the Beat Drugs Fund in HKSAR to develop a series 
of mobile applications for students, parents and social workers 
with a backend platform to support information sharing.  

In our design, we aim to find out the hidden or potential drug 
abusers, and to warn their family and anti-drug workers about the 
problem. Another important function is to support the nearby 
function for social workers to access young people. For the rest of 
the paper, Section 2 provides the background review. Next, in 
Section 3 and 4, we describe our application design and 
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implementation approach. Section 5 concludes our present work in 
this paper. 

2. Background Review 

2.1. Anti-Drugs and Behavior Analysis Mobile Apps 

Dealing with the drug abuse problem, different parties in Hong 
Kong society have developed different mobile applications to link 
with the youths. There are two mobile applications recently 
developed in HK and they are “Anti-Drug Information Center” 
and “毒癮無可忍” to deal with the drug abuse problem. The 
“Anti-drug Information Center” (禁毒資訊站 ) developed in 
Macau provides the drug information as shown in Figure 1 and can 
support parents as a simple drug abuse detection tool [6].  

 
Figure 1. Home screen of the Anti-drug Information Center 

This mobile application adopts an expert system approach 
which is based on the anti-drug resource kit designed by the 
T.W.G.Hs. CROSS Centre [7]. However, there were criticisms on 
the test because the behavior criteria could have different 
interpretations, not only for detecting drug abuse issues. For 
example, it simply identifies “ emotionally unstable ” and 
“performance mysterious contact with friends” as symptoms of 
drug abuse, but these symptoms can also be characterized 
adolescent.  

For the ”毒癮無可忍”application, it was developed by a 
Christian organization. It also provides the drug related 
information and detection test. The information it provided are the 
real cases sharing, information of referral center and some 
encouragement message from the bible. The detection test is rule-
based and has a number of questions as shown in Figure 2. That is, 
when your answer meets all criteria of detection, response will then 
show up. The responses are video formats so as to arise interest 
and attention of the young people.  

Drugout is an iOS Apps aims to passing knowledge about anti-
drug [8]. In the application, players will try to help a game avatar 
to fight with his drug abuse issues as shown in Figure 3. Score will 
be accumulated during the actions, and players can get bonus score 
if they invite others playing the application. Finally, there will be 

real prizes given to the high score players. Overall, it is an 
interesting game that can attract students to play and be able to 
deliver the anti-drug information to the players. The bonus scoring 
can encourage players to invite more people play the game and 
players can experience what a drug abuser will suffer from the 
drugs. Yet, it only provides information without any 
communication platform. Also, its use is for the youth and parent 
may not get help from this application. 

 
Figure 2. Addiction testing 

 
Figure 3. Dragout 

Another similar mobile application is called Detoxification [9]. 
Besides anti-drug information, it also provides interesting game 
and situational questions which raise awareness of drug abuse as 
shown in Figure 4. Yet, the detoxification application has not been 
completed and it also lacks of resource links to support youths 
when they encounter a problem.  

Another type of mobile applications is for behavioral analysis, 
such as the “Pro-sociality Behavior Test”. It contains a self-
assessment to test pro-sociality behavior tendency. Its problem is 
having too many questions for an assessment and users often feel 
tired when doing it. There is a similar mobile application, 
“Depression Test”, for depression testing [10]. It provides a nice 
historical review and users can see the changes of their depression 
levels. The application provides no connection between users and 
social service organizations. Users cannot find an easy way to seek 
for help if they encounter a problem. 

Although there are many mobile applications about behavior 
analysis in the app stores, most of them are not related to anti-drug. 
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This motivates us to develop a suitable solution with design 
objectives below: 

• Provide an accurate prediction based on behavioral 
information provided by users. 

• Able to detect potential drug abuse with a few guided 
questions with their answers. 

• Able to provide connection and interaction channels 
between users and anti-drug social service organization. 

  

Figure 4. Detoxification 

2.2. Alerting Systems 

Alerting systems have been applied in different service 
domains. The Brigham Integrated Computing System (BICS) 
provided a clinical alerting system at Brigham and Women's 
Hospital (BWH) since June 1994 [11]. It used an event monitor to 
determine whether a new clinical data warrants an alert. The 
notification program would send an automated e-mail message 
messages to a duty physician, or through other means of 
communication. The physician could then log on any computer to 
review the alert and take immediate therapeutic action. The 
alerting system reduced the time it took for physicians to respond 
to critical laboratory results. Physicians thought that the 
communicated information was important and the service can help 
clinicians to be well informed of important abnormalities in the 
flood of data they have continually receiving. 

Alerting system is also essential for providing the location and 
information about vehicles to passengers, owners or users [12]. 
Bus transportation system has been proposed to track a large 
number of buses simultaneously and detects the routes and 
directions automatically through GPS satellite [9]. It used a web-
based, mobile communication and SMS platform for 
communicating bus arrival times and predicted the real-time inter-
station speed. 

Email alerting has been proposed with education, health care 
and other life applications. They can be used for two-way 
knowledge translation, which involves receiving case situation to 
professionals and then sending their evidence-based 
recommendations. In [13], it is reported that professionals were 
familiar with email communication. While many felt comfortable 
and liked using emails in their professional life, yet some others 

felt overwhelmed by the volume of emails they receive. The study 
also suggests that email alerting can contain valid and trustworthy 
information as an easy way to disseminate information to multiple 
recipients. This would give the reader an option to read emails 
immediately or later. 

Instant messaging alerting is another frequent channel to 
support alerting messages. The major advantage of instant 
messaging alerting is real time or instantly delivered. When a 
receiver is online, the message will be received as soon as the user 
sends it. Also, instant messaging alerting tends to be confined to a 
single line and easy to read [14]. However, instant messaging 
systems are often of proprietary platforms and cross platform 
support is difficult. Communicating via instant messaging requires 
that both parties have accounts with the same instant messaging 
service. 

With the above reviews, we have proposed to use multiple 
channels for sending our altering messages, both email and instant 
messaging. As social workers are familiar with both channels, this 
multi-channel platform can effectively work for their clients.  

2.3. Location Sharing 

Check-in provides location awareness support so that it can act 
as a channel to share, comment and rate any spots in different areas. 
It aims to establish a location-based social network (LBSN) for 
users. All users included students, parents, social workers can 
publicize their current locations to others. Through this check-in 
step, users can contact their friends nearby and chat with instant 
messaging. A special function for social workers is that they can 
be notified the youths’ current locations if youths choose to open 
the information. 

In Google Map, users can leave comments and rate places. The 
comments and ratings are public to everyone in the world. More 
than comments and rating, users can also upload and share photos 
about the spot. Sharing the location with user’s friends through 
other applications like Facebook and Whatsapp, is available in 
Google Map [15]. A good example is an application developed by 
Apple Inc., FindMyFriends. It allows users to follow and track 
friends with their mobile device. Users can also choose to share 
their location with others. The app determines users’ location using 
GPS in the device. If the user is requested by his friends to see their 
current location, users can contact their friends on the map 
immediately with the contacts in their device [16]. 

 
Figure 5. FindMyFriends 
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Another similar application is Swarm which is developed by 
Foursquare. It is a companion application of Foursquare. Users are 
allowed to share their locations within their social network. A 
check-in can be broadcasted to through other channels like 
Facebook or Twitter. User can easily see nearby friends, make 
future plans as well as checking in a location. Figure 6 shows a 
check-in page of Swarm. 

 
Figure 6. Swarm in Foursquare 

Swarm has all the required functions for our objectives in the 
aspect of location sharing. From “check-in” and “check-out” to 
chat with friends. However, because our target users require a high 
level of confidentiality, only secured sharing platform is allowed. 

3. Design Methodology 

After the review the current problems in the previous sections, 
a set of mobile application is decided to develop to suit the needs 
from the different users. For parents, the mainly functions will help 
them on drug abuse detection of their kids and they can use the 
application to seek for professional help and build a community 
between other parents and social workers. For students, the 
application will try to collect their data that will be useful to the 
project team, also the application will help the youth have more 
connection with their parents, friends and social workers by instant 
messaging or share their location information. For social worker, 
they should able to use the application to upload the anti-drug 
information and give help to the youths and their parent. With the 
types of users, 3 different mobile applications have been designed 
and developed and they are called Aurora, Giai and Theoi, 
respectively. 

In the rest of this section, the overall design and three 
functional components are presented. The first component is on the 
youth behavioral analysis for users to predict a potential drug 
abusing case. The second component is to support the alerting 
function when such case is detected. It can effectively work for 
their clients. The last is about the location sharing and near-by 
search support. 

3.1. Overall Design 

At the beginning of our work, teachers, principals, students, 
social workers and anti-drug experts have been consulted and 

surveyed on the suitable functions of the three applications. For the 
student mobile application, it includes the following functions: 

a) Head News Center: An information receiving channels for 
youths to receive anti-drug information, such as events, 
activities. Some of the news can be in a form of alerting 
and pop-up such that youths would receive something 
interesting to consider. It is a way to encourage youths to 
get more positively involved in the community. An interest 
profile can be set by the young user for customized 
information.  

b) Q&A Section:  a resourceful function for youths to receive 
answers of common questions, such as where and how 
they can seek help. 

c) Survey (game corner): it is useful to collect youth’s current 
status from time to time. They can provide some of their 
own data on a voluntarily basis with a bonus point 
encouragement. The bonus point scheme can be supported 
by small souvenirs (produced by the project). The survey 
is in the form of a small game and its data collected can be 
made available to the social workers and the project team.  

d) Searching: a searching function for allowing the youths to 
quickly identify the information from (a), (b) or (e). 

e) Dashboard: a sharing space for users to post/upload their 
digital products (games, videos, art works, etc.) for sharing. 
After attending training workshops available from the 
project, these products can be shared and users can rate 
them. After uploading, other users can access these 
products. 

f) Quick Contact: this function supports a user to contact a 
social worker for assistance quickly. The user can enter 
free text or answer a number of pre-set questions and a 
social worker would be alerted and try to arrange help. 

g) Instant Messaging: with different groups (among youths, 
parents, and social workers) formed, members within each 
group can do online chat and share information. 

h) Check-In/Location Information: the function is to support 
users in contacting people nearby and using it as a social 
media platform for attracting youths. It allows a user to 
release his/her current location information to other users. 
It is a powerful tool so that a user can know any other users 
in the same area. Users can provide comments of the 
check-in locations. It is a voluntary basis and the access of 
the location information is limited to the people that the 
user allows. Some initial designs have been done as show 
in the next page. 

The second application, Giai which focuses on parental support, 
is developed for parents with the functions below. For similar 
functions in Aurora, the functional descriptions are skipped. 

a) Head News Centre 

b) Searching  

c) Dashboard 

d) Quick Contact 
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e) Instant Messaging 

f) Friend List: a function which allows a user to add a friend 
or create a new user group (limited to some types of users). 

g) InfoSeek: it is a searching function similar to the Location 
Information function in the Youth Apps 

h) Family Center: this is the intelligent alerting tool. It 
enables parents to input their observations of their children 
on a regular basis. The input is semi-guided which can help 
parents to enter structured information with certain set of 
unusual behaviors. Once parents’ observations are entered, 
the second function is to perform analysis with the 
knowledge base of an expert system available in the 
backend server. The expert system is designed and 
developed by the project team with the help of anti-drug 
experts and social workers. In case of parent users do not 
how to start, a series of prompts (similar to a quiz/survey) 
can be used to collect data. The analysis result would be in 
form of hints or advice to parents, suggesting where to seek 
help or acquire further information. This function can 
work with (f) above to ease the worries of parents. 

i) Parental Corner: it is a special sharing space for parental 
groups and social workers to share information in addition 
to Dashboard and Head News Center. Parents/social 
workers can post articles or provide comments/advice of 
any articles. This corner can access special cases, 
emergency procedures and FAQs that are stored in a 
knowledge repository developed by antidrug experts 
and/or social workers. A searching feature similar to (b) is 
available also. This function is aimed to encourage parents 
to form mutual supporting groups for helping each other. 

j) Referral Center: the function is acting a help-contact 
service which allows a parent to have an initial contact 
with a social worker. This is a resourceful function for 
youths to receive answers of common questions, such as 
where and how they can seek help.  

The third application, Theoi, is developed for social workers 
with the functions below. For similar functions in the other 
applications, the functional descriptions are skipped. 

a) Head News Center 

b) Searching 

c) Dashboard  

d) Instant Messaging 

e) Friend List 

f) InfoSeek 

g) P-Action+: Parents are able to request help from social 
workers with the altering tool, an email with test records 
will be generated automatically and sent through their own 
email accounts which they used in registration.  

h) Y-Action+: It is similar to P-Action+ but the 
corresponding contacts are youths.  

i) Enrich+: According to the feedbacks from social workers, 
a web base platform is developed for this function, instead 

of included in the apps.  It allows social workers to post 
and share information, and update the FAQ database. 

Figure 7 shows the software architecture of the system in which 
different modules are labeled with different border colors. 
Modules in the red rectangles mean these are shared by all 3 
applications. Modules in blue, green and purple rectangle represent 
the functions only serve students, parents and social workers 
respectively.  

3.2. Behavior Analysis 

For the behavior analysis component, there are 4 core modules 
as the training, classifying, calculating and collecting. In training 
module, we have chosen 2 techniques, decision tree (see Figure 9) 
and logistic regression, to build a classifier with the given training 
data. The calculating module is to estimate an index for possible 
explanation of the recommendation. The collecting module will 
receive user's feedback and store them for the enhancement of our 
analysis (i.e. re-training with additional data). The 4 modules will 
work together to analyze behavior of youths as shown in Figure 7. 

 

 
Figure 7. System modular design 

The training module will run every time when the additional 
data is available. It will retrieve the training data and then apply a 
set of weight behavior criteria with the construction of a decision 
tree and the execution of logistic regression algorithm 
independently. The training results will pass to the classifying 
module and the calculating module afterwards. As the current 
available is small, the overhead of re-constructing the prediction 
model is acceptable. Yet, when the dataset size becomes larger, an 
incremental technique should be considered. 

The classifying module is going to utilize the decision tree. A 
user is required to complete a set of guided questions which 
represent the behaviors of a potential drug abuser. Then the survey 
answers will be input to the decision tree. If it is classified as a non-
drug abuser, it will bypass the calculating module and return the 
index as 0. Otherwise, it will go on the calculating module.  

The calculating module is going to use the results of logistic 
regression. It is used for selecting a explanation description by 
estimating an index, which refers to the probability of drug abuse. 
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The determined class and index will return to the user. The 
collecting module is an optional module. A user can return 
expected status of the predicted drug abuse case to the server. This 
user feedback and the results of the previous survey will be added 
to the training data for later prediction improvement.  

 
Figure 8. Decision Algorithm 

 
Figure 9. Behavior Analysis Framework 

3.3. Altering 

For the alerting component, there are 3 modules as 
confirmation, generation, and sending (as shown in Figure 10). In 
the confirmation module, we collect the information on the results 
of behavior analysis, user's demographic data, and the social 
worker whom users have chosen. Information would then be 
passed to the generation module. The generation module is used 
for generating email and instant message. They are generated by 

two servers in parallel. After that, the sending module will send the 
messages out.  

 

3.1. Location Sharing and NearBy Support 

Check-in support is a major component of our applications. 
Through the establishment of a healthy location-based social 
network (LBSN), it does not only share location-embedded 
information to an existing social network, but also create a new 
social structure by connecting individuals. With the location 
information, a person-to-person communication function can be 
enable, which is called the Friends Nearby Notification in our 
applications.  

 

 
Figure 10. Alerting component 

When a user would like to view others’ comments to his current 
location, he can get them from a safe and secured database. Users 
can chat with their friends or other user after reading their 
comments. They can be redirected to Instant Messaging engine. In 
order to find their friends for having a face-to-face talk, the find 
route function is provided. The default origin will be the user’s 
current location, and after user selecting a destination, data will be 
sent to the server. A string in JSON format will be returned and 
transformed into a polyline shown on the map which represents the 
route between two places. In our design, the Friends Nearby helps 
users to identify all nearby friends and accessibilities with the 
following features: 

• Notify users when friends are in proximity 

• Check nearby friends or accessibilities in regular time 
intervals 

• Provide setting to turn off notification to support privacy 

• Provide setting to hide from a particular friend. 

• Show the nearby friends and accessibilities details, such as 
distance away from it, and contact info. 

c 

c 

Confirmation 
Collecting information of client (parents 

And youths) 

Generation 
Generating a mail and a message in parallel 

Implementation 
Sending an email and message in parallel 
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• Call or send short messages to nearby friends. 

 

 
Figure 11. Check-in function 

Figure 11 shows how the check-in function is designed and the 
starting module is the top left box in the figure, ‘Get User Current 
Location.’ The boxes in green are the functions that linked with 
other parts of the platform while the orange box is the function 
only available for social workers to trace locations of young people, 
provided with their permission. The locations of these young 
people will be uploaded to a central database for every 10 minutes. 
Social workers can view the students’ location on the map by 
retrieving location information from the database. 

4. Implementation 

The mobile applications and its backend support are designed 
as a 3-tier client server model as shown in Figure 12. When a user 
uses a smartphone to access the system, requests will be sent to 
middle tier, i.e. web server, through HTTP request first. Then, the 
web server will translate the request into SQL queries and sent it 
to a database server to retrieve data. The return data will be 
transformed into JSON response and sent to the client device. All 
functions are based on different modules as shown in Figure 12. 

 
Figure12. Three tier implementation 

In the current design, check-in requires only 2 relational tables. 
The first one stores basic user information, latitude and longitude, 
which are automatically uploaded by the application. The later one 
stores all check-in records. We do not archive all user location 
information since the amount of data is too large to be stored 
locally. For finding out a user’s location, there are two common 
methods GPS and A-GPS. After balancing the advantages and 
disadvantages, we are using GPS to locate a user if it is available. 
If not, A-GPS will be applied. Figure 13 shows a location detection 
of a user. 

Without GPS assistance, a user can check-in manually by 
entering his nearby location. Google Places API Web Service is 
used here since it can save device’s resources. Several parameters 
including location, radius and API Access Key are required to 
retrieve the nearby locations. Location information in the format 
of latitude and longitude of user’s current location can be gotten 
automatically by the system. Radius means the distance in meters 
within the returned place results. Check-in sets it as 100 meters 
since the known maximum error of A-GPS is 100 meters. After 
preparing these parameters properly, an HTTP request will be sent 
to Google. Maximum 20 locations will be returned by Google in 
JSON format. The returned results will contain sort of information 
about the location. Only place name will be shown to users in a list 
as shown in Figure 14. 

 
Figure13. Location detection – Check in 

Check-in provides location awareness support so that it can act 
as a channel to share, comment and rate any spots in different areas. 
Users can share their current location with others. Only 4 data 
values are required to “check-in”, i.e. username, check-in’s 
location, comment and rating. Username will automatically be 
gotten by the system. Check-in location is stored after user finds 
the nearby locations. A user can also enter comments and ratings 
about the location in Check-in page as shown in Figure 15. An 
error will be shown if the length of a comment is more than 160 
English characters and 80 Chinese characters. A limit is set with 
the same idea from the famous social network like Twitter and 
Weibo. They have a special feature that the post length is limited. 
According to [17], 160 characters provide plenty of space to 
express most of their thoughts with friends. Chinese messages can 
usually present more information or feelings with fewer words. 
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Thus, 80 characters should be a proper length constrain in a check-
in comment. 

 
Figure14. A list of NearBy locations is returned 

 
Figure15. Comments for a checked location 

The behavior analysis module is implemented with Python 2.7 
at the server end. We have selected the scikit-learn toolkit to 
support the decision tree and regression analysis [18]. The CART 
(Classification and Regression Trees) is used for building a model 
to determine if a person is a potential drug abuser. The same toolkit 
contains the logistic regression function in its  'liblinear' library and 
it is adopted.   

The Drug Abuse Screening Test (DAST-10) is a 10-item brief 
screening tool formed the basis of the data being used in the 
behaviors modules [19]. Other data attributes, such as sleeping 
patterns, school academic performance, washroom visiting 
frequency and periods being alone, are included. During of the 
development of the module, the project team could not acquire the 
live data because of privacy issues. Instead, a pseudo dataset of 
250 records (cases) is generated randomly with 20 attributes per 
case. Anti-drug experts were then invited to label the cases with 
different level of drug abuse (where 0 means nil and 5 means high 
potential). The first 200 records have been used for the decision 
tree and regression analysis in the scikit-learn toolkit. Cross- 

validation was then used to verify the accuracy and the results were 
in the range of 70-80%. The last 50 records were used as additional 
data for the continuous training. Yet, the results have not been 
improved. 

The email alerting method is mainly based on PHPMailer. It is 
an open source class with methods to support HTML-based email 
and attachments. The messaging alerting method is mainly based 
on Messaging Queuing Telemetry Transport (MQTT) [20, 21]. 
MQTT is standardized by OASIS as standards to transport data. In 
MQTT, there is no message formats specialized in it and standard 
used is depending on developers. But it has advantages over using 
HTTP and XMPP, which it is low-weight in transmission as lower 
size in overhead and more energy saving [22, 23]. 

With the above set up environment, three mobile applications 
have been developed. The mobile apps for parents contain the 
alerting tool. It has a main page which displays Drug Abuse 
Prediction and or Result Feedback (see Figure 16). 

In the behavior analysis, the parents act as observers to record 
their children’s behaviors. When the parent starts the drug abuse 
prediction test, a series of questions on youths’ behavior has to be 
answered in order to get the prediction results. The estimated 
probability of drug abuse is returned to the screen of the mobile 
device as shown in Figure 16.  When a warning or alerting message 
is received, parents can seek help from social workers who have 
joined the platform according to their regions. In seeking the help, 
parents can provide more specific information about themselves 
and their children so that suitable social workers in the district can 
be located faster. They can also describe the situation in order to 
shorten the remedial time. When a help request is sent, the selected 
social workers will receive a notification from our platform as a 
reminder and email message describing parent’s situation. 

 

Figure 16a Main Page of  behavior 
analysis 

 
Figure 16b Result of probability of 
drug abuse 

For result feedback, parents are required to answer “positive 
result” or “negative result” to confirm the drug abuse problem of 
their children (see Figure 17b). And the feedback is limited to 
previous detection, which any new prediction will overwrite the 
old predictions for feedback. 
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Figure 17a Seek help from social 
worker in different district 

 
Figure 17b Result feedback 

5. Conclusions 

In this paper, we have presented three mobile applications with 
a set of intelligent tools for parents and social workers to help our 
young people as shown in Figure 18. The application for parents 
has a tool to analyze drug abuser behavior and send alert to them. 
The applications have been placed in GoogleStore for download 
availability.  

The work is funded by the Beat Drugs Fund of HKSAR. We 
have invited a number of secondary schools, community centers, 
anti-drug experts and social workers to try the applications. All 
data is collected with a centralized server with confidentiality 
protection and agreement from users. Users can have options to 
select if any personal data can be used. Towards the end of the 
project, positive feedbacks from different user groups have been 
received. Many parents are interested in the alerting tool while 
expecting more rules and advice can be embedded.   

 
Figure18. Three mobile applications for anti-drug abuse 
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 This paper is an extension of work originally presented in conference name. The goal is to 
propose new fault detection and fault isolation techniques for a polytypic linear parameter-
varying system (LPV). In this work, an adaptive observer design is formulated for a given 
polyquadratic Lyapunov function. Subsequently, new sufficient conditions are given in 
terms of Linear Matrix Inequalities (LMIs).  
To show the effectiveness of the proposed algorithm, an illustrative example is included. Keywords :  
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1. Introduction 

Research on fault detection, from a theoretical and 
experimental point of view, has been intensively developed during 
the last decades. All physical systems must operate normally and 
without anomaly. However, some conditions cause one or more 
faults in the process and interrupt this operation. So fault detection 
is an essential task to avoid degradation of system performance or 
even its damage [1]. 

The synthesis of observers for uncertain systems is based on 
the asymptotic stability of the error estimation equations or on the 
eliminating influence of uncertain perturbations and measurement 
of error on errors estimation. Linear Parameter varying system 
(also known as LPV system) is a special class of system that 
includes parameters-varying equations and parameters-varying 
state-space equations. These uncertain systems can be considered 
as a linearization of state-space nonlinear systems.  

The polytopic LPV form is a special class of LPV systems. 
Indeed, it is a description of the system as a convex combination 
of sub-models defined by the vertices of a convex polytope [2] [3]. 
Subsequently, these sub-models are combined by convex 
weighting functions which give a global model. Similarly, [4] 
proposes a linear piecewise interpolation model of a diesel engine. 
The nonlinear model of the machine was transformed into an LPV 
model. 

The synthesis of LPV observers is a direct extension of the LTI 
control methodologies [5]. The LPV theory has allowed to extend 
linear methods to nonlinear domains [6]. LPV modeling is used to 
study nonlinear systems, multiple models or switched models [7]. 

In this paper, the main contribution is a generalization of the 
obtained results for actuator fault reconstruction in [1] for LTI 
systems to continuous-time LPV systems. It was proved that linear 
methods could be extended to nonlinear domains [8] [9].  In this 
direction, the actuator fault reconstruction problem is articulated 
as an LMI feasibility problem. The existence of polyquadratic 
Lyapunov function could insure the stability of the error  
estimation [10].  

Due to the varying parameter, the polyquadratic approach 
considers that the Lyapunov function depends on the parameters 
associated with the description of the polytope. 

The paper is organized as follows: In section 2 a model of linear 
polytopic time-varying (LPV) system is presented.  An adaptive 
observer for fault detection is described in section 3. In section 4, 
we introduce the polyquadratic adaptive observer for the polytopic 
LPV system which leads to less conservative conditions on terms 
of LMI.  The simulation result illustrates the effectiveness of our 
contribution.  

Notation. For conciseness the following notations are used: 
𝑠𝑠𝑠𝑠𝑠𝑠 (𝐴𝐴) = 𝐴𝐴 + 𝐴𝐴𝑇𝑇, �𝐴𝐴 𝐵𝐵

• 𝐶𝐶� =, � 𝐴𝐴 𝐵𝐵
𝐵𝐵𝑇𝑇 𝐶𝐶� 
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2. Problem Statements and Preliminaries 

A continuous-time LPV system in presence of fault can be 
described by the state-space equations in the following form: 

         

( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( )
( ) ( )

x t A t x t B t u t E t f t

y t Cx t

θ θ θ = + +


=


(1) 

Where 𝑥𝑥 ∈ ℝ𝑛𝑛 , 𝑢𝑢 ∈ ℝ𝑚𝑚  and 𝑠𝑠 ∈ ℝ𝑝𝑝  are, respectively, the 
state space, the input and the output vectors of the system. Variable 
𝑓𝑓(𝑡𝑡) represents actuator fault. 

The scheduling θ is a set of varying parameters evaluated in 
hypercube domain Θ such as: 

   

( ){ }min max min max
1 1 1| , ,..., ,p

p p ptθ θ θ θ θ θ θ   Θ = ∈ ∈ ∈        (2) 

Where min
iθ and max

iθ , 1,...,i p=  are  the lower  and upper 
bounds of the parameter. 

The parameter dependent Lyapunov function is assumed to be 
measurable [11] : 

         

( ) ( ) ( ) ( )1 2
T r

rt t t tθ θ θ θ= ∈        (3) 

Furthermore, LPV system (1) can be defined via barycentric 
combination of a matrix polytope described by 𝑁𝑁 vertices [12]. 

                                       

( )( ) ( )( )

( )( ) ( )( )

( )( ) ( )( )

0

0

0

,       

N

i i
i
N

i i
i
N

i i
i

A t t A

B t t B

E t t E

θ ρ θ

θ ρ θ

θ ρ θ

=

=

=

=

=

=

∑

∑

∑

     (4a) 

                                       

( )( )
0

1

0

N

i
i

i

tρ θ

ρ
=

=

≥

∑       (4b) 

Where 𝐴𝐴𝑖𝑖 ∈ ℝ𝑛𝑛×𝑛𝑛 , 𝐵𝐵𝑖𝑖 ∈ ℝ𝑛𝑛×𝑚𝑚 , 𝐸𝐸𝑖𝑖 ∈ ℝ𝑛𝑛×𝑟𝑟are time invariant 
matrices defined for the 𝑖𝑖𝑡𝑡ℎ ertex of the hypercube and 
𝜌𝜌𝑖𝑖  ��𝜃𝜃(𝑡𝑡)�� = 𝜌𝜌�𝜃𝜃𝑖𝑖𝑚𝑚𝑖𝑖𝑛𝑛 , 𝜃𝜃𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 ,𝜃𝜃, 𝑡𝑡� . The weighting function 

𝜌𝜌𝑖𝑖  ��𝜃𝜃(𝑡𝑡)��  define the relative contribution of each vertices 
(𝐴𝐴𝑖𝑖,𝐵𝐵𝑖𝑖 ,𝐸𝐸𝑖𝑖) to build the system described by �𝐴𝐴(𝜃𝜃), 𝐵𝐵(𝜃𝜃),𝐸𝐸(𝜃𝜃)�. 

2.1. Assumption 1 [11]: 

 The state-space matrices �𝐴𝐴 �𝜌𝜌�𝜃𝜃(𝑡𝑡)�� , 𝐵𝐵 �𝜌𝜌�𝜃𝜃(𝑡𝑡)���  are 

continuous and bounded functions and depend on ρ�𝜃𝜃(𝑡𝑡)�. 

2.2. Assumption 2 [11]:  

The real parameters ρ�𝜃𝜃(𝑡𝑡)�  that can be known by on-line 
measurement values exist in LPV system and vary in a polytope Θ 
as: 

                

( )

( ) ( ) ( )
1 1

: 0, 1, 2
N N

r
i i i i

i i

t

t w t t N

ρ

α α α
= =

∈ Θ

 Θ = ≥ = = 
 
∑ ∑

 (5) 

And the rate of variation ρ̇�𝜃𝜃(𝑡𝑡)� are well defined at all times 
and vary in a polytope Θ𝜈𝜈as: 

                                       

( ) vtρ ∈ Θ  (6) 
With 

  

( ) ( ) ( )
1 1

: 0, 1, 2
N N

r
v k k k k

k k
t v t t Nβ β β

= =

 
Θ = ≥ = = 

 
∑ ∑  (7) 

The following assumption is made: 

2.3. Assumption 3:  

Without loss of generality matrix 𝐶𝐶 is considered full row rank. 
2.4.     Assumption 4: 

( ) ( ) [ ]1,...,i irank CE rank E p i N= = ∀ =  (8) 
2.5. Assumption 5:  

The triple matrix (𝐴𝐴𝑖𝑖,𝐸𝐸𝑖𝑖 ,𝐶𝐶) is observable. 

For simplicity, the time variable 𝑡𝑡 of 𝜃𝜃(𝑡𝑡) will be omitted if no 
confusion is caused.  

3. Adaptive Observer Design 

For polytopic LPV system (1), an adaptive observer is 
described by the following state representation: 

     

( ) ( )( ) ( ) ( )( ) ( )
( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( )

ˆ ˆ

ˆ ˆ

ˆ ˆ

x t A t x t B t u t

E t f t L t y t y t

y t Cx t

θ θ

θ θ

 = +
 + − −


=



 (9) 

Where 𝑥𝑥�(𝑡𝑡), 𝑠𝑠�(𝑡𝑡) are the state and outputs estimated vectors 
and 𝑓𝑓(𝑡𝑡)is the fault estimation. 

In this case the gain matrix is given by the following polytopic 
form: 

                                       

( ) ( )
0

  
N

i i
i

L Lθ ρ θ
=

= ∑  (10) 

Where 𝐿𝐿𝑖𝑖 represents the gain of  𝑖𝑖𝑡𝑡ℎvertex. 

Remark 1: Since it has been assumed that the pair (𝐴𝐴𝑖𝑖 ,𝐶𝐶) is 
observable, the gain matrices 𝐿𝐿𝑖𝑖  can be selected such that 
(𝐴𝐴𝑖𝑖 − 𝐿𝐿𝑖𝑖  𝐶𝐶) is stable.  

Denote 𝑒𝑒𝑚𝑚(𝑡𝑡), 𝑒𝑒𝑦𝑦(𝑡𝑡), 𝑒𝑒𝑓𝑓(𝑡𝑡) are respectively state  ,output  and 
fault estimations errors : 

         

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

ˆ

ˆ
ˆ

x

y

f

e t x t x t

e t y t y t

e t f t f t

= −

= −

= −

 (11) 

Then, the error dynamics are expressed as follows: 

                                       

( ) ( )( ) ( ) ( ) ( )( )
1

N

x i i i x i f
i

e t t A L C e t E e tρ θ
=

= − +∑  (12) 

                                       

( ) ( )y xe t Ce t=   (13) 
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The default 𝑓𝑓(𝑡𝑡) is constant, hence 𝑓𝑓̇(𝑡𝑡) = 0  [13], 
consequently the derivate of  𝑒𝑒𝑓𝑓(𝑡𝑡) with respect to time can be 
written as: 

                                       

( ) ( )ˆ
fe t f t= 
  (14) 

The state observer (9) is combined with the law for the fault 
estimation updating of the form [1] 

                                       

( ) ( )ˆ
yf t Fe t= −Γ  (15) 

Where 𝐹𝐹 ∈ ℝ𝑟𝑟×𝑝𝑝 and Γ ∈ ℝ𝑟𝑟×𝑟𝑟  is the learning rate. 

It has been to note a modification of (13) is presented in [1], 
[6] for time varying 𝑓𝑓(𝑡𝑡) in the form: 

                                   

( ) ( ) ( ) ( )( )ˆ
y yf t F e t e tθ σ= −Γ +


  

 (14) 

Where 𝜎𝜎 ∈ ℝ  is a positive scalar and can guaranty 
lim
𝑡𝑡→∞

𝑒𝑒𝑚𝑚(𝑡𝑡) = 0 and lim
𝑡𝑡→∞

𝑒𝑒𝑓𝑓(𝑡𝑡) = 0.   

4. Main Result 

Consider the LPV system described by (1) with an additive 
fault. The choice of the parameter-dependent Lyapunov functions 
for polytopic systems is a dilemma in the literature. The rate of 
change of the scheduling parameter could be represented in diverse 
methods.  [14] proposed a rate of change that cannot be physically 
justified. Furthermore, in the expression given by [13], the 
derivative of the uncertain parameter does not impose special 
conditions. 

In this section, we develop a new adaptive observer for LPV 
polytopic system.  Before, we introduce some instrumental tools 
which will be used in the proof of characterization of this observer.  

4.1. Lemma 1 [1]:  

Given scalar 𝜇𝜇 > 0  and symmetric positive definite matrix 
𝑃𝑃 �𝜌𝜌�𝜃𝜃(𝑡𝑡)�� , the following inequality holds:

                         ( ) ( ) 112 ,T T T nx y x P x y P y x yθ µ θ
µ

−≤ + ∈  (17) 

4.2. Lemma 2 [15]:  

Given a symmetric matrix 𝜓𝜓 ∈ ℝ𝑛𝑛×𝑛𝑛, and two matrices 𝑃𝑃,𝑄𝑄 
of column dimensions 𝑛𝑛, there exists 𝑋𝑋  such that the following 
LMI holds: 

                                       

( ) 0T Tsym P X Qψ + <  (18) 
If and only if the projection inequalities with respect to 𝑋𝑋 are 

satisfied: 

                          

0,     0         T T
P P Q Qψ ψ< <N N N N (19) 

Where 𝒩𝒩𝑝𝑝 and 𝒩𝒩𝑄𝑄  denote arbitrary bases of the null spaces of 
𝑃𝑃 and 𝑄𝑄 respectively. 

Proof. See [15]. ■ 

4.3. Lemma 3:  

Let Φ  a symmetric matrix and 𝑁𝑁, 𝐽𝐽  matrices of appropriate 
dimensions. The following statements are equivalent: 

• T TΦ < 0 and  Φ + NJ + JN < 0 . 

• There exists a matrix 𝑋𝑋 such that: 

                                       

0T T T T

J NX
J X N X X

Φ + 
< + − − 

 (20) 

Proof: The proof is obtained remarking that (19) can be 
developed as follows: 

                             

0

0
0

T T T T T

T T

J NX J
J X N X X J

sym X N I
I

Φ + Φ   
=   + − −   

    + − <       

(21) 

and by applying Lemma 2 . ■   
 In this part, we consider the case such as the fault is time-
varying, which implies 𝑓𝑓̇(𝑡𝑡) ≠ 0, and the derivate of 𝑒𝑒𝑓𝑓(𝑡𝑡) with 
respect to time is: 

                                       

( ) ( ) ( )ˆ
fe t f t f t= −   (22) 

The objective of this section is to propose an approach to 
design a new adaptive observer for polytopic LPV system (1). So, 
we propose the following Theorem 2. 

Theorem 2.  Under the assumptions 1, 2 and 3, the system (9) 
is an adaptive observer for the system (1) if, for a given scalars 
𝜎𝜎 > 0 , 𝜇𝜇 > 0 , 𝛼𝛼 > 0  and 𝜈𝜈 > 0 , there exists, for each vertex, 
asymmetric positive definite matrix 𝑃𝑃𝑖𝑖 ∈ ℝ𝑛𝑛×𝑛𝑛 , 𝐿𝐿𝑖𝑖 ∈ ℝ𝑛𝑛×𝑟𝑟 , 𝐺𝐺𝑖𝑖 ∈
ℝ𝑟𝑟×𝑟𝑟and 𝑋𝑋1 ∈ ℝ𝑛𝑛×𝑛𝑛 such  that the following conditions hold: 

1

1 1

22 ( )
22 1

2
0 0

0
2

T T T
i i i j j i k i i i

T
T j i
k i j i

T

vP P sym P A A P E P X P C L

E PE P E G
X

I
X

α
σ

σσ µσ

α




 • <
 − • •
•

− +

−  • •

−+

−



− + −

−

 (23) 
Under constraint: 

                                       

T
j i iE P F C=  (24) 

The gain observer matrix of the system (1) is given by the 
following polytopic form: 

                                       

( ) ( )
0

 
N

i i
i

L Lθ ρ θ
=

= ∑  (25) 

Remark 3: The principle of the polytopic formulation is based 
on the fact that the system and stability conditions (here in a LMI 
form) have affine dependence on the parameters. If, for some 
reason, the affine dependence is lost, the stability of the system is 
not equivalent (or even implied only) to the feasibility of the LMI 
at each vertex [16], [17], [18]. 

 

Proof: With respecting to the system parameter, it is clear that 
𝑒𝑒𝑚𝑚(𝑡𝑡) is linear. Thereby, consider the Lyapunov polytopic function 
defined by: 

               

( )( ) ( ) ( ) ( ) ( ) ( ) ( )1, ) T T
x f x x f fV e t e t e t P e t e t e tθ −= + Γ

 (26) 
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Where 𝑃𝑃 �𝜌𝜌�𝜃𝜃(𝑡𝑡)�� > 0 is a symmetric positive defined 
matrix. 

Then, the derivative of (26) with respect to t is: 

                           

( ) ( )( ) ( ) ( )( )
( ) ( )( )
1

2

, ,

, 0

x f x f

x f

V e t e t V e t e t

V e t e t

=

+ <

 


     (27) 

Where :

          ( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 ,

                         =

T
x f x x

T T
x x x x

TT
x

x

T T
f x

T
x f

V e t e t e t P e t

e t P e t e t P e t

e t P A L C P

P A L C e t

e t E P e t

e t P E e t

θ

θ θ

θ θ θ θ

θ θ θ

θ θ

θ θ

=

+ +

 + −


+ − 
+

+

 

 


      (28) 

And

                ( ) ( )( ) ( ) ( ) ( ) ( )

( ) ( )( ) ( )

( ) ( ) ( )( )

1 1
2

1

1

1 1,

1 ˆ

1 ˆ

T T
x f f f f f

T

f

T
f

V e t e t e t e t e t e t

f t f t e t

e t f t f t

σ σ

σ

σ

− −

−

−

= Γ + Γ

= − Γ

+ Γ −

  

 

 

       (29) 

Substituting (16) into (28) leads to : 

( ) ( )( ) ( ) ( )

( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

1
2

1

1

2,

2

2 2                            =

                             

T
x f f

T
f y y

T T
f f x

T T T T
f x x f

V e t e t e t f t

e t F e t e t

e t f t e t F Ce t

e t F Ce t e t C F e t

σ

θ σ
σ

θ
σ σ

θ θ

−

−

−

= − Γ

 − Γ Γ + 

− Γ −

− −





 

(30) 

Then, substituting (12) and (13) into (30), the following 
inequality is hold: 

                                       

( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( ) ( )1

,

2 2

TT
x f x

x

T T
f x

T
x f

T
f x

T T T
x f

T T
f f x

V e t e t e t P A L C P

P A L C e t

e t E P e t

e t P E e t

e t F Ce t

e t C F e t

e t f t e t F Ce t

θ θ θ θ

θ θ θ

θ θ

θ θ

θ

θ

θ
σ σ

−

= + −
+ − 

+

+

−

−

− Γ −

 

 

        (31) 

If the following condition is introduced: 

                     

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) 0

T T
f x

T T T
x f

e t E P F C e t

e t P E C F e t

θ θ θ

θ θ θ

 − 
 + − = 

         (32) 

This implies that: 

                                       

( ) ( ) ( )TE P F Cθ θ θ=  (33) 
The inequality (31) becomes by using (33) and : 

      

( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( )1

,

2

2

2                     

TT
x f x

x

T T
f x

T T
f f

T
f

V e t e t e t P A L C P

P A L C e t

e t E P A L C e t

e t E P E e t

e t f t

θ θ θ θ

θ θ θ

θ θ θ θ
σ

θ θ θ
σ

σ
−

= + −


+ − 

− −

−

− Γ

 



(34) 

From Lemme 1, we can suppose that: 

                                             

( ) ( )( )

( ) ( ) ( )

1

2 1 1 1
1 max

12
2

1
2 2f

T

f

T
f

e t f t

e t Ge t f G

σ
µ λ

µσ σ

−

− − −

 − Γ 
 

≤ + Γ Γ



 (35) 

Then, subsisting (35) in (34), the following inequality is done: 

                                       

11

21 22

*
0

a
a a

 
< 

 
 (36) 

With: 

( ) ( ) ( )( ) ( )( )
( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )

11

21

22

2

2 1
2

T

T

T

a P sym A L C P

a E P A L C

a E P E G

θ θ θ ρ

θ θ θ θ
σ

θ θ θ θ
σ µσ

= + −

= − −

= − +



 

 
The derivate of the Lyapunov function is defined as follows: 

                                       

( ) ( ) ( ) ( ) ( )( )0
1 1

ˆ/
N N

k k k k
k k

dP dt t Pt v t P v Pθ β β
= =

= = −∑ ∑  (37) 

                                       

( )
1

( )
N

i i
i

P Pθ ρ θ
=

= ∑   (38) 

                                       
1

0
N

i
i

ρ
=

=∑   (39) 

The rate �̇�𝜌(𝑡𝑡) can be represented in several ways. In fact most 
of the time, it is difficult to give adequate modeling of it. For LPV 
system, the derived parameter does not vanish as in the LTI case. 

In our case, we suppose that [14]:  

                                       

( ) ( )t tρ υρ<  (40) 

                                       

( ) ( )P Pθ υ θ<  (41) 
Unfortunately, (41) is not convex in 𝑃𝑃 and 𝐿𝐿, and cannot be 

solved by the LMI tools. 
We can introduce some transformations to simplify the product 

term (𝑃𝑃(𝜃𝜃)𝐿𝐿(𝜃𝜃)𝐶𝐶) of the inequality (41). In fact, in this solution 
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we introduce an additive variable in order to allow the decoupling 
between the Lyapunov matrix and the observer gain in one side 
and to preserve a general structure to the Lyapunov matrix in the 
other side. 

We suppose that: 

      

( ) ( ) ( ) ( )( )

( ) ( ) ( )

( ) ( ) ( ) ( )

2

2

*
2 1

2

T

T

P P sym P A

E P A

E P E G

υ θ θ θ θ

θ θ θ
σ

θ θ θ θ
σ µσ

 − +
Φ = −



− +


 (42) 

                                       
( )

0
0

T I
N

L Cθ
 

=  − 
 (43) 

                                       

( ) ( )

( ) ( )20 T

P P
J

E P

θ θ

θ θ
σ

 
 =  −
  

(44) 

 
By lemma 2 with (42), (43) and (44), there exists a matrix 𝑋𝑋 of 

appropriate dimensions such that inequality (45) is satisfied. 

                                       

1 2 3 4

5 6

1 1

* 0
0

* * 0
* * 0 2

T

I

M M M M
M M

X X
α

 
 
  <
 −
 
 

−
−

 (45) 

Where 

                                       

1 0
X=

0
X

Iα
 
 
 

 (46) 

( ) ( ) ( ) ( )

( ) ( ) ( )

( )
( ) ( )
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1

2

3 1

4

5

6

2 ( )
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2 1
2
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T T

T
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M A P E

M P X

M P C L

M E P E G

M E P

θ θ θ θ

θ θ θ
σ
θ

θ α θ

θ θ θ θ
σ µσ

θ θ
σ

= − +

= −

= +

= −

= − +

= −

 

Remark 4: The main advantage of problem (45) will appear 
when dealing with poly-quadratic observer. In that case, we will 
see that it theoretically improves the obtained results. 

5. Numerical  example 

The above-described algorithm was applied to reconstruct the 
fault applied to the following LPV system described in [5] as: 
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 (47) 

 
The gain scheduling vector is defined as: 

                          [ ]1 2
Tθ θ θ=  (48) 

Where 

                          [ ]1 0.05 0.05θ ∈ −  (49) 

                          [ ]2 0.1 0.1θ ∈ −  (50) 
The system has four vertices and evolves in a hypercube.  The 

weighting functions, which verified (4b), are computed as follows: 

( ) ( )( )

( ) ( )( )

( ) ( )( )

( ) ( )( )

1 21 1 2 2
1

1 1 2 2

1 21 1 2 2
2

1 1 2 2

1 21 1 2 2
3

1 1 2 2

1 21 1 2 2
4

1 1 2 2

0.05 0.1
0.02

0.05 0.1
0.02

0.05 0.1
0.02

0.05 0.1
0.2

θ θθ θ θ θ
ρ θ

θ θ θ θ
θ θθ θ θ θ

ρ θ
θ θ θ θ

θ θθ θ θ θ
ρ θ

θ θ θ θ
θ θθ θ θ θ

ρ θ
θ θ θ θ

+ +− −
= =

− −

+ −− −
= =

− −

− +− −
= =

− −

− −− −
= =

− −

 (51) 

The four local models represented the LPV system are 
calculated as the following: 

1

1.85 1 0 0
1 1.05 0 0

1.8 1 0.8 0
1 0 0 1.1

A

− 
 − − =
 − − −
 

− − 

 (52) 
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2

1.65 1 0 0
1 1.05 0 0

1.8 1 0.8 0
1 0 0 0.9

A

− 
 − − =
 − − −
 

− − 

 (53) 

3

1.85 1 0 0
1 0.95 0 0

1.8 1 0.7 0
1 0 0 1.1

A

− 
 − − =
 − − −
 

− − 

 (54) 

4

1.65 1 0 0
1 0.95 0 0

1.8 1 0.7 0
1 0 0 0.9

A

− 
 − − =
 − − −
 

− − 

 (55) 

1

0.95 1
1 0.4
1 0
0.1 0

B

 
 
 =
 
 
− 

, 
2

0.95 1
1 0.6
1 0

0.1 0

B

 
 
 =
 
 
 

, 
 (56) 

3

1.05 1
1 0.4
1 0
0.1 0

B

 
 
 =
 
 
− 

, 
4

1.05 1
1 0.6
1 0

0.1 0

B

 
 
 =
 
 
 

 (57) 

1 2

0
0.55
0
1

E E

 
 
 = =
 
 
 

, 
3 4

0
0.65
0
1

E E

 
 
 = =
 
 
 

 (58) 

By applying algorithm (9), gains matrices are as the following: 

7
1

0.8103    0.1578   -0.489
0.1433    0.0788   -0.0832

10
0.3573    0.0560   -0.1950
-0.3956    0.0074    0.2464

L −

 
 
 = ×
 
 
    

7
2

0.9953    0.2005   -0.6049
0.1606    0.0981   -0.0962

10
0.4209    0.0641   -0.2329
-0.4902    0.0192    0.3089

L −

 
 
 = ×
 
 
    

7
3

0.7851    0.1489   -0.4744
0.1376    0.0795   -0.0798

10
0.3467    0.0535   -0.1886
-0.3845    0.0104    0.2398

L −

 
 
 = ×
 
 
    

7
4

0.8443    0.1676   -0.5104
0.1469    0.0780   -0.0860

10
0.3687    0.0576   -0.2022
-0.4115    0.0053    0.2563

L −

 
 
 = ×
 
 
    

7
1

0.1529    0.0034    0.0439   -0.0329
0.0034    0.0098    0.0042   -0.0004

10
0.0439    0.0042    0.0175   -0.0138
-0.0329   -0.0004   -0.0138    0.0254

P −

 
 
 = ×
 
 
    

 

7
2

0.1877    0.0023    0.0523   -0.0407
0.0023    0.0126    0.0044    0.0002

10
0.0523    0.0044    0.0203   -0.0169
-0.0407   0.0002   -0.0169    0.0328

P −

 
 
 = ×
 
 
  

 

7
3

0.1500    0.0032    0.0429   -0.0319
0.0032    0.0097    0.0040   -0.0000

10
0.0429    0.0040    0.0172   -0.0134
-0.0319   -0.0000   -0.0134   0.0250

P −

 
 
 = ×
 
 
  

 

7
4

0.1562    0.0033    0.0448   -0.0343
0.0033    0.0099    0.0043   -0.0008

10
0.0448    0.0043    0.0179   -0.0144
-0.0343   -0.0008   -0.0144   0.0261

P −

 
 
 = ×
 
 
  

 

The synthesis of the LPV observer gains 𝐿𝐿𝑖𝑖 for each vertex is 
achieved with LMI Toolbox of Matlab. The observer gain 𝐿𝐿 of the 
system described by (58) is determined offline using (9) in the 
different simulation case bellow. The parameters of simulation are 

fixed as
1010 , 120 0.2andσ µ= Γ = = .  

To illustrate the effectiveness of our algorithm, we choose a 
particular system matrix (𝐴𝐴,𝐵𝐵) computed using (4) for arbitraries 
values of  𝜃𝜃1 = 0.03 and 𝜃𝜃2 = 0: 

1.756 1 0 0
1 1 0 0
1.8 1 0.75 0
1 0 0 1.006

A

− 
 − =
 − − −
 

− − 

 (59) 

1 1
1 0.494
1 0

0.006 0

B

 
 
 =
 
 
− 

 (60) 

0
0.6
0
1

E

 
 
 
 =
 
 
  

 (61) 

  The given LPV system is defined in the vertex as shown in 
the figure above: 
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A. Case of constant fault signal 
In the first case, consider the constant fault described by the 

following equation: 
0 0
2 51 20

( )
0 101 150
2

t
t s

f t
t

other

>
 ≤ ≤=  ≤ ≤


 (62) 

Figure 1 and Figure 2 show the estimation of the fault applied 
to the system described by matrix (59), (60) and (61). 

 

 
 

Fig. 1.  𝑓𝑓 and its estimation �̂�𝑓. 

 
Fig. 2.  The error 𝑒𝑒𝑓𝑓(𝑡𝑡) of the fault estimation 

B. Case of variable fault signal 
The actuator fault is described by:  

2

0.1sin 5 0.04cos3
7 12

( ) 0.06sin 0.05
0

a

t t
s t s

f t t
other

+
≤ ≤= + +




 (63) 

For the arbitrary values of 𝜌𝜌(𝜃𝜃), the simulation results are as 
the following: 

 

Fig. 3.  𝑓𝑓 and its estimation �̂�𝑓. 
 

 
Fig. 4.  The error 𝑒𝑒𝑓𝑓(𝑡𝑡)  of the fault estimation 

 
For the different types of fault signals considered above, Figure 

2 and Figure 4 show the evolution of the error estimation. As can 
be observed, the error estimation converges asymptotic to zero 
even in the presence of disturbances. The real and the estimated 
constant and variable faults are displayed in Figure 1 and Figure 
3 respectively. Summarizing, this approach can estimate the states 
and the fault functions with good performance and small error.  

 
6. Conclusion 

In this paper, an adaptive LPV observer using LPV approach 
has been presented for a polytopic system. A constant fault and a 
variable fault were considered. A polyquadratic Lyapunov 
function was used to perform the stability analysis. The problem 
was formulated in terms of linear matrix inequalities to develop 
the observer. The simulation results show the performances of the 
proposed observer. The main advantage of this representation is 
that it doesn’t depend directly on the varying parameter. Moreover, 
this representation is defined as a difference between two 
parameters that evolve in two known and defined polytopes. 
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 In recent years, a number of studies have been conducted exploring the potential of digital 

tour guides, that is, multimedia components (e.g., 2D graphic, 3D models, and sound 

effects) that can be integrated into digital storytelling with location-based services. This 

study uses component-based software engineering to develop the content of game-based 

tourism information services. The results of this study are combined with 3D VR/AR 

technology to implement the digital 2D/3D interactive tour guide and show all the 

attractions’ information on a service platform for the gamification of cultural tourism. Nine 

kinds of game templates have been built in the component module. Five locations have 

completed indoor or external 3D VR real scenes and provide online visitors with a virtual 

tour of the indoor or outdoor attractions. The AR interactive work has three logos. The 

interactive digital guide includes animated tour guides, interactive guided tours, directions 

and interactive guides. Based on the usage analysis of the component databases built by 

this study, VR game types are suited to object-oriented game templates, such as the puzzle 

game template and the treasure hunt game template. Background music is the database 

component required for each game. The icons and cue tones are the most commonly used 

components in 2D graphics and sound effects, but the icons are gathered in different 

directions to approximate the shape of the component to be consistent. This study built a 

vivid story of a scene tour for online visitors to enhance the interactive digital guide. 

However, the developer can rapidly build new digital guides by rearranging the 

components of the modules to shorten the development time by taking advantage of the 

usage frequency of various databases that have been built by this study to effectively 

continue to build and expand the database components. Therefore, more game-based 

digital tour guides can be created to make better defined high-quality heritage attractions 

understood. 

Keywords:  

Digital Guide 

Game-Based Learning 

Component-based Software 

Engineering 

 

 

1. Introduction  

In the United States, museums and historical sites generated 15 

billion U.S. dollars in revenue in 2017 [1]. With the rapid 

development in information technology, the diversification and 

popularization of mobile carriers have made for rich digital content 

development. The Taiwan Tourism Bureau survey analysis also 

shows that cultural tourism has become an important tourism 

trend. The integration of multi-material, cross-platform and cross-

industry values has become another focus of the content industry. 

Digital guides and online tourism maps of museums and historical 

sites’ interactive tourist information services have gradually 

changed reading habits in recent years, replacing the hard copy of 

tourism guide maps. Since the development of the global digital 

economy, the output of digital content industries in Taiwan [2, 3] 

has reached over a 10% annual growth rate in recent years and a 

value of about 32 billion U.S. dollars in 2015. Based on the 

advantage of many excellent manufactories of information and 

communication technology in Taiwan, virtual reality technology 

has been regarded as an important driver of the digital economy. 

Applications such as commercial games, knowledge learning, and 

museum guides have increasingly introduced virtual reality, 

augmented reality, and mixed reality in Taiwan. For example, 

HTC and Foxconn Technology Group announced the first 
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VIVELAND™, which includes many virtual reality games, in 

Taiwan [4]. The Institute of Transportation adopted an interactive 

mixed reality platform [5] to develop a tool to assist teachers to 

teach children to walk safely around their schools [6]. The 

Shihsanhang Museum of Archaeology invites visitors to use a 

virtual reality tool to explore an important Taiwanese underwater 

cultural asset, the British steamship SS Bokhara, which sank near 

Taiwan in 1982 [7].  

1.1. Digital Tour Guiding 

Brown in [8] examined earlier applications that demonstrated 

location‐aware guiding by mobile devices, such as Cyberguide, 

which enabled a visitor to locate nearby bars, and GUIDE, which 

provided visitors with a means of personalizing information to suit 

their own interests and the environmental parameters. To increase 

the interactive elements, Bellotti in [9] built VeGame to operate on 

a cellular phone-mediated wireless connection between a pocket 

PC and the server, which communicated with the pocket PC via 

Bluetooth. VeGame was designed to enhance tourists’ experience 

of art and history through a pleasant and challenging interaction 

with the heritage and people of Venice. When mobile devices 

became more widely used, Ballagas in [10] designed REXplorer, 

a device consisting of a Nokia mobile phone, a global positioning 

system (GPS) receiver, a camera, and a stretchable textile overlay 

with a zipper on the back that transformed a standard phone keypad 

into an 8-key game interface. Tourists could use REXplorer with 

gestures to interact with the significant buildings in Regensburg, 

Germany. Regarding indoor tour guiding, in addition to radio 

frequency identification (RFID) technology for positioning [11], 

Tsai in [12] proposed a position estimation method to design a 

location-aware tour guide system to be used with a personal digital 

assistant (PDA) by visitors to the National Palace Museum of 

Taiwan. As the user moved closer to items in the collection, the 

size of the materials became larger on the screen. Steiniger and 

Edwardes [13] indicated that location-based services (LBS) 

combined with GPS, geographic information systems (GIS), quick 

response (QR) codes, mobile facilities and scene-point tour 

databases are an important future direction of such technology. 

Currently, advances in mobile technology make it feasible to use 

virtual and augmented reality technology for learning [14]. Doong 

in [15] investigated the chocolate-related knowledge learning 

effect of a game-based learning system developed with a cross-

platform of LBS and mixed reality technologies. The virtual 

treasure-hunt game world was the real location of a chocolate 

factory that the participants had to find on Google Maps. 

1.2. Agile Development and Component-Based Software 

Engineering (CBSE) 

Developing game-based digital content is an expensive and 

risky activity. Using CBSE methods allows one to design digital 

content quickly by reusing existing functions and models to 

produce a system [16]. Folmer and Mehm’s overview of 

developing games with components presents a reference 

architecture that outlines the relevant areas of reuse and signifies 

some of the problems with developing components unique to the 

domain of gaming [17, 18]. Elements characteristic of games 

(good competition, character development, improvement, 

inspiring and creative challenges, and activity) can easily be 

adapted to the needs arising from cultural settings. The results 

would be an increase in motivation and the development of 

positive relations with the cultural subject. Based on the spirit of 

the agile development method, Wu Junyue (2013) devised a set of 

development processes for mobile customer service that are best 

for the mobile service application [19]. Wu Junyue’s development 

process f reduces the output of unnecessary documents and uses 

repetitive development processes to shorten the development 

schedule. For these reasons, a challenge for the scientific 

community is to find new ways to visualize and disclose 3D digital 

contents to achieve better access to and communication of cultural 

heritage information [20]. Therefore, the purpose of this study is 

to determine how to develop digital guides rapidly and make them 

suitable for more kinds of handheld equipment. 

1.3. 3D Virtual Game-based Environment 

Effective learning is situated, active, and problem-based and 

requires immediate feedback [21]. Gaming elements provide an 

instructional environment with stimulation and learning 

motivation [22, 23]. A well-designed virtual educational game 

provides complex holistic problem-based environments, making it 

possible to develop situated understanding [24] and thus 

supporting effective learning. Virtual game-based environment 

designs follow the rules of game design. Nevertheless, the purpose 

is not only to entertain [25] but also to use the characteristics of 

video and computer games to create attractive and immersive 

learning experiences to achieve specific learning objectives [26]. 

In addition to the four important features (gameplay, feedback, 

interface, and challenge) of a good game [25], the design of a 

game-based learning system must further consider the realism of 

the game, the opportunities to explore and obtain new information, 

and the meaning of learning controls [26] 

1.4. Agile Development and Digital Content Development 

The effectiveness of the selection of the game template 

components and the game design is also the most thought-out part 

of the process of implementation. For example, Teng Feng Fishball 

Museum (TFFM) at Tamsui is a food tourism location where the 

TFFM combines the history and cultural characteristics of the 

Tamsui. The TFFM is focused on individuals or family members 

and is supported by a rich history and cultural knowledge. The 

TFFM can present more profound educational material and 

understanding with 3D VR game types. However, this kind of 

innovative food museum can also present a variety of innovative 

food products by focusing on entertaining 2D game templates. 

Both digital guides focus on increasing the pleasure of the user 

experience, allowing the user to learn more about tourist 

attractions, or increasing tourists’ pleasure in traveling on their 

own. Digital guides also meet educational needs and draw visitors 

into visiting the museum. 

2. Methods 

2.1. The Game-based Tourism Information Service System 

(GTISS) 

The Game-based Tourism Information Service System 

(GTISS) was developed for the purpose of breaking geographical 

and temporal restrictions. 3D virtual and game-based tourist 

attractions were created using Unity software. Three major 

elements are including in the GTISS: itinerary planner, games and 
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virtual reality design, and cultural tourism features. The concept of 

CBSE was adopted in the development of the GTISS by agile 

methods. 

The GTISS is designed to break geographical and temporal 

restrictions by creating 3D virtual and game-based tourist 

attractions using Unity software. There are three major elements in 

the GTISS, including an itinerary planner, virtual game-based 

design, and cultural tourism features. The concept of CBSE was 

adopted in the development of the GTISS by agile methods. 

Employing CBSE in the design of a tourism information platform 

expedites the process, that is, multimedia components (e.g., game 

plans, 2D icons and pictures, music, sound effects, 3D models, and 

programs) in a previously created database can be used and reused 

for various projects, which lowers the threshold for developing a 

tourism information platform and adds value to existing tourism 

materials. Cultural tourism is often full of story-like elements; 

thus, to enhance the attractiveness of a cultural tourism information 

platform, it is necessary to improve its storytelling ability and 

incorporate the LBS and game elements into the platform [27]. 

Web3D, GIS, GPS, and Unity3D VR software were used in the 

present study. The goal of CBSE is to establish a digital content 

development platform consisting of reusable components; this 

platform can shorten the time for developing a project. Drawing on 

the concept of CBSE, the multimedia component database allows 

developers who do not have enough game development 

background to design the content of the platform easily. Finally, 

all the components in the database were created to be compatible 

with the Unity 3D engine. 

To develop the GTISS, first, information content about tourist 

attractions was collected. Then, based on the features and 

characteristics of each tourist attraction and the corresponding 

game plans, appropriate components in the multimedia component 

database were searched to design a game that presents the 

information about each tourist attraction. LBS integrated the QR 

code to enhance the contextualized interaction. Tiered with levels 

of difficulty, it features requirements, such as time limits and 

penalties, that add excitement and competition to the game. The 

accomplishment of finding a destination involves answering 

questions or solving problems in some well-known scenic spots. 

Moreover, for users, the platform provides travel guides to the 

tourist attractions by showing available public transport through 

dynamic maps and consecutive pictures of real street views. In 

addition, by using Google Maps application program interfaces 

(APIs), the platform shows the GPS locations of the tourist 

attractions on Google Maps, which is familiar to many users. 

2.2. Agile Development and Digital Content Development 

A number of tourist attractions that the government actively 

promotes were selected for information collection. Each digital 

guide for the tourist attractions provides public transport 

information integrated into the digital map to promote a Low 

Carbon Tour. Applying the appropriate game plan for an 

attraction’s information confirms that the characteristics of the 

attraction’s content are sufficient for the resources required for the 

game plan. For example, if there is not enough information about 

the attraction, then the use of the real tour will lead to digital guide 

content that is not attractive. Finally, we applied the modular 

component and game design principles of the plan to archive the 

digital guides. With the Unity 3D engine, the completed digital 

guide can be built into different carrier formats (such as html, apk, 

and exe). The process of component-based agile game and digital 

content development used by this study is shown in Figure 1. 

The effectiveness of the selection of the game template 

components and the game design is also the most thought-out part 

of the process of implementation. For example, Teng Feng 

Fishball Museum (TFFM) at Tamsui is a food tourism location 

where the TFFM combines the history and cultural characteristics 

of the Tamsui. The TFFM is focused on individuals or family 

members and is supported by a rich history and cultural 

knowledge. The TFFM can present more profound educational 

material and understanding with 3D VR game types. However, 

this kind of innovative food museum can also present a variety of 

innovative food products by focusing on entertaining 2D game 

templates. Both digital guides focus on increasing the pleasure of 

the user experience, allowing the user to learn more about tourist 

attractions, or increasing tourists’ pleasure in traveling on their 

own. Digital guides also meet educational needs and draw visitors 

into visiting the museum. 

To rapidly develop a game-based digital guide, component-

based templates were used to develop a digital guide of tourist 

attractions. The construction of the modular component database 

replaced the homemade or commercially available development 

resource modularization database. Seven component databases 

were established and used to develop a game-based digital guide 

that can be viewed on webpages or handheld devices. The 

component databases are shown in Table 1. A motion database and 

a game template database were recently completed. After 

developing several games, the humanoid character can be used in 

a cross-game motion template. We expanded our motion database 

 

Figure 1 The process of use agile design method to make digital content 
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by using x-box to scan simple motions that the game needed and 

binding the motion to the characters. 

In addition to the integration of models, animations and sound 

effects in the game development process, the development of game 

script language is also very important. However, the number of 

script resources that can be used directly in the game is less than 

the number of models or sound effects. As shown in Figure 2, if 

building a script language database can be organized, then the time 

that programmer used to rewrite the code can be saved. The 

developer simply confirms the required functionality, finds the 

appropriate script resource in the database, and imports it into the 

Unity game engine. Fine-tuning allows game developers to 

quickly develop game features and add new script into the script 

database.  

2.3. 360-Degree Virtual Tour Guide 

To increase the sense of participation, an attempt was made to 

imitate the indoor and outdoor feeling of the attractions that 

visitors would experience. Some of the attractions are not well 

defined by their location or are connected to a factory, and the 

user cannot find the entry. 

This study uses Google Street View's screenshots to build a 360-

degree VR scene. The application of this 360-degree scene setting 

in this platform mainly provides an indication of the user’s arrival 

status at the attraction. Using the 360-degree circular guide at the 

entrance increases the user's understanding of the geographical 

location of the scenery. The design of this scene can be applied to 

the design of future AR scenes. The scene of this study is based on 

the use of Google Street View and real indoor photos made during 

field trips to build outdoor and indoor scenes. In the future, the user 

may use the camera lens of the mobile device as a source, and the 

digital guide instructs the user to provide information or tips based 

on all the current locations. 

3. Results 

3.1. Game-based Component Database 

This study built seven component databases, as described in 

Table 1. Figure 3, Figure 4 and Table 2 are the samples of the 3D 

models, different motions and sound effects collected in this study 

in the present component databases. Regarding the 3D character 

models, for example, there are currently ten 3D character models 

in the database. As shown in Figure 3, the same character can be 

used in different games quickly with various motions. The 

movement of running includes running forward, turning left, and 

turning right. The motions of touching the head and waiting are 

bound to form the other motion. Some motion files for men and 

female are different. In the different games shown in Figure 3, it is 

possible not only to reuse the 3D character model in the game 

template but also to use 3D models of terrain and trees. User 

interface (UI) templates in the 2D graphic database can be created 

for different attractions easily, quickly and repeatedly. As shown 

in Figure 4(a), the same UI template was used in the National Dr. 

Sun Yat-sen Memorial Hall and the Vigor Kobo Dream Museum. 

Through a color change, the same UI component can quickly adapt 

to each game template. Similarly, by using consistent icons, the 

user can understand the meaning of the graphic on the screen. As 

shown in Figure 4 (b), the icons on the screen are the indispensable 

elements that guide the user to operate the icon related functions. 

During the preliminary stage of design, it took about a month to 

accomplish the construction of a scenic spot whereas only five 

working days were needed in the later stage for the creation and 

modification of an attraction, which is the most time-consuming of 

the entire project. 

Table 1: Component-Database of this study 

Database Name Content 

3D Model The 3D model library contains models such as 
character, buildings, and objects that built from a 

variety of modeling software, such as 3D Max, 

Maya, and SketchUp. All models are finally 
imported in the development engine with .fbx 

format 
2D Graphic This database contains illustrations for animations 

and interface designs such as picture or icon. The 

2D material in database licensed under creative 

commons. Some of these art files may 
contain .jpg, .png, and so on in different file 

formats. 

Scripting language This study aimed at scripting and sorting all kinds 
of shareable functions in game templates. For 

example, the function of these feet for the game 

interface to return and explain the function, the 
game time count/pause/stop, props configuration, 

character action control. All scripts has been 

documentation for re-use by non-game 
developers. 

Game Plan The game template of this study will be self-

development and collect from web resource 

database. We write planning documents for each 

free or paid game template for non-game 

developer to use. 

Sound Effect Collect, organize and use the sound studio or 

online recording software produced by the various 

sound effects database. All content licensed under 

creative commons, and contains include .mp3 

or .wmv and other file formats of sound. 

Motion In addition to collecting free motion files available 

on the network, find out how to organize the 

motion files from ready-made game templates into 

other game templates. This study also used X-Box 

for Motion capture to record the movements of 

real people and mapping the movements onto the 

CG character.  

Game Template By implement the game plan into real game, there 

are eight game template had been build. There are 

nine game template in our database. 

 

Figure 2 The process of build Scripting language component database 
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3.2. The Tourism Digital Guiding Platform (TDGP) 

In the present study, the GTISS was designed and shown as in 

Figure 5. All attraction locations were labeled in Google Maps and 

categorized into six types: food, shopping, heritage, transportation, 

education, and entertainment. User-friendly interfaces enable 

visitors to find interesting locations easily. Fifteen cultural 

locations were chosen and designed in the TDGP. Figure 6 shows 

the template for planning the route to the destination (e.g., from 

Taipei Main Station to the Taiwan Socks Museum). Users can 

choose to board at the mass rapid transport (MRT) station. Then, 

according to the routing algorithm, the user can achieve the 

minimum number of transfers or the shortest distance calculated 

from the number of stops. Both the interactive display technology 

of the LBS geographic location and the 3D VR/AR are important 

trends in the digital content industry.  

The interactive traffic information guideline was provided by 

the destination websites. Combined with the street/attractions and 

 

 

Figure 6 Dynamic route planning to Taiwan's Socks Museum( 

 

(a) Turn-left running motion on female  (b) Turn-left running motion on man 

 

(c) The waiting motion    (d) Touch head motion and two character 

Figure 3 The 3D character models and motions in different game 

 

(a) The UI template used by two attraction  

 

(b) The icon used by different game 

Figure 4 The 2D UI template and close icon be reuse in our project for saving 

the time of development  

Table 2 Component-Database of this study 

 Attractions BGM 

Anping Castle Path to Follow.mp3 

Republic of Chocolate The_Messenger.mp3 

National Dr. Sun Yat-sen Memorial Hall  Clouds.mp3 

Longshan Temple Clouds.mp3 

Taiwan's Socks Museum On the Bach.mp3 

W & W Museum of Jewelry On the Bach.mp3 

Vigor Kobo Dream Museum Festival.mp3 

National Palace Museum The_Engagement.mp3 

Lanyang Museum Retreat.mp3 

Dali Tian Gong Temple Succotash.mp3 

Kuo Yuan Ye Museum of Cake and 

Pastry 

Reasons_to_Smile.mp3 

Taiwan Nougat Creativity Museum Morning Walk.mp3 

 KONG YEN Yi Shou Dou Cultural 

Museum 

Microchip.mp3 

Yumeeriren maternity tour factory Keith.mp3 

Shu Shin Bou Wagashi Museum Morning Walk.mp3 

 

Figure 5 The tour platform use Google Maps API to presentation  
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outdoor/indoor navigation technology of an attraction's features, 

users can have an in-depth understanding of the tourist information 

and be impressed by the digital tour guides.  

The completion of each level involves answering questions and 

solving problems. Answers to the questions can only be found by 

asking locals questions, exploring the surroundings, or using 

certain services specific to a location. At the outset, the QR code 

of a zone must be photographed, and when all the questions in that 

zone are answered or when the problems are solved, the user can 

then advance to the next level of his/her choice.  

Figure 6 shows useful travel guides included in the tourist 

attractions with available public transport route information 

through dynamic maps. By using the 360-degree circular guide, 

consecutive pictures of real street views can be provided to 

increase the visualization and understanding of those locations 

(shown in Figure 7). The platform shows the GPS locations of the 

tourist attractions on Google Maps, and more LBS information can 

be added to the system. 

The 2D/3D game-based learning content of fifteen attractions 

are shown in Figure 8. These are famous attractions in Taiwan and 

are promoted by the Taiwan Tourism Bureau. The development of 

a digital tour guide is mainly based on 3D game types. However, 

the architecture is the main part of building the 3D models of the 

attractions, and it requires more time and work to adjust during the 

development process. To attain the purpose of the agile 

development of the new digital guide, this study also built some 

interesting 2D game templates for our database to save time and 

reduce the needed process in developing digital tour guides, as 

shown in Figure 8. 

3.3. 3D AR / VR Game-based Tourism Service 

Seven databases were used in designing the 15 attractions for 

the effective and efficient development of the game. Table 3 shows 

the number of 2D graphics with the game templates applied in the 

15 attractions. Figure 9 shows several 2D graphics used in the 

game templates. Most reusable images are icon-type graphics, 

which can change color, size, and text. In addition, each game has 

background music, which was chosen from the background music 

(BGM) database based on rhythm and types. Table 4 shows all the 

music applied in the game templates for the study. 

To create a 3D VR game template, a goal-oriented puzzle or 

treasure hunt was created by interacting with the object in the scene 

(Table 5 ). The Unity3D game engine was used to build indoor and 

outside VR panoramas of attractions in this tourism platform. 

Google street view was used for outdoor scenes, and 3D models 

with real indoor photos of the museums were created in the present 

study. Through the implementation of an online VR tour, users can 

have pleasure and further understand the details of the attractions.  

There are nine kinds of game templates built in the component 

modules. By using these component modules, a digital guide with 

3D VR real scenes were provided to visitors for touring both the 

indoor and outdoor attractions (as is shown in Figure 10). This 

study organized the game-based component templates and created 

vivid scenarios of scene tours for visitors to enhance the interaction 

with the digital guide. Nine kinds of game templates with three 

game types are shown in Table 5.  

Table 3 Number of Sound used by 15 Attractions with Game type 

Sound 
Game Type 

Total 
2D 3D 3D VR 

BGM 5 5 5 15 

Bird  1  1 

Cannon sound   1 1 

Cue Tone -Button Click 4   4 

Cue Tone -Notice  1 4 5 

Cue Tone -Pass 1 1  2 

Cue Tone -Pick up Item 1 2  3 

Cue Tone -Wrong 4 1 4 9 

Cue Tone-Car Crash  1  1 

Cue Tone-Loss Health 
points 

 2  2 

Cue Tone-Miss Hit 1   1 

Cue Tone-Most Time Up 4   4 

Cue Tone-Notice  1  1 

Cue Tone-Right 4 1 4 9 

Cue Tone-Time Up 4   4 

Explosion  1  1 

Mining sound   1 1 

Racing Sound  1  1 

Shooting sound 1 1  2 

Train arrive  1  1 

Typing Effect  1  1 

Water of fountain  1  1 

Wheel Rolling Sound 1   1 

Wind sound   1 1 

Total 30 22 20 72 

 

 

(a) Culture Content Introduction           (b) 2D Layout link with LBS Service 

  

(c) 2D Multimedia Learning Game                        (d) 3D Porger Game 

Figure 8 The Cultural Tourism Digital Guiding Platform  

 

 

 

 Figure 7 This study use Google Street View's screenshots to build up a 360-

degree VR scene  
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During the 2D game development period, a navigation e-book 

was also built to be merged with the 3D model. The design of the 

navigation e-book has been improved from the original 2D 

material to the 3D model library by adding a UI interface for a 

more interesting and clear introduction. To upgrade the function of 

the navigation e-book content, we incorporated 2D text 

descriptions and dynamic 3D guidance to enhance the entire 

navigation e-book’tals readability. This navigation e-book is 

released on a Unity platform. There is a PC version, a web format, 

and an .apk format for other handheld devices.  

Animations and interactive elements were added to this 

navigation e-book to increase the interactivity between the digital 

content and the users. Using Lan Yang Museum's 3D navigation 

e-book as an example, on the floor map page, by clicking on the 

3D text on the left and the red indicator on the right side of the 

page, it will move to the floor on the map (Figure 11(a)). In the 

traffic guide page, the 3D models of moving trains and buses, as 

shown in Figure 11(b), were also added to improve the appeal of 

the e-book as well as the enjoyment of the visitors. 

To further expand our VR games into AR games. Three 

museums’ logo images were chosen as the AR image-based 

Table 4 Number of Attractions with Game template and Game type 

Game Template 
Game Type Number of 

Attractions 
2D 3D 3D VR 

3D Book Template  1  1 

Dart Wheel Game Template 1   1 

First Personal Shooting Game  1  1 

Hidden Object Game Template 2   2 

Mystery Jigsaw Game Template 2   2 

Parkour games Template  1  1 

Puzzle Game Template   2 2 

Racing Game Template  1  1 

Treasure hunt game Template  1 3 4 

Total 5 5 5 15 

 

Figure 9 The 2D Gameful Design Digital Guide of this research  

 

(a) The 3D Geometry-base Model VR Digital Guide 

 

(b) The  Image-base Background with 3D Geometry-base Model VR Digital 

Guide 

Figure 10 The Digital Guide of this research  

Table 5 Number of 2D Graphic used by 15 Attractions with Game type 

2D Graphic 
2D 2D  

 Total 

 
3D 3D  

3D 

VR 

3D 

VR  
Total 

A. B. C. D. E. F. G. H. I. Total J. K. Total  

Entry Graphic 1  2 3  1     1    4 

Exit Icon 1 2 2 5   1 1 1  3  1 1 9 

Game Over 1 2 2 5   1 1 1  3    8 

Home Icon 1 2 2 5  1   1 1 3 2 3 5 13 

Level-Hard  2  2           2 

Level-Midium  2  2           2 

Level-Simple  2  2           2 

Man-Waiter 1   1           1 

Next icon   2 2           2 

Next-Page      1     1    1 

Pause        1   1    1 

Pre-Page      1     1    1 

Replay Icon 1 2 2 5   1 1 1  3    8 

Right      1    1 2 2 2 4 6 

Setting Icon 1 2  3     1  1    4 

Store         1  1    1 

Success        1  1 2 2 2 4 6 

Treasure Map             1 1 1 

Try Again          1 1  2 2 3 

UI 

Background 
1 2 2 5 

 
         5 

Wrong      1     1 2 1 3 4 

總計 8 
1

8 

1

4 
40 

 
6 3 5 6 4 24 8 

1

2 
20 84 

Notice the Symbol of Game Template : 

A. Dart Wheel Game Template 

B. Hidden Object Game Template 

C. Mystery Jigsaw Game Template 

D. 3D Book Templete 

E. First Personal Shooting Game 

F. Parkour games Template 

G. Racing Game Template 

H. Treasure hunt game Template 

I. Puzzle Game Template 

J. Treasure hunt game Template 
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identification, which can generate four identifications supported 

by the Unity software: single picture identification, cuboid 

identification, cylinder identification and 3D object identification. 

When the AR glass lens captures the correct image object, other 

instructions from the weblink or hyperlink to the museum website 

are triggered (as shown in Figure 12). 

4. Discussion 

It is important to design and develop game-based digital tour 

guides using agile development and component databases in the 

future. Game-based digital guide learning easily increases not only 

the entertainment effect but also the understanding and 

recollection of the cultural attractions. However, to accomplish 

this complex work (drawing the 3D model, writing the coding, 

producing the music, etc.) requires a long development process. 

Developers with experience in game design need at least a month 

to finish a game project without using a component database. 

Using the game-based component database, intern students with 

no experience in game development were trained to complete the 

first digital game guide within two weeks. After completing the 

first project, four intern students found new attractions and used 

game templates to develop new game-based digital guides on their 

own. The intern students can not only develop independently but 

also shorten the design period to within a week. In the future, non-

game professional tour staff can complete their own interesting 

digital tour guides easily and quickly. 

After the platform is established, the attention of younger users 

can be captured by measuring the accuracy of the questions that 

users answer before and after using the platform. If the digital tour 

guide of this platform is sufficient to attract users to browse, read 

and memorize the content, the accuracy of the answers in post-test 

results should be improved. There were 477 student participants. 

Their ages ranged from 18 to 22 years old, and the number of 

female students (338 or 70.9%) was higher than the number of 

male students (139 or 29.1%). This study used a pre-test and post-

test on knowledge content design issues for the platform 

attractions. The pre-and post test aimed to examine whether 

students enhanced their understanding of the attractions and the 

online travel planning. The items include an itinerary planner, 

games and virtual reality design, cultural features of the attractions, 

and Tourism English. Students did the pre-test before the 

experiment and the post test after it. The experiment lasted for one 

hour. The purpose of the system design was explained and the 

operational functions were demonstrated before the experiment. 

Pre- and post-tests were created based on the content of the system 

to examine student learning on the platform. As shown in Figure 

13 (a), both males and females increased their correct answer rate 

after using the platform. Figure 13 (b) shows the pre- and post-test 

correct answer rates for question 3-1 in the questionnaire. The 

post-test correct answer rates for both males and females were 10% 

or higher than the pre-test. These results are sufficient to initially 

demonstrate the validity of the digital tourism content on the 

platform established by this study. The game-based digital tour 

guides with locality-specific information and culture in mind can 

make not only real hands-on experiences but also experiences that 

are memorable and worth sharing. 
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(a) Avg. CorrectRate of Pre and post test   (b) Pre and Post test result of Question 3-1 

Figure 13 Two result of pre and post test  

 
(a)  PC version 2D e-book model   (b) 2D e-book with UI 

 
(c) E-book with 2D map and 3D words       (d) E-book With dynamic 3D model 

(Bus and Train) 

Figure 11 The screenshots of Lan Yang Museum’s navigation e-book (apk)  

 

(a) The screenshot of mobile device that hint user how to use AR  

  

(b) The logo photo capture by mobile device  (c) Show the Mascot’s Animation  

Figure 12 Screenshot of AR identification in this research  
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 This paper describes the design and analysis of a regenerative braking system for a 
permanent magnet synchronous motor (PMSM) drive for electric vehicle (EV) applications. 
First studied is the principle for electric braking control of a PMSM motor under field-
oriented control (FOC). Next, the maximum braking torque in the regeneration mode as 
well as the braking torque for the maximum regeneration power, respectively, are deduced. 
Additionally, an optimum switching scheme for the inverter is developed with the objective 
of maximizing energy recovery during regenerative braking to the DC-bus capacitor. The 
integration of an ultracapacitor module with the battery allows for the efficient and high 
power transfer under regenerative braking. It was important to manage the power flow to 
the DC-bus as this is a key issue that affects the efficiency of the overall system. Finally, the 
amounts of braking energy that can be recovered, and the efficiency with which it can be 
returned to the battery/ultracapacitor, is analyzed for a PMSM coupled with a DC motor 
as the load. The results of the analysis are validated through experimentation. 
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Regenerative Braking  
DC-DC Converter 
Ultracapacitor 
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1. Introduction  

Interest in regenerative braking is growing drastically 
nowadays; as the market is slowly transitioning to electric vehicles 
(EV) instead of the traditional vehicles that run on fossil fuels. 
Regenerative braking (RB) utilizes the kinetic energy generated by 
the motor during the deceleration, or braking, process. Therefore, 
recovering the braking energy is an effective approach for 
improving the driving range of an EV [1]-[4]. Usually, within 
traditional vehicles, all of the braking energy is lost in the form of 
heat due to friction losses. In RB, the motor acts as a generator and 
the kinetic energy is harvested by applying the proper switching 
schemes to the power converter switches. This harvested energy 
can be used to charge the vehicle’s battery, or stored in an 
ultracapacitor bank [5]-[8]. A hybrid energy storage system can be 
used to alternate power generation and storage between an 
ultracapacitor and a battery, depending on the required power. 
Knowing the parameters of the system is essential to building a 
clear idea regarding the amount of energy harvested as opposed to 
that being generated. 

The permanent-magnet synchronous motor (PMSM) is widely 
adopted as the traction motor in electric vehicles (EV) due to its 
high efficiency and high torque density. Vector control, also called 
field-oriented control (FOC), is a popular and powerful method in 

electrical drive applications. This control strategy is used to 
effectively control the PMSM motor torque and flux in order to 
force the motor to accurately track the command trajectory 
regardless of machine and load parameter variations, or any other 
external disturbances [9]. Electric braking control of the PMSM 
based on FOC is realized by requesting a negative q-axis current 
according to the braking torque demanded.  The maximum amount 
of current produced while braking is calculated depending on 
many variables, including the motor speed and input voltage [10].  

This paper is an extension of work originally presented in 
ICMSAO’17, where regenerative braking was analyzed for a DC 
motor with battery/supercapacitor energy storage [11]. The 
maximum amount of current produced by the DC motor while 
braking was calculated depending on the system variables such as 
motor speed, armature resistance, and input voltage. The 
theoretical analysis was next validated by experimental results. 
The effect of varying the duty cycle of the braking signal was also 
studied to find the optimal duty cycle that gives the best efficiency 
in regenerative energy harvesting. 

In this paper, electric braking is first analyzed for the PMSM 
under Field Oriented Control (FOC). Next, a dedicated maximum 
Energy Recovery Switching Scheme (MERSS) is developed to 
control the inverter switches during regenerative braking to 
maximize energy recovery. Regenerative braking energy 
calculations are confirmed by experimental results on a prototype 
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PMSM motor drive system. The harvested energy is stored into the 
DC-bus capacitor. The efficiency with which energy can be 
returned to the ultracapacitor is analyzed for the FOC scheme and 
the MERSS. The analysis, benefits, limitations and experimental 
results of each control strategy are provided. 

This paper is divided into 5 sections; section 2 presents the 
concept of regenerative braking under FOC and provides some 
theoretical analysis of the required motor current during this mode 
of operation. Section 3 presents the maximum energy recovery 
switching scheme. Section 4 presents the experimental results and 
discussion when braking the PMSM under FOC and MERSS. 
Finally, the conclusion is presented in Section 5. 

2. Regenerative Braking of the PMSM Under FOC  

In conventional passive dynamic braking the kinetic energy of 
electric machines is dissipated through the armature coils and the 
additional braking resistors. The principle of the regenerative 
braking with the voltage-source inverter is similar to that of the 
conventional dynamic braking, however; the additional resistors 
are eliminated and no additional power switches are used. 

According to the driving conditions, the braking process can be 
classified as either constant speed braking or variable speed 
braking. The constant speed braking is usually required during the 
downhill road driving, while the variable speed braking often 
occurs during the general deceleration process. 

2.1. System Setup 

Figure 1 shows the general topology used in electric vehicle 
applications with hybrid energy storage, where the mechanical 
load is typically coupled to a Permanent-Magnet Synchronous 
Machine supplied by a battery source through an inverter. An 
ultracapacitor module is used as an auxiliary power source 
connected through a bi-directional DC-DC converter to the DC-
link, thus making it possible to obtain an optimized 
charge/discharge operation mode. 

2.2. Regenerative Braking principle of the PMSM  

The FOC scheme for the PMSM is shown in Fig. 2. In FOC, 
the stator phase currents are measured and converted into a 
complex vector. This current vector is then transformed to a 
coordinate system rotating with the rotor of the machine.  

 

Figure 1: Topology of the Battery-Ultracapacitor Energy Storage System 
 

The real x-axis component of the stator current vector id, in this 
rotor flux-oriented coordinate system, is used to control the rotor 
flux linkage. The imaginary y-axis component iq is used to control 
the motor torque. For the PMSM, maximum torque–current 
control can be achieved by holding the d-axis current at zero (id =
0).  

Electric braking control, based on FOC, is realized by 
requesting a negative q-axis current according to the braking 
torque demanded, or by controlling the speed to follow a ramp 
reference and gradually approach zero [6]. 

The input power and the electromagnetic power can be 
expressed as 

 𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑉𝑉𝑑𝑑𝑖𝑖𝑑𝑑 + 𝑉𝑉𝑞𝑞𝑖𝑖𝑞𝑞, (1) 

 Pem = Temω , (2) 

 Tem = 3
2
p
2
λPMiq . (3) 

where, 𝑖𝑖𝑑𝑑 and 𝑖𝑖𝑞𝑞  are the d-axis and q-axis current components, 𝑉𝑉𝑑𝑑 
and 𝑉𝑉𝑞𝑞  are the d-axis and q-axis voltage components, ω is the 
motor speed, 𝑇𝑇𝑒𝑒𝑒𝑒  is the electromagnetic torque, λ𝑃𝑃𝑃𝑃  is the 
permanent magnet flux, and 𝑝𝑝 is the number of poles. 

The electric machine power losses are given as 

 Ploss = id2R + iq2R. (4) 

where, 𝑅𝑅 is the per-phase stator resistance. By balancing the input 
and output power  

 Pin = Pem + Ploss, (5) 

 Pin = 3
2
p
2
λPMiqω + R(id2 + iq2). (6) 

To find the regions of regenerative braking, 𝑃𝑃𝑖𝑖𝑖𝑖  is set to 0. This 
means that no power is being drawn from the DC source. 

Next, an expression for iq in terms of id can be found 

 iq =
−32

p
2λPMω±��32

p
2λPMω�

2
−4R2id

2  

2R
. (7) 

The equivalent electromagnetic torque is given as 

 Tem = 3
2
p
2
λPM(

−32
p
2λPMω±��32

p
2λPMω�

2
−4R2id

2  

2R
). (8) 

This equation describes the electromagnetic torque inside the 
regenerative braking region. To find the boundaries of this region, 
the above equation is solved for the maximum and minimum 
braking torque.  

 

Figure 2: Field Oriented Control Scheme of the PMSM 
 

 dTem
did

= 0. (9) 

Therefore,  

 id = 0. (10) 
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Substituting this result in equation (7) gives 

 

 
(a) 

 
(b) 

 
(c) 

Figure 3: Regenerative braking scheme. (a) Emf and PWM switching signals, (b) 
Current flow during ON-Time and 0-30° period. (c) Current flow during OFF-

Time and 0-30° period 
 

 iq =  −3Pλpm
4R

ω. (11) 

The equivalent electromagnetic torque is then given by 

 Tem = −
�34pλpm�

2

R
ω. (12) 

This equation defines the minimum electromagnetic torque 
needed by the PMSM to operate the machine in the regenerative 
braking region.  

Next, to find the maximum regenerative braking current 
absorbed, the input power is minimized.  

 ∇Pin = �

∂Pin
∂id
∂Pin
∂iq

� = �
2Rid

3
2
p
2
λpmω + 2Riq

�. (13) 

The minimum power is obtained by setting this gradient to zero 
and solving for both variables, id and iq.  

 id = 0, (14) 

 iq = −3pλpm
8R

ω. (15) 

The equivalent electromagnet torque generated by these 
current commands is given by 

 Tem = −9p2λpm2

32R
ω. (16) 

This torque guarantees maximum absorbed current by the DC 
source during regenerative braking. 

3. Regenerative Braking with the Maximum Energy 
Recovery Switching Scheme (MERSS) 

The switching scheme of the inverter is developed with the 
objective of maximizing energy recovery during regenerative 
braking. The idea is to utilize the motor phase inductors along with 
the inverter switches, functioning as a boost converter and 
allowing the phase currents to reverse their direction to flow back 
to the DC-bus capacitor [12], [14]. Regenerative braking is 
achieved by controlling only the lower switches 2 4 6( , , )Q Q Q
through PWM and switching OFF all of the upper switches 

1 3 5( , , )Q Q Q  as shown in Fig. 3. In this mode of operation, the 
three lower switches are controlled with the same PWM command 
signal. During the ON-time, a path is provided for the phase 
current to flow in the negative direction through the closed switch, 
or in the positive direction through the free-wheeling diode 
depending on the polarity of the back emf.  

Figure 3a shows the phase relationship between the back EMF, 
armature current, and the switching signals. Figure 3b and Figure 
3c both show the closed loop path of the 3-phase currents during 
the 0-30s time interval of each cycle. During the OFF-time, the 
phase currents must maintain their direction and are therefore 
forced to flow through an alternate path created by the upper free-
wheeling diodes, 1 3D D−  and then back to the DC-bus capacitor. 
In this time period, regenerative braking is achieved and the 
capacitor is charged by the recovered electrical energy. 

4. Experimental Testing and Discussions 

In this section, experimental results of the regenerative braking 
process are analyzed to confirm the theoretical analysis. The 
energy recovered by the DC-bus capacitor is compared to the 
motor’s mechanical energy to evaluate the efficiency of the 
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regenerative braking process. Figure 4 shows the topology of the 
PMSM experimental setup. The system consists of a PMSM, 
which is controlled using a MYWAY MWINV-9R144 inverter. 
The inverter switches are controlled using the dSPACE 1103 
board. The PMSM is coupled with a Bühler DC Motor through 
flexible couplings and additional disc inertia mounted on the same 
shaft. The DC motor acts as a mechanical load and is controlled 
using a DC-DC converter, which in turn is controlled using a 
dSPACE 1104 board. Two encoders are used: the first is an 
incremental encoder directly connected to the DC motor side, and 
the second is a sine/cosine encoder connected to the PMSM side. 
The system parameters are listed in Table 1. 

In the following sections, regenerative braking is implemented 
on the PMSM machine controlled with FOC. Two methods are 
implemented to realize regenerative braking. The first method is 
based on speed control and uses a ramp speed reference with 
negative slope to brake the motor. This linear deceleration 
simulates the braking of an EV, where the speed decreases 
gradually until it reaches 0. The braking time is adjusted by 
controlling the slope of the reference speed. 

The second method operates the PMSM in torque control 
mode. The speed control loop is disconnected from the vector 
control scheme and the current commands, id∗  and iq∗ , are generated 
directly. The iq∗  command will generate a negative torque that 
brings the motor to a stop. As discussed in section II-B, generating 
this torque guarantees maximum current absorption by the DC 
source, allowing for the returned current to achieve a higher 
amplitude and therefore the recovered energy is maximized. 

Table 1:  Motor drive system parameters 

Parameter Value 

Resistance (𝑅𝑅𝑝𝑝−𝑝𝑝) 6.8 Ω 
Total inertia (𝐽𝐽) 0.00315 Kg.m2/s2 
Back EMF constant (𝐾𝐾𝑏𝑏) 98 𝑉𝑉/𝑘𝑘𝑘𝑘𝑝𝑝𝑘𝑘 
Torque constant (𝐾𝐾𝑡𝑡) 1.6 𝑁𝑁𝑘𝑘/𝐴𝐴 
Rated Torque 3.9 Nm 
Stall Current 2.7 A 
Inductance (𝐿𝐿𝑝𝑝−𝑝𝑝) 24.3 mH 
Damping coefficient (𝐵𝐵) 4.741x10-4  Nm/(rad/s) 
Coulomb friction (𝜏𝜏𝑐𝑐) 0.1343 Nm 

 

 
Figure 4: PMSM drive system 

In order to observe the voltage increase during regenerative 
braking, the three-phase line is disconnected from the inverter and 
the DC-link voltage is maintained only by the DC-bus capacitor. 
As a result, the voltage begins decreasing. In this period of time, 
the motor is operating under constant speed. Once the DC-link 
voltage reaches 300V, the regenerative braking command signal is 
triggered and the motor operates under braking mode. 

4.1. Regenerative braking using speed control mode 

Figure 5a shows the reference speed and actual speed of the PMSM 
before and after regenerative braking is activated. The motor 
decelerates gradually to zero with a breaking time set to 0.2s. 
During the regenerative braking period, a negative q-axis current, 
iq∗ , is generated by the FOC controller as shown in Figure 5b. The 
motor mechanical energy is supplied back to the capacitor. Figure 
5c shows a negative DC-link current indicating that energy is 
flowing from the motor to the capacitor. Figure 5d shows that the 
capacitor voltage is being charged during this period. 

 

 

(a) Reference speed and actual speed 

 

(b) q-axis current 

 

(c) DC-link current 

Figure 5: PMSM transient response during regenerative braking under the speed 
control mode of operation 

Table 2 gives a summary of the mode of operation for this form of 
regenerative braking. The total recovered energy is 70.496% of the 
motor energy.  

Table 2: Summary of the regenerative braking performance for the speed control 
mode of operation 
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𝜔𝜔0 
(rpm) 

Max 
𝑖𝑖𝑑𝑑𝑐𝑐 
(A) 

Δ𝑉𝑉𝑑𝑑𝑐𝑐 
(V) 

Recovery 
time (𝑡𝑡𝑟𝑟) 

Recovered 
Energy 

(J) 

Braking 
Power 

(W) 

Max 
𝑖𝑖𝑞𝑞 
(A) 

Mech. 
Energ

y 
(J) 

Efficiency 
(%) 

1000 −0.419 21.4 0.145 12.18 128.5 −1.508 17.27 

 

70.50 

 

Table 3: Summary of the regenerative braking statistics of the torque control 
mode of operation 

𝜔𝜔0 
(rpm) 

Max 
𝑖𝑖𝑑𝑑𝑐𝑐 
(A) 

Δ𝑉𝑉𝑑𝑑𝑐𝑐 
(V) 

Recovery 
time (𝑡𝑡𝑟𝑟) 

Recovered 
Energy 

(J) 

Braking 
Power 

(W) 

Max 
𝑖𝑖𝑞𝑞 
(A) 

Mech. 
Energy 

(J) 

Efficiency 
(%) 

1000 −0.391  21.6 0.242 16.48 119.3 −1.218 17.27 

 

95.43 

 

 
(a) Actual and command q-axis current 

 
(b) Motor speed 

 
(c) DC-link current 

 
(d) DC-bus voltage 

Figure 6: PMSM transient response during regenerative braking under the torque 
control mode of operation 

4.2. Regenerative braking using torque control 

Figure 6 shows the motor variables during the torque mode of 
operation. Initially, the motor speed is regulated by FOC to the 
desired reference value. Once regenerative braking is initiated, the 
speed controller is disabled and the motor torque is controlled 
through the q-axis current. Figure 6a shows the reference current, 
iq∗ , and the generated q-axis current, iq. 

The braking time must be tuned in order for the speed to reach 
zero at the end of the breaking time. Table 3 summarizes the 
regenerative braking event results under the torque control mode 
of operation. The results indicate that greater amounts of energy 
are harvested with the torque control operational mode in 
comparison to the case of the speed controlled braking. 

4.3. Regenerative braking using the Maximum Energy 
Regeneration switching scheme (MERSS) 

To evaluate the PMSM performance with MERSS, the motor 
is initially powered by the DC-bus capacitor to operate the drive 
system in driving mode. Next, a break command is activated to 
operate the system in regenerative braking mode.  

 
(a) Motor speed 

 
(b) q-axis current 

 
(c) DC-link current 

 
(d) DC-bus voltage 

Figure 7: PMSM transient response during regenerative braking under MERSS 
mode of operation. ω0=2000 rpm, d=0.7 

As a result, the phase currents reverse their direction and 
provide energy back to the DC-bus capacitor. The DC-bus voltage 
increases allowing the DC-bus capacitor to be charged.  

Figure 7 shows the transient response of motor speed, q-axis 
motor current, DC-bus current, and DC-bus voltage. The motor is 
initially running at constant speed and the DC-bus capacitor is 
supplying power. When the break command is received, the motor 
starts decelerating until it comes to rest. The regenerative braking 
region is a subset of this period where the kinetic energy of the 
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rotor is used to generate electrical energy, and the motor acts as a 
generator. Figure 8 shows the electric power and energy recovered 
by the DC-bus capacitor. Following the braking command, energy 
recovery is activated through the MERSS and the capacitor voltage 
increases as current is absorbed by the capacitor. Regenerative 
breaking stops when the motor current reaches the minimum level 
set by the speed, as given through equation (11). 

This process was repeated for different motor speeds and 
different PWM duty cycles. Varying the duty cycle of the brake 
command will change the ON-OFF times of the lower inverter 
switches, as explained previously in Figure 3. Increasing the ON-
time period will charge the motor’s inductance for a longer time 
allowing for the storage of additional energy. This process is 
similar to the operation of a boost converter. However, if it the ON-
period is heavily increased, energy will not be fully recovered due 
to a short OFF-time period, and will eventually be lost in the 
switching process. For this reason, the duty cycle must be carefully 
selected for optimum energy recovery. Figure 9 shows the 
regenerated power and energy as a function of duty cycle for 
different motor speeds.  

The maximum regenerated energy is compared with the 
mechanical energy to evaluate the efficiency of the system under 
MERSS. The energy of the motor and the energy stored in the 
ultracapacitor during braking are given by:  

 Emech = 1
2

Jω0
2, (17) 

𝐸𝐸𝑐𝑐𝑐𝑐𝑝𝑝(𝑘𝑘) = 𝐸𝐸𝑐𝑐𝑐𝑐𝑝𝑝(𝑘𝑘 − 1) + 𝑇𝑇𝑠𝑠
2

[𝑃𝑃𝑐𝑐𝑐𝑐𝑝𝑝(𝑘𝑘) + 𝑃𝑃𝑐𝑐𝑐𝑐𝑝𝑝(𝑘𝑘 − 1)], (18) 

where, ω0  is the initial speed of the motor when the braking 
process starts. Therefore, the efficiency of the braking process 
takes into consideration the power losses during switching.  

 

 
Figure 8: Electric power and energy recovered by the DC bus with MERSS. 

ω0=2000 rpm, d=0.7 

Table 4 summarizes the results from this experiment and 
displays the efficiency, as well as the energy harvested. It can be 
observed that the optimum duty cycle that yields maximum energy 
recovery is a function of the speed.  

The performance of the MERSS is next compared to FOC by 
conducting the regenerative braking experiments with FOC under 
the same operating conditions. Table 5 shows a summary of the 
results. It can be observed that MERSS yields always a better 
efficiency than FOC. 

 
(a) 

 
(b) 

Figure 9: Electric power and energy recovered on the DC bus with MERSS 

 𝜂𝜂 = 𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐
𝐸𝐸𝑚𝑚𝑚𝑚𝑐𝑐ℎ

. (19) 

Table 4: Maximum efficiency of braking at different motor speeds with MERSS.  

𝜔𝜔0 (rpm) Duty Cycle 𝐸𝐸𝑒𝑒𝑒𝑒𝑐𝑐ℎ(𝐽𝐽) 𝐸𝐸𝑐𝑐𝑐𝑐𝑝𝑝 (𝐽𝐽) 𝜂𝜂 (%) 

1000 0.5 17.27 13.84 80.14 
1500 0.6 38.86 36.96 95.11 
2000 0.7 69.09 64.00 92.64 
2500 0.7 107.95 99.74 92.40 

 
Table 5: Comparative analysis between FOC and MERSS  

 ω0  
(rpm) 

Max 𝑖𝑖𝑑𝑑𝑐𝑐  
(A) 

Δ𝑉𝑉𝑑𝑑𝑐𝑐 
(V) 

Max 𝑖𝑖𝑞𝑞 
(A) 

𝐸𝐸𝑒𝑒𝑒𝑒𝑐𝑐ℎ  
(𝐽𝐽) 

𝐸𝐸𝑐𝑐𝑐𝑐𝑝𝑝 
(𝐽𝐽) 

Efficiency 
(%) 

 
FOC 

1000 -0.419 21.4 -1.508 17.27 12.18 70.50 

1500 -1.005 54.9 -2.312 38.86 27.73 71.36 

2000 -1.575 96.8 -2.958 69.09 50.62 73.27 

 
MERSS 

1000 -0.2203 16.6 -0.740 17.27 13.84 80.14 

1500 -2.13 52.0 -4.968 38.86 36.96 95.11 

2000 -3.564 85.9 -7.683 69.09 64.00 92.64 

 
5. Conclusion 

This paper discusses regenerative braking in a PMSM drive 
system. A new maximum energy recovery switching scheme is 
developed and compared to FOC. Analysis is carried out on an 
experimental setup to confirm the effectiveness of regenerative 
braking under the new scheme. Experimental results show that the 
maximum current absorbed by the ultracapacitor does not exceed 
a set limit which is in turn dependent on the ultracapacitor’s 
voltage, internal resistances of the system and the motor speed. The 
effect of varying the duty cycle is also studied to uncover the 
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highest efficiency duty cycle for optimum harvesting of 
regenerated energy. 
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 Detect and tracking of moving weak targets is a complicated dynamic state estimation 
problem whose difficulty is increased in case of high clutter conditions or low signal to 
noise ratio (SNR). In this case, the track-before-detect filter (TBDF) that uses 
unthresholded measurements considers as an effective method for detecting and tracking a 
single target under low SNR conditions. In this paper, a particle filter based track-before-
detect (PF-TBD) method is proposed to address the problem of detection and tracking with 
unthersholded data and a binary variable of the existence of the target for two motion 
models. Simulation results using image measurements based on TBD scenarios are also 
presented to demonstrate the capability of the proposed approach.  

Keywords :  
Target Tracking 
Track Before Detect 
Detection 
Particle Filter 

 

 

1. Introduction   

The classical approach to target tracking is based on target 
measurements (position, range rate, and so forth) that are extracted 
by thresholding the output of a signal processing unit of a 
surveillance sensor [1].The primary role of thresholding is to 
reduce the data flow and thus simplify tracking. For a target of a 
certain signal-to-noise ratio (SNR), the choice of the detection 
threshold determines the probability of target detection and the 
density of false alarms. The false alarm rate, on the other hand, 
affects the complexity of the data association problem in the 
tracking system. In general, higher densities of false alarms require 
more sophisticated data association algorithms. 

The undesirable effect of thresholding the sensor data, 
however, is that in restricting the data flow, it also throws away 
potentially useful information. For high SNR targets this loss of 
information is of little concern because one can achieve good 
probability of detection with a small false alarm rate. Recent 
developments of stealthy military aircraft and cruise missiles have 
emphasized the need to detect and track low SNR targets. For these 
dim (stealthy) targets, there is a considerable advantage in using 
the unthresholded data for simultaneous detection and track 
initiation [2], [3]. Depending on the type of sensor in use, the 
unthresholded data can be a sequence of range-Doppler maps, 
bearing-frequency distributions. 

The concept of simultaneous detection and tracking using 
unthresholded data is known in literatures as track-before-detect 
(TBD) approach. Typically TBD is implemented as a batch 
algorithm using the Hough transform [4], dynamic programming 
[2] [3] or maximum likelihood estimation [5]. 

TBD algorithms based on the Hough transformation, dynamic 
programming or maximum likelihood methods are generally 
computationally intensive [6]. With recent advancement in 
Sequential Monte Carlo techniques, TBD algorithms implemented 
using PF are now computationally feasible [7] [8]. 

In this paper we also develop a recursive Bayesian TBD 
estimator; however, our formulation and implementation are based 
on the particle filter [7] [9]. The PF based TBD incorporates 
unthresholded data and a binary target existence variable into the 
target state estimation process. The presence and absence of target 
are explicitly modelled [10] [11]. This concept, allows us to 
calculate the probability of existence of the target directly from the 
filter. 

The paper is organized as follows: section 2 the system 
dynamics and measurement model, are introduced for the TBD 
application. In section 3 formulates the TBD approach as a 
nonlinear filtering problem and describes the conceptual recursive 
Bayesian solution. The implementation of this solution using a 
particle filter is presented in section 4. In section 5 collects our 
simulations and results. Finally, we report our conclusions and 
direction for future research in section 6. 
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2. Formulation Problem 

2.1. Dynamic Model 

We assume that want to track a target moving in a 2-D plane 
with an unknown state vector 𝑠𝑠𝑘𝑘 at time step 𝑘𝑘. We consider the 
state model given by: 

                                      𝑠𝑠𝑘𝑘+1 = 𝐹𝐹𝑠𝑠𝑘𝑘 + 𝑣𝑣𝑘𝑘                               (1) 

Where 𝐹𝐹  is the state transition matrix, assuming constant 
velocity motion and coordinate turn motion respectively, 𝑘𝑘 is the 
discrete-time index, 𝑣𝑣𝑘𝑘 is the process noise sequence, and 𝑠𝑠𝑘𝑘 is the 
state vector defined as: 

                             𝑠𝑠𝑘𝑘 = [𝑥𝑥𝑘𝑘 �̇�𝑥𝑘𝑘 𝑦𝑦𝑘𝑘 �̇�𝑦𝑘𝑘 𝐼𝐼𝑘𝑘]                    (2) 

Here (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), (�̇�𝑥𝑘𝑘 , �̇�𝑦𝑘𝑘)  and 𝐼𝐼𝑘𝑘  denote the position, velocity, 
and the intensity of the target, respectively. 

2.2. Transition Matrix 

A target can be present or absent from the surveillance region 
at a discrete-time 𝑘𝑘. Target presence variable 𝐸𝐸𝑘𝑘 is modelled by a 
two-state Markov chain, that is 𝐸𝐸𝑘𝑘 = {0,1}. Here 0 denotes the 
event that a target is not present, while 1 denotes the opposite. 
Furthermore, we assume that transitional probabilities of target 
“birth” 𝑃𝑃𝑏𝑏  and “death” 𝑃𝑃𝑑𝑑, defined as: 

                                   𝑃𝑃𝑏𝑏 ≜ 𝑃𝑃{𝐸𝐸𝑘𝑘 = 1|𝐸𝐸𝑘𝑘−1 = 0}                  (3) 

                                   𝑃𝑃𝑑𝑑 ≜ 𝑃𝑃{𝐸𝐸𝑘𝑘 = 0|𝐸𝐸𝑘𝑘−1 = 1}                  (4) 

Are known, the other two transitional probabilities of this 
Markov chain, the probability of staying alive 1 − 𝑃𝑃𝑑𝑑  and the 
probability of remaining absent 1 − 𝑃𝑃𝑏𝑏  respectively, are given by: 

                            1 − 𝑃𝑃𝑑𝑑 ≜ 𝑃𝑃{𝐸𝐸𝑘𝑘 = 1|𝐸𝐸𝑘𝑘−1 = 1}                  (5) 

                            1 − 𝑃𝑃𝑏𝑏 ≜ 𝑃𝑃{𝐸𝐸𝑘𝑘 = 0|𝐸𝐸𝑘𝑘−1 = 0}                 (6) 

The corresponding transition matrix for the Markov process is: 

                                       Π = �1 − 𝑃𝑃𝑏𝑏 𝑃𝑃𝑏𝑏
𝑃𝑃𝑑𝑑 1 − 𝑃𝑃𝑑𝑑

�                      (7)  

2.3. Sensor Model 

The sensor provides a sequence of two-dimensional images 
(frames) of the surveillance region, each image consisting of 
(𝑛𝑛 × 𝑚𝑚) resolution cells (pixels). A resolution cell corresponds to 
a rectangular region of dimensions △𝑥𝑥× ∆𝑦𝑦 so that the center of 
each cell (𝑖𝑖, 𝑗𝑗) is defined to be at �𝑖𝑖∆𝑥𝑥 × 𝑗𝑗∆𝑦𝑦� for 𝑖𝑖 = 1, … 𝑛𝑛 and 
= 1, …𝑚𝑚 . 

At each resolution cell (𝑖𝑖, 𝑗𝑗) the measured intensity is denoted 
as 𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗)and modeled as: 

              𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗) = �

ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗)(𝑠𝑠𝑘𝑘) + 𝜔𝜔𝑘𝑘

(𝑖𝑖,𝑗𝑗)    𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑡𝑡𝑡𝑡𝑠𝑠𝑡𝑡𝑛𝑛𝑡𝑡
𝜔𝜔𝑘𝑘

(𝑖𝑖,𝑗𝑗)                         𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑎𝑎𝑠𝑠𝑡𝑡𝑛𝑛𝑡𝑡
    (8) 

Where ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗)(𝑠𝑠𝑘𝑘) is the target contribution to intensity level in 

the resolution cell (𝑖𝑖, 𝑗𝑗)  and 𝜔𝜔𝑘𝑘
(𝑖𝑖,𝑗𝑗)  is measurement noise in the 

resolution cell (𝑖𝑖, 𝑗𝑗), assumed to be independent from pixel to pixel 
and from frame to frame.  Thus for a point target of intensity 𝐼𝐼𝑘𝑘 at 
position(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), the contribution to pixel(𝑖𝑖, 𝑗𝑗) is approximated as: 

                ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗)(s𝑘𝑘) ≈ ∆𝑥𝑥∆𝑦𝑦𝐼𝐼𝑘𝑘

2𝜋𝜋Σ2
exp �−

(𝑖𝑖Δ𝑥𝑥−𝑥𝑥𝑘𝑘)2+�𝑗𝑗Δ𝑦𝑦−𝑦𝑦𝑘𝑘�
2

2Σ2
�      (9) 

Where Σ is the amount of blurring introduced by the sensor. 
The complete measurements recorded at time 𝑘𝑘 a  𝑛𝑛 × 𝑚𝑚 matrix 
denoted as: 

                       z𝑘𝑘 = �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗): 𝑖𝑖 = 1, … ,𝑛𝑛, 𝑗𝑗 = 1, … ,𝑚𝑚�        (10)    

While the set of complete measurements collected up to time 
𝑘𝑘 is denoted as usual:  Z𝑘𝑘 = {𝑧𝑧𝑖𝑖 , 𝑖𝑖 = 1, …𝑘𝑘}. 

3. Bayesian Solution to TBD Filtering 

The formal recursive Bayesian solution can be presented as a 
two-step procedure, consisting of prediction and update. 

3.1. Prediction 

The predicted target state can be written in terms of the target 
state and existence at the previous time, giving 

𝑝𝑝(𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1|𝑍𝑍𝑘𝑘−1) = (1 −
𝑃𝑃𝑑𝑑)∫ 𝑝𝑝(𝑠𝑠𝑘𝑘|𝑠𝑠𝑘𝑘−1,𝐸𝐸𝑘𝑘 = 1,𝐸𝐸𝑘𝑘−1 = 1) ×
𝑝𝑝(𝑠𝑠𝑘𝑘−1,𝐸𝐸𝑘𝑘−1 = 1|𝑍𝑍𝑘𝑘−1)𝑑𝑑𝑠𝑠𝑘𝑘−1 +

                    𝑃𝑃𝑏𝑏 ∫𝑝𝑝𝑏𝑏(𝑠𝑠𝑘𝑘)𝑝𝑝(𝑠𝑠𝑘𝑘−1,𝐸𝐸𝑘𝑘−1 = 0|𝑍𝑍𝑘𝑘−1)𝑑𝑑𝑠𝑠𝑘𝑘−1         (11) 

The pdf 𝑝𝑝𝑏𝑏(𝑠𝑠𝑘𝑘)  denotes the initial target density on its 
appearance. 

3.2. Update 

The update equation in the Bayesian framework is given by: 

            𝑝𝑝(𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1|𝑍𝑍𝑘𝑘) =
 𝑝𝑝�𝑧𝑧𝑘𝑘�𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1�𝑝𝑝�𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1�𝑍𝑍𝑘𝑘−1�

𝑝𝑝�𝑧𝑧𝑘𝑘�𝑧𝑧𝑘𝑘−1�
       (12) 

Where prediction density 𝑝𝑝(𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1|𝑍𝑍𝑘𝑘−1) is given by (11) 
and  𝑝𝑝(𝑧𝑧𝑘𝑘|𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘) is the likelihood function given by: 

𝑝𝑝(𝑧𝑧𝑘𝑘|𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘) =

               �
∏ ∏ 𝑝𝑝𝑆𝑆+𝑁𝑁 �𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘� ,      𝑖𝑖𝑓𝑓𝑡𝑡   𝐸𝐸𝑘𝑘 = 1𝑚𝑚
𝑗𝑗=1

𝑛𝑛
𝑖𝑖=1

∏ ∏ 𝑝𝑝𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)� ,               𝑖𝑖𝑓𝑓𝑡𝑡   𝐸𝐸𝑘𝑘 = 0𝑚𝑚

𝑗𝑗=1
𝑛𝑛
𝑖𝑖=1

        (13) 

Here 𝑝𝑝𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�  is the probability density function of 

background noise in pixel (𝑖𝑖, 𝑗𝑗) , while  𝑝𝑝𝑆𝑆+𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘�   is the 

likelihood of target signal plus noise in pixel (𝑖𝑖, 𝑗𝑗),given that the 
target is in state 𝑠𝑠𝑘𝑘, This two probability density function can be 
further expressed as: 

                            𝑝𝑝𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)� = 𝒩𝒩�𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗), 0,𝜎𝜎2�                  (14) 
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                   𝑝𝑝𝑆𝑆+𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘� = 𝒩𝒩�𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗), ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗),𝜎𝜎2�             (15) 

Since the target (if present) will affect only the pixels in the 
vicinity of its location (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘) , the expression 
for 𝑝𝑝(𝑧𝑧𝑘𝑘|𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1) can be approximated as follows: 

𝑝𝑝(𝑧𝑧𝑘𝑘|𝑠𝑠𝑘𝑘 ,𝐸𝐸𝑘𝑘 = 1) ≈ ∏ ∏ 𝑝𝑝𝑆𝑆+𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘�𝑗𝑗∈𝐶𝐶𝑗𝑗(𝑠𝑠𝑘𝑘)𝑖𝑖∈𝐶𝐶𝑖𝑖(𝑠𝑠𝑘𝑘) ∙

                                               ∏ ∏ 𝑝𝑝𝑁𝑁 �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑗𝑗∉𝐶𝐶𝑗𝑗(𝑠𝑠𝑘𝑘)𝑖𝑖∉𝐶𝐶𝑖𝑖(𝑠𝑠𝑘𝑘)        (16) 

Where 𝐶𝐶𝑖𝑖(𝑠𝑠𝑘𝑘) and 𝐶𝐶𝑗𝑗(𝑠𝑠𝑘𝑘)  are the sets of subscripts 𝑖𝑖  and 𝑗𝑗, 
respectively, corresponding to pixels affected by the target. 

4. A Particle Filter for Track Before Detect (PF-TBD) 

The recursive Bayesian solution of the track problem described 
in the previous section can be implemented using a particle filter 
[7] [9] [12] [13]has some similarities to the MMPF [14]. In this 
case we introduce the augmented state vector to include the 
existence variable. 𝑦𝑦𝑘𝑘 = [s𝑘𝑘𝑇𝑇 𝐸𝐸𝑘𝑘]𝑇𝑇 . Let us denote a random 
measure that characterizes the posterior probability density 
function at 𝑘𝑘 − 1, namely 𝑝𝑝(𝑦𝑦𝑘𝑘−1|𝑍𝑍𝑘𝑘−1), by {𝑦𝑦𝑘𝑘−1𝑛𝑛 ,𝜔𝜔𝑘𝑘−1

𝑛𝑛 }𝑛𝑛=1𝑁𝑁 .As 
usual, 𝑁𝑁 is the number of particles, while 𝑦𝑦𝑘𝑘𝑛𝑛  consists of 𝑠𝑠𝑘𝑘𝑛𝑛  and 
𝐸𝐸𝑘𝑘𝑛𝑛.The pseudocode of a single cycle of the PF developed for the 
TBD problem is presented in Table 1. The next step is the 
prediction of particle target states; this is done, however, only for 
those particles that are characterized by 𝐸𝐸𝑘𝑘𝑛𝑛 = 1 .For remaining 
particles (with 𝐸𝐸𝑘𝑘𝑛𝑛 = 0), the target state components are undefined. 
There are two possible cases here: 

4.1. Newborne Particles 

This group of predicted particles is characterized by the 
transition from 𝐸𝐸𝑘𝑘−1𝑛𝑛 = 0 to 𝐸𝐸𝑘𝑘𝑛𝑛 = 1.The target state particles are 
uniformly drawn at time step 𝑘𝑘 based on some a priori information 
on the minimum and maximum possible values on the target state. 

4.2. Existing Particles 

This group of particles that continues to stay “alive”, with  
𝐸𝐸𝑘𝑘−1𝑛𝑛 = 1 to 𝐸𝐸𝑘𝑘𝑛𝑛 = 1.The state transition model in equation (1) is 
used to update the target state particles. 

The importance weights are computed next. For this purpose 
we need to introduce the likelihood ratio in pixel (𝑖𝑖, 𝑗𝑗) for a target 
in state 𝑠𝑠𝑘𝑘𝑛𝑛, defined as: 

                           ℓ �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘𝑛𝑛� ≜

𝑝𝑝𝑆𝑆+𝑁𝑁�𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)

�s𝑘𝑘𝑛𝑛�
𝑝𝑝𝑛𝑛�𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗)�
                     (17) 

                       ℓ �𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�𝑠𝑠𝑘𝑘𝑛𝑛� = exp �−

ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗)�ℎ𝑘𝑘

(𝑖𝑖,𝑗𝑗)−2𝑧𝑧𝑘𝑘
(𝑖𝑖,𝑗𝑗)�

2𝜎𝜎2
�      (18) 

Where ℎ𝑘𝑘
(𝑖𝑖,𝑗𝑗) was defined in (9). Equation (18) follows from 

(14), (15), and (11). The importance weights (up normalizing 
constant) are now given by [7]: 

𝜔𝜔�𝑘𝑘𝑛𝑛 =

       �
∏ ∏ ℓ �𝑧𝑧𝑘𝑘

(𝑖𝑖,𝑗𝑗)�s𝑘𝑘𝑛𝑛�         𝑗𝑗∈𝐶𝐶𝑗𝑗�𝑠𝑠𝑘𝑘
𝑛𝑛�𝑖𝑖∈𝐶𝐶𝑖𝑖�𝑠𝑠𝑘𝑘

𝑛𝑛� 𝑖𝑖𝑖𝑖        𝐸𝐸𝑘𝑘𝑛𝑛 = 1
1                                                                 𝑖𝑖𝑖𝑖         𝐸𝐸𝑘𝑘𝑛𝑛 = 0 

  (19) 

 

[{𝑦𝑦𝑘𝑘𝑛𝑛}𝑛𝑛=1𝑁𝑁 ] =TBD-PF�{𝑦𝑦𝑘𝑘−1𝑛𝑛 }𝑖𝑖=1𝑁𝑁 , 𝑧𝑧𝑘𝑘� 

• Target existence transitions using the Regime Transition 
Algorithm given in [6] 

[{𝐸𝐸𝑘𝑘𝑛𝑛}𝑛𝑛=1𝑁𝑁 ] =RT[{𝐸𝐸𝑘𝑘−1𝑛𝑛 }𝑛𝑛=1𝑁𝑁 ,Π] 

• FOR 𝑖𝑖 = 1:𝑁𝑁 
- IF a newborn particle (𝐸𝐸𝑘𝑘−1𝑛𝑛 = 0 and 𝐸𝐸𝑘𝑘𝑛𝑛 = 1) 

Draw 𝑠𝑠𝑘𝑘𝑛𝑛 ∼ 𝑞𝑞𝑏𝑏(𝑠𝑠𝑘𝑘|𝑧𝑧𝑘𝑘) 

- IF an existing particle (𝐸𝐸𝑘𝑘−1𝑛𝑛 = 1 and 𝐸𝐸𝑘𝑘𝑛𝑛 = 1) 
Draw 𝑠𝑠𝑘𝑘𝑛𝑛 ∼ 𝑞𝑞(𝑠𝑠𝑘𝑘|𝑠𝑠𝑘𝑘−1𝑛𝑛 , 𝑧𝑧𝑘𝑘) 

- Evaluate importance weight using (13) 
• END FOR 
• Calculate total weight: 𝑡𝑡 =SUM[{𝜔𝜔�𝑘𝑘𝑛𝑛}𝑛𝑛=1𝑁𝑁 ] 
• FOR 𝑛𝑛 = 1:𝑁𝑁 

-  Normalize: 𝜔𝜔𝑘𝑘
𝑛𝑛 = 𝑡𝑡−1𝜔𝜔�𝑘𝑘𝑛𝑛  

• END FOR 
• Resample using systematic resampling algorithm given in 

[6] 
[{𝑦𝑦𝑘𝑘𝑛𝑛 ,−,−}𝑛𝑛=1𝑁𝑁 ] =RESAMPLE[{𝑦𝑦𝑘𝑘𝑛𝑛 ,𝜔𝜔𝑘𝑘

𝑛𝑛}𝑛𝑛=1𝑁𝑁 ] 

 

The PF for track-before-detect performs target detection using 
the estimate of the posterior probability of target existence. This 
estimate is computed as: 

                                                 𝑃𝑃�𝑘𝑘 = ∑ 𝐸𝐸𝑘𝑘
𝑛𝑛𝑁𝑁

𝑛𝑛=1
𝑁𝑁

                        (20) 

And satisfies 0 < 𝑃𝑃�𝑘𝑘 < 1. Target presence is declared if 𝑃𝑃�𝑘𝑘 is 
above a certain threshold value. This declaration can then trigger 
the initialization of a track based on the estimated target state  

                                              �̂�𝑠𝑘𝑘∕𝑘𝑘 = ∑ 𝑠𝑠𝑘𝑘
𝑛𝑛∙𝐸𝐸𝑘𝑘

𝑛𝑛𝑁𝑁
𝑛𝑛=1
∑ 𝐸𝐸𝑘𝑘

𝑛𝑛𝑁𝑁
𝑛𝑛=1

                    (21) 

5. Simulation and Results 

In the simulation we used two scenarios for target motion and 
random walk model is adopted for target intensity. 

5.1. Scenario1 

The first model is a nearly constant velocity model is used. The 
dynamic model [15] for the target can be described by (1). 

Where  𝐹𝐹 = 𝑑𝑑𝑖𝑖𝑡𝑡𝑡𝑡[𝐹𝐹1,𝐹𝐹1] ,𝑄𝑄 = 𝑑𝑑𝑖𝑖𝑡𝑡𝑡𝑡[𝑄𝑄1,𝑄𝑄1, 𝑞𝑞2𝑇𝑇]  

and 𝐹𝐹1 = �1 𝑇𝑇
0 1�, 𝑄𝑄1 = 𝑞𝑞1 ∙ �

𝑇𝑇3 3⁄ 𝑇𝑇2 2⁄
𝑇𝑇2 2⁄ 𝑇𝑇

� 

Where 𝑞𝑞1  and 𝑞𝑞2  denote the level of process noise in target 
motion and intensity, respectively. A sequence of 30 frames of data 
has been generated with the following parameters:  

∆𝑥𝑥= ∆𝑦𝑦= 1,𝑛𝑛 = 𝑚𝑚 = 20,𝑇𝑇 = 1𝑠𝑠,𝜎𝜎 = 3, Σ = 0.7. The target 
is absent from frame 1 to frame 5 to be introduced in frame 6 with 
the initial intensity  𝐼𝐼0 .The initial state is 
[4.2 0.45 7.2 0.25 𝐼𝐼0] [6] [16] [17]. 
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The simulations are conducted under an initial intensity 𝐼𝐼0 =
9, 13  and 25 , which corresponds to an SNR of 3.18,6.71,  and 
12 dB, respectively, according to the calculation equation 𝑆𝑆𝑁𝑁𝑆𝑆 =

10𝑙𝑙𝑓𝑓𝑡𝑡 �𝐼𝐼𝛥𝛥𝑥𝑥𝛥𝛥𝑦𝑦/2𝜋𝜋𝛴𝛴2

𝜎𝜎
�
2
. The target exists until frame 24 and is again 

absent in frames 25, 26,…, 30.  

Figure 1 (a) and (b) show the measurement frame at time step 
20 for 6.71dB and 12  dB peak respectively. 

 
                                (a)                                      (b) 

Fig. 1. Measurements Frame (20): (a) for 6.71 dB Peak SNR, (b) for 12 dB 
Peak SNR for CV model. 

The particle filter parameters are selected as follows: 
transitional probabilities 𝑃𝑃𝑏𝑏 = 𝑃𝑃𝑑𝑑 = 0.05  ;initial existence 
probability 𝜇𝜇1 = 0.05; 𝜐𝜐min = −1 𝑢𝑢𝑛𝑛𝑖𝑖𝑡𝑡/𝑠𝑠 ;  𝜐𝜐max = 1 𝑢𝑢𝑛𝑛𝑖𝑖𝑡𝑡/𝑠𝑠 ; 
initial intensity range from 𝐼𝐼𝑚𝑚𝑖𝑖𝑛𝑛 = 𝐼𝐼0 − 5   to 𝐼𝐼𝑚𝑚𝑚𝑚𝑥𝑥 = 𝐼𝐼0 + 5  ; 𝑝𝑝 =
2 and number of particles 𝑁𝑁 = 2000. 

In figure (2) the probability of presence is shown for a SNR of 
6.71 dB. Existence probability remains very stable and above 0.97 
until frame 25.Then it drop sharply in frame 26, when the target 
is disappear. 

 
Fig. 2. True and Estimated Target Existence Probability for SNR=6.71 dB 

Figure (3) displays the true target path against the track, 
produced by the filter. Note how the target trajectory deviates 
slightly from the straight line due to process noise. The PF-TBD 
tracks the target with a small positional error. 

 
Fig. 3. True and Estimated Target Trajectory for  SNR=6.71 dB 

Figure (4) shows the position RMSE for three different peak 
SNR conditions (3.18 dB,6.71 dB, 12 dB). The position error is 
lower in 6.71 dB than 3.18 dB. As it can be seen, the PF-TBD was 
able to closely track the target even under low SNR.  

 
Fig. 4. Position RMSE for the PF-TBD for differnet peak SNR 

5.2. Scenario2 

The second model is a Coordinate turn model is used [15]. The 
dynamic model for the target can be described by (1). 

Where:   

𝐹𝐹 =

⎣
⎢
⎢
⎢
⎡
1 𝐹𝐹1 0 𝐹𝐹2 0
0 𝐹𝐹3 0 −𝐹𝐹4 0
0 −𝐹𝐹2 1 𝐹𝐹1 0
0 𝐹𝐹4 0 𝐹𝐹3 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤
, 𝑄𝑄 =

⎣
⎢
⎢
⎢
⎡
𝑄𝑄1 𝑄𝑄2 0 𝑄𝑄3 0
𝑄𝑄2 𝑄𝑄4 −𝑄𝑄3 0 0
0 −𝑄𝑄3 𝑄𝑄1 𝑄𝑄2 0
𝑄𝑄3 0 𝑄𝑄2 𝑄𝑄4 0
0 0 0 0 𝑄𝑄5⎦

⎥
⎥
⎥
⎤

 

And 𝐹𝐹1 = 𝑠𝑠𝑖𝑖𝑛𝑛(Ψ𝑇𝑇)
Ψ

,  𝐹𝐹2 = (−𝑐𝑐𝑐𝑐𝑠𝑠(Ψ𝑇𝑇)+1)
Ψ

, 𝐹𝐹3 = cos (Ψ𝑇𝑇) , 𝐹𝐹4 =

sin (Ψ𝑇𝑇) , 𝑄𝑄1 = 2�Ψ𝑇𝑇−𝑠𝑠𝑖𝑖𝑛𝑛(Ψ𝑇𝑇)�𝑞𝑞1
Ψ3 , 𝑄𝑄2 = (1−𝑐𝑐𝑐𝑐𝑠𝑠(Ψ𝑇𝑇)𝑞𝑞1)

Ψ2  𝑄𝑄3 =
(Ψ𝑇𝑇−𝑠𝑠𝑖𝑖𝑛𝑛(Ψ𝑇𝑇)𝑞𝑞1)

Ψ2 , 𝑄𝑄4 = 𝑞𝑞1𝑇𝑇 , 𝑄𝑄5 = 𝑞𝑞2𝑇𝑇, Ψ = 6 is a constant angular 
rate. 

Figure 5 (a) and (b) show the measurement frame at time step 
20 for 6.71dB and 12  dB peak respectively. 

 
                                (a)                                      (b) 
Fig. 5. Measurements Frame (20): (a) for 6.71dB Peak SNR, (b) for 12dB Peak 
SNR for CT model. 

In figure (6) the probability of presence is shown for a SNR of 
6.71 dB. Existence probability probability is still increase above 
frame 7 until frame 17 and still stable until frame 25. Therefore, it 
drops rapidly following the target disappears from the monitoring 
region after frame 25. 

Figure (7) shows the true and estimated target trajectories for 
coordinate turn model, the estimated trajectory is very close to the 
true trajectory.  

Figure (8) shows the position RMSE for three different peak 
SNR conditions (3.18 dB,6.71 dB, 12 dB). The position error is 
lower in 6.71 dB than 3.18 dB. As it can be seen, the PF-TBD was 
able to closely track the target even under low SNR.  
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Fig. 6. True and Estimated Target Trajectory for SNR=6.71 dB 

 
Fig. 7. True and Estimated Target CT Trajectory for SNR=6.71 

 

Fig. 8. Position RMSE for the PF-TBD for differnet peak SNR 

6. Conclusion 

In this paper, to manipulate moving weak targets, the PF-TBD 
algorithm is proposed for two dynamics models (CV and CT). The 
major advantage of the track-before-detect approach based on 
target existence variable and as a result, the developed particle 
filter can detect and track low SNR maneuvering target. The results 
from the simulation show that the PF-TBD algorithm has a 
successfully detection and tracking performance, both for constant 
velocity and coordinate turn models of moving targets, under 
severe conditions such as high noise or low SNR. Therefore, 
further work will mainly concentrate on how to detect and track 
multiple targets in high noise and high clutter.  
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In this work, a representative combinational circuit is visualized in various
ways. It is abstracted (concretized) from transistor level to gate level and
a structure-preserving transition is carried out into a signal flow graph.
For creating a signal flow plan it is necessary to swap the nodes and the
edges in the signal flow graph. After having executed this action the result
is a signal flow plan. A value table exhibits the coding of the whole circuit.
Then the so called module view is used to get the familiar compact and
directed display and neighborhood relations are repeated once more, the
resolution method is used. It is observed that undefined results can occur in
digital circuits. But, these must be avoided in safety critical circuits. These
events have to be secured in practice by costly and expensive verification
and testing. In order to deal with the problem now, the structure-preserving
modeling has to be understood, since this is the only way to achieve a one-
purpose, qualitative and cost effective search for errors.

1 Introduction

This paper is an extension of work orginally presented at
the 20th IEEE International Symposium on DDECS 2017,
Dresden, Germany [1].

In order to ensure the functional safety of circuits or
systems which are regarded as critical to safety, the mu-
tual convert of models and functions is of great importance.
The inconsistency problem is omnipresent; therefore, the
essential claim for conformity with the formal derived func-
tion and the function derived from the real structure has a
present role [2]. The directed mode of operation of a sys-
tem should be represented by a circuit or switching table,
also called a table of values, one-to-one in the sense that
the encoding can be reproduced. In safety-critical circuits
it is necessary not defined results, which often occur in
complex circuits, to avoid or to monitor. The transferabil-
ity of circuits into additional and other display possibilities
is therefore a necessary property to ensure the functional
safety of safety-critical circuits. In this work, a representa-
tive combinational circuit is visualized in various ways. In
all these representations, however, it should be noted that
the "structure-preserving modeling and transfer" is main-
tained. This means that the formally derived function must

consistently match the function derived from the respective
representation type. Both functions must in no case have in-
consistencies, since only the fault-free function is included
in the circuit. Functional safety can be guaranteed by the
condition of the structure-based modeling and transfer.
To present the application we use an electrical circuit as a
use case. And visualize it in various ways like Gate Level
(GL), Signal Flow Graph (SFG), Signal Flow Plan (SFP),
Module View (MV), Resolution Method (RM) and KV di-
agram. During creation of different display possibilities,
we explain the rules of the structure-based modeling and
transfer. In addition, the mathematical axioms, which are
based on Propositional Logic (AA), are declared. The ad-
vantage of the method is that each type of representation
(respectively presentation) has a depth of accuracy, clarity
and compactness. The transferability of circuits into other
possibilities of directed representation is a necessary prop-
erty to ensure the functional safety of safety critical circuits.

Organization of the paper: First, the theoretical founda-
tions are briefly explained in Chapter 2. They are regarded
as basic knowledge in order to understand this work. Sub-
sequently, the implementation is described in detail by an
example in Chapter 3 and visualized by sketches and mod-
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els. In the end, the results and the core outline of the work
are summarized again and an outlook is given.

2 Theoretical Foundations

2.1 Category level (CL)

A B

f
objects: A,B
morphism: f

Figure 1: Morphism f from A to B

Morphisms are concretized on category level. A morphism
is a directed association between two objects being associa-
tive and identitive. In Fig. 1, the morphism f acts on object
A and is substituted (=) by object B.

2.2 Value table (VT)

The table of values, also known as truth table or switching
sequence table, is a tabular list of the truth value course of
a logical statement. In this table, the assignments of the
inputs are linked together and the states at the outputs are
shown binary. Value Tables (VT) are used for logic oper-
ations such as AND, OR, NAND and NOR gates, but also
for flip-flops or complex circuits [3], [4]. A value table thus
serves to represent the value of a composite statement as a
function of the truth values of its partial statements. Tab.
1 shows a truth table for a NOT (left), AND2 (middle) and
OR2 (right) function. The input for a NOT function is A
and for AND2 and NOR2 the inputs are A and B.

A NOT A A B A AND B A B A OR B
0 1 0 0 0 0 0 0
1 0 0 1 0 0 1 1

1 0 0 1 0 1
1 1 1 1 1 1

Table 1: Value table for NOT (left), AND2 (middle) and
OR2 (right) function in (0,1)

2.3 Combinational circuits (CC)
A B A NOR B
0 0 1
0 1 0
1 0 0
1 1 0

Table 2: Value table for NOR2 circuit

Under a combinational circuit is a circuit that is realized
with simple basic gates such as AND, OR and inverters to
understand. It realizes a one-to-one mapping, a function.
The outputs of this logic are dependent on the inputs, which
means there is no feedback from the outputs to the inputs.
The output variable is thus only a function of the input vari-
ables [4]. Tab. 2 shows the value table for NOR2 circuit.

NOR2 represents a combinational circuit, because the cir-
cuit does not include feedback.

2.3.1 Abstraction of a circuit

Under an abstraction of a circuit is a kind of "simplified"
representation to understand. A complex, combinational
circuit is shown in a different way, in order to make it eas-
ier to understand. However, in the various representations,
the core message of the output circuit must not be changed.
So the function of the circuit must not be changed when
transferring it to another representation. The circuit must
deliver the same function, no matter in which visual presen-
tation it is shown. For example, an abstraction of a circuit is
the transfer of a circuit from the transistor level to the gate
level. In addition, a circuit can be presented in its module
view (MV) (see section 2.10), which is an isomorphism to
the signal flow plan of the circuit. The aim of an abstrac-
tion of a circuit is the simplified or clearer visual design or
presentation.

2.3.2 Structural changeover and modeling

In order to be able to carry out a structure-faithful modeling,
it is to be known that two parallel connected transistors are
combined in propositional logic as follows. Fig. 2 shows
two transistors connected in parallel. VDD is the operating
voltage.
It is a complex gate with two inputs (A,B) and one out-
put (C) between which the logical link "OR" exists. This
OR2 outputs "1" at the output when one of the inputs are
assigned a "0". This means that if one of the two inputs is
assigned a "0", the output creates a "1". The two transistors
are connected in parallel, they must be concatenated (ad-
dition in field algebra). Furthermore the operating voltage
VDD has to be considered. It runs in series with each of the
two transistors, it muss be catenated (order, multiplication
in field algebra) with two transistors.

VDD VDD

A B

C

Figure 2: Example of parallel connected transistors

VDD

B

A

C

Figure 3: Example of serial connected transistors

www.astesj.com 473

http://www.astesj.com


F. R. Rasim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 472-482 (2018)

If C in Fig. 2 is to be expressed as a function (contrary to
logic, only true values can be processed in propositional
logic (see section 2.9)), then this is:

C =VDD · (A+B) (1)

In Fig. 3 two transistors are connected in series. It is a com-
plex gate with two inputs (A,B) and one output (C) between
which the logical link "AND" exists. This AND2 outputs
"1" at the output when both inputs are assigned a "0". This
means that if both of the two inputs is assigned a "0", the
output creates a "1". Furthermore the operating voltage VDD
has to be considered. It runs in series with each of the two
transistors, it muss be catenated with two transistors. C can
be expressed in propositional logic as follows:

C =VDD · (A ·B) (2)

Structure-faithful modeling unites function and structure
one-by-one in the sense of a monomorphism injective -
that is, the structure has at most one solution (this is the
function) - and of a epimorphism surjective - that is, the
function has at least one solution (that is the structure).
Such a mapping enables a one-to-one (local-bijective) and
understandable description of a generating system. Dur-
ing transferring into various presentation possibilities the
structure-faithful modeling has a significant role. It is ex-
traordinary important that the formally derived (modeled)
function coincide with the function generated by the real
structure. Consequently the function has to correspond
to reality and shall not exhibit any inconsistencies. Only
in this way the functionality of a circuit can be ensured.
Structure-faithful therefore means that the relation to real-
ity must never be lost during modeling. Shortly spoken,
each pin of the model at gate level (GL) must show up in
the real world at transistor level (TL). But, pins have to be
correctly labelled in reality at transistor level (TL). This is
mandatory.
During the transfer, it is also important that the function
generated from the real structure consistently matches the
function derived from the signal flow graph or any other
type of presentation. Only in this way the functionality of
the generating circuit can be ensured. In addition, there is
a structure-based transfer only in the absence of inconsis-
tencies. A transfer of the signal flow graph or of the circuit
into a value table must also be structure-faithful. Thus the
function derived from the evaluation table must correspond
to the same function derived from the signal flow graph or
the generated circuit. Shortly spoken, each undefined pin
of a given reality or not proper assigned signal of a given
model has to be shifted to undefined. We consistently use
the symbol "∗".

2.4 RS Buffer
In complex circuits, many structures exist that can create
undefined results. These undefined results must not occur
in safety-critical circuits, since otherwise the desired func-
tion of the circuit cannot be guaranteed. For this reason,
the RS buffer structure is established [2]. It can intercept
undefined cases in combination with a dual-rail approach.

Thus, it is possible to stabilize a complex circuit in its func-
tion without glitch. These stabilized states do not produce
unpredictable events and can therefore be processed by the
circuit without causing errors. Fig. 4 shows the circuit sym-
bol and Fig. 5 shows the circuitry of the RS buffer. The
value at the node X in the circuit corresponds to the value at
the pin Y , because of the inverter. Thus, the X is neglected
for the sake of clarity in the VT of Tab. 3. On closer exam-
ination of Tab. 3, it is noticeable that the RS buffer triggers
a switching process only during assignments (S,R) = (1,0)
and (S,R) = (0,1). The old state is retained for assignments
(S,R) = (1,1) and (S,R) = (0,0). The function for the out-
put Y is therefore Y = R(S∨Y )∨S(R∨Y ) =Y R∨Y S∨SR.

S R Y
0 0 Y
0 1 0
1 0 1
1 1 Y

Table 3: Value table of the
RS buffer [2]

+

R

S

Y

Figure 4: Circuit symbol of
the RS buffer

VDD VDD

VDD

Y

Min

X

Min

S

R

Long

Long

Figure 5: Circuit of the RS buffer [2]

2.5 Signal flow graph (SFG)
The signal flow graph (SFG) is a vividly method to present
the internal structure of a system or the interaction of sev-
eral systems. This presentation allows a better understand-
ing of the function as well as the interrelations of one or
more systems. In addition, the signal flow graph is the ap-
propriate tool for abstracting functions or connections to
one level above category level (associativity and not iden-
tity). The signal flow graph is a directed and weighted graph
whose nodes represent objects (sets) and its edges mor-
phisms (functions). The edges of this graph can be under-
stood in a dual view (SFP) as small processing units which
process incoming signals (edges) in a particular form and
then send the result to all outgoing edges (signals). Signal
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flow graphs are formally defined graphs [5]-[9].

2.6 Signal flow plan (SFP)
The signal flow plan (SFP) has a special significance in
control engineering and, with the representation method, is
based on a block diagram and adds to a further loan of the
relationships within a system. A signal flow plan is used to
identify the complexity of a system. This contains unidirec-
tional blocks, also called nodes, which transmit incoming
signals as small processing units into outgoing signals. In
the signal flow graph these are represented by edges. From
an SFP, the transfer function of a system can be derived.
The signals are redirected to edges, unlike the signal flow
graph. In the signal flow graph, they are represented by
nodes. Edges in a signal flow plan are also directed con-
nections between two nodes. They illustrate the effect of a
signal by its weighting. Furthermore, it is possible to trans-
fer a signal flow graph into a signal flow plan by transferring
nodes into edges and edges into nodes [5], [7], [9]. Fig. 6
shows a simple example of a signal flow plan derived from
a signal flow graph. The input signals x0 and x1 adds up to
an output signal y.

A

+

B

x0 x1

y

a b

x0

y

x1
A B

Figure 6: From a signal flow graph (above) to a signal
flow plan (below)

2.7 Boolean algebra (BA)
The switching algebra (boolean algebra) is based on deci-
sions and comparisons, so it can explain and visualize logi-
cal links very well. Successful results are represented by a
"1", unsuccessful results by a "0". These two symbols are
complementary to one another. At any time, each pin must
be occupied, because only then the system can be a total
system and can be calculated by the switching algebra. The
switching algebra is not sufficient for a detailed representa-
tion of a circuit. However, it is suitable for the functional
description without restrictions to the general [10].

2.8 Positive logic (PL)
In the positive logic the symbol "1" stands for a successful
event. Unsuccessful events are called undefined. Positive
logic is an event that occurs just as it is expected. This

means that if a negative event is expected and it occurs,
this event is considered successful. This also applies analo-
gously to a positively expected event. If a positive event is
expected and it occurs, then this event is also successful. In
the positive logic, therefore, only the "1" exists as a value
[11]. Here, we need a "0", too. Therefore, the "0" is also a
"1" but only a part (child) of the "1".

2.9 Propositional logic (AA)
The propositional logic comes from the formal logic and
can be continued into the switching algebra without restric-
tions to the general. This "Aussagenlogischer Ausdruck
(AA)" describes the relationship between statements. State-
ments can be seen partially in the propositional logic. This
means that there should be only one unary statement. The
symbols are true (w) and not false (f). The following ex-
ample is intended to illustrate the propositional logic: The
statement Y = (A∧B)∨C contains two statements and is
nevertheless unary, regardless whether is equal to a posi-
tive literal or a negative literal. The following statement
contains only one statement and is also unary Y = (A∧B).
Thus, in AA a statement is always true, only its comple-
mented content can be interpreted as "false". The logical
sign for a true statement is "w " or " f " [11], [12].

2.10 Module view (MV)
Through a model representation, a real system can be dis-
played simpler and clearer. The natural section of reality
can be simplified by model visualization, and the model
representation can also serve as a reference model for fur-
ther development of a system. In order to represent a
real circuit with real electrical components as a model, the
structure-faithful transfer is of great importance. In ad-
dition, it is necessary that in safety-critical circuits, the
modeling is performed structurally, because only then the
structure-related functional safety of the circuit is guaran-
teed. This means that the formally derived and modeled
function with which the function created by the real struc-
ture must be absolutely identical. Fig. 7 shows a simple
example of the asymmetric and irreflexive module view.
Due to the directed representation as a module view, a
clear visualization is achieved. You can see the input (in-
put vector) X , the output F and the programming vectors
Z and Y . By presenting it as a module view, the com-
plexity of the representation can be completely directed.

mX

Z

Y

F

Figure 7: Example of a module view

Only the inputs, outputs and programming vectors are seen.
The function, how exactly the interaction of these variables
ever is, is not described and explained. The function (tran-
sitive closure) is represented by m (model) [5].
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2.11 Resolution method (RM)

The resolution method (RM) is a method to check the truth
value. It is primarily about being able to prove the satisfi-
ability or unfulfillability. In order to provide this proof, a
clause set is extended by new clauses, called resolvents, un-
til an empty clause is generated. If this succeeds, the initial
quantity is unsatisfiable. Here, the clauses are conjunctions.
A set of clauses, therefore, is a disjunction. It follows that
if an empty clause can generated, the initial set is tautolog-
ical. Resolvent of clauses C1 and C2 (according to literal
l) is given in [13]. An example of the resolution method is
shown in Fig. 8. Here you can see that the clause set can
be non-tautologically fulfilled, since in the end no empty
clause can be generated. Will be a clause set with the re-
solvent resulting from their clauses, this results in a logi-
cally equivalent set of clauses. This can be reunited with
its resolvents without affecting satisfiability, and so on. If
finally the empty clause can be formed, a tautological set is
proven. In the other case, for example if the last clause is
not empty, this is the proof of the satisfiability of the disjun-
vtive clauses.

X = {{A,B,C},{A,B,C},{D,C}}X = {{A,B,C}, {A,B,C}, {D,C}}

{A,C}

{A,D}X = {A,D}

Figure 8: Example of a resolution

The resolution method obeys the following neighborhood
relations:

• The resolver {y,z} (largest common cover) can be
generated from the clauses {x,y} and {x,y,z}.

• The resolver {} can be generated from the clauses
{x} and {x}.

Definition: Let C1 be a clause containing the literal l and
let C2 be a clause containing the literal l. Then the clause is
called:

C = (C1\{l})∪ (C2\{l̄}) (3)

2.12 KV diagram

The Karnaugh-Veitch diagram (KV diagram) is used for the
clear presentation and simplification of Boolean functions
into a minimal expression. A KV diagram can be used to
transform any disjunctive normal form (DNF) into a mini-
mal disjunctive logical expression. The diagram is labeled
with the variables at the edges. Each variable occurs in
negated form (negative literal) and not negated form (posi-
tive literal). The assignment is arbitrary. However, it should
be noted that horizontally and vertically adjacent fields may
only differ in exactly one variable [4].

Z A A

B

B 1 1

0 0

0 1

2 3

Z = B

Z A A

B

B

C C C

1 0 0 1

1 0 0 1

0 1 23

4 5 67

Z =C

Figure 9: KV diagram examples

Minterm Method:

• Try to group as many horizontally and vertically ad-
jacent fields as possible that contain a "1" (1, 2, 4, 8,
16, 32, ...).

• A block may continue over the right / left or bottom
of the chart.

• From these identified blocks so many are to be se-
lected that all "1" fields are covered (Fig. 9).

• Now the conjunct terms are formed.

• These conjunctive terms are linked with an OR and a
DNF results.

Maxterm method: This method differs from the Minterm
method in the following points:

• Instead of ones, zeros are combined into blocks.

• Subsequently, disjunction terms are formed.

• These disjunction terms are AND, resulting in a con-
junctive normal form (CNF).

3 Implementation

VDD

VDD

A

X

B

Z

B

A
PU

PD

Figure 10: Simple electrical circuit at transistor level (TL)

In this Chapter, an electrical circuit is considered at the tran-
sistor level in Fig. 10. Afterwards, the circuit is transfered
from the transistor level into the gate level in a structured
manner. It should be noted that the analog circuit, that
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is, the circuit at transistor level, is described at the gate
level in propositional logic. Subsequently, the circuit is
converted into a signal flow graph and signal flow plan at
the gate level. Various possibilities for the representation
of the output circuit, then such as the evaluation table, the
module view or the resolves are presented. With all these
possibilities of representation, it should be noted that the
respective derived function must not have any inconsisten-
cies that means, the formally derived function must agree
with a function generated from a real structure (TL). Fig.
10 shows the circuit at the transistor level, this circuitry is a
combinational circuit because there are no feedback lines,
which is to be transferred to the gate level. It is a complex
gate with three inputs and an output.

3.1 Concretization to gate level
The analysis of a circuit at the transistor level is more de-
tailed and more complex than viewing at the gate level,
since the representation in gates is only a "model" which al-
lows a simplified and clear view of the circuitry. The trans-
fer of a structure at the transistor level into a structure at the
gate level is therefore a concretization (often called abstrac-
tion) and serves to increase the clarity and simplify the un-
derstanding of the structure. From propositional logic and
category point of view, however, transistor level (parent) is
the abstraction of the gate level (child). This is important to
keep in mind.

In the first step is now the electrical circuit transferred to
the gate level. First, the pull-up (PU) and the pull-down
(PD) are viewed separately from each other. When the tran-
sistors of the pull-up or pull-down are connected in parallel,
they must be concatenated. On the other hand, when the
transistors are connected in series, they must be catenated.
Furthermore the operating voltage VDD has to be considered
in the pull-up. This runs in series with each of the two lines
of the pull-up. And the mass potential runs serially to both
line of the pull-down.
The transistors in the PU are switched with a "0" low-active
input and the transistors in the PD are switched with a "1"
high-active input. PU and PD are connected by a composi-
tion (concatenation). With the composition it is meant that
different things are substituted but do preserve their directed
manner (the morphisms are preserved). This composition
ensures the RS buffer in Fig. 5. In Fig. 5 after the pull-
down, a switch "¬" is installed in order to meet the proposi-
tional composition (we use switch to replace the two levels
"0" and "1", we can switch from one level to another). The
function of the RS buffer has already been explained in the
basic chapter. The operating voltage is usually designated
with VDD, the reference point is the mass with the low-active
input GND (since the gate level has been in AA, the ground
is written as GND). Please keep in mind that pins have to
be coded correctly. You have to choose the correct literals,
either positive literals or negative literals.

In the second step subcircuits are described as concrete
mathematical functions in the propositional domain (in the
AA domain). It should also be noted that each partial cir-
cuit is basically at least disjunct, in this case even comple-

mentary, this mean a pull-up (PU) and a pull-down (PD).
Pull-up means that the output is pulled up to the operating
voltage VDD. This part of the circuit is low-active since a
logical "0" must be present at the primary input in order to
trigger the switching process. The PD draws the output to
the mass potential. It is referred to as high-active, since a
logical "1" must be present at the primary input, so that a
switching process is triggered. For example, Tab. 3 shows
the functionality of the RS buffer. The operation is assumed
to be already known. Thus, the circuit consisting of a PU
and a PD has the following equation:

Y = PU +¬PD = S+¬R (4)

Eq. 4 will play an important role in the later course of the
work. After all steps, as explained above, have been carried
out, a structure-preserving model at the gate level results.
Important is, that during all steps inconsistencies must not
occur. In Fig. 11, the electrical circuit is now displayed in
propositional logic at gate level. As described above, the
PU and PD are summarized using the composition. In ad-
dition, a switch is built between PD and the composition.
Its task is also to highlight the low-active input of the RS
buffer. It is important that the stars here in the continuation
only serve as a "monitor" for checking. If the circuit is de-
signed correctly, each star (∗) can only supply a "0".

In the third step, the node Z (pin Z) is expressed in a func-
tion: The PU and PD is connected to the composition "+".
The operating voltage VDD flows in series with the inputs
in the PU . The mass runs serially to all inputs in the PD.
The switch between composition and pull-down switches
the logic value of the last part to a negative literal - the sub-
stitute of its complement in Eq. 4. In summary, it should be
emphasized that viewing at the gate level (in propositional
logic) allows a directed and more simplified view, which
makes the derivation of the function at node Z easier.
The node X is treated as another input. Thus, it must be
noted that node X affects the PU and the PD. Furthermore,
the PU and the PD are linked by a composition. This com-
position works like an RS buffer. The inputs are then linked
to the logical operators. Not to forget is the switch, which is
between PD and the composition. This "switches" the part
of the function belonging to the PD. The operating voltage
VDD and the mass run serial to the inputs.
The stars (∗) also serve (Fig. 11) for to check the correct-
ness of the circuit. For example, each individual star can
only assume the value "0" in order to ensure that the circuit
is correctness. Fig. 11 shows the structure-faithful model-
ing of the circuit at gate level (in AA). After the circuit is
transferred to gate level, the node Z can be expressed as a
mathematical function in Eq. 5.

Z =VDD · (X +A ·B)+¬(GND · (A+B) ·X) (5)

The circuit at gate level in Fig. 11 shows the concreteness
of the output circuit (Fig. 10). As described above, it was
transferred from the transistor level to the gate level in a
structure-preserving manner. The functions derived at the
transistor level and the functions derived at the gate level
must be identical with respect to their partial order (di-
rected manner), this means the function of the circuit must
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not be changed by the transfer. Only then is the transfer a
structure-faithful one.

∧

VDD

∧

∧

+

∧

∧

VDD

∧A
B

X

X
B

A

∗ ∗

∗

Z

∗ ∗

∗

PU

PD

Figure 11: Simple electrical circuit at gate level (in AA)

The gate level can be viewed as a model view. It serves to
increase clarity as well as contribute to an understanding of
the circuit.

3.2 Transfer to a signal flow graph (SFG)

With the basic knowledge from Chapter 2, the function Z is
now transferred step by step into an SFG at Fig. 12.

GND

Z

VDD

(A,B) ·XA ·B

X

Figure 12: SFG of electrical circuit

For the creation of SFG, it is determined which signals are
visualized in a node and which are represented by an edge.
The operating voltage VDD and the ground GND are visu-
alized by a node, while the inputs, also the X , are used as
edge weights for the processing of the signals. The operat-
ing voltage is catenated by the inputs A, B and X . Please
remember that we are in propositional logic. The nega-
tive literal A is not the complement of A but can be sub-
stituted by the complement of A, A = A. BA is constituted
by A = ¬A. Thus, VDD represents a node while the inputs
with the switch reside on the edges. The third edge has as
an edge weight the catenation of the X with the two inputs
A and B. The mass is represented as a node. The switch
(bubble at node Z) must be considered as shown in Fig. 12.

These three edges end at to the node Z. The switch, which
must be installed here, is not to be forgotten. These two
edges concatenate to the node X . When looking at the Z
function it is noticeable that the node X has a major influ-
ence on this function:
It is important that the function Z generated from the real
structure is consistent (in the direction) with the functions
derived at the gate level and the signal flow graph. The SFG
allows a further comprehensible and simple visual consider-
ation of the problem. The system is represented simply and
visually by weighted, directed graphs. In dual sense (SFP),
blocks are small processing units that process incoming sig-
nals (that are edges) in a certain form and send the result to
all outgoing edges (that are signals). In Fig. 12, the comma
"," means in parallel. We use the comma "," to write dif-
ferent things next to each other but preserving the directed
manner. Since the directions have to be preserved in the
structure faithful modeling and transfer, we announce two
edges A and B next to each other. From Fig. 12 follows
equation 6:

Z =VDD · (X +A ·B)+¬(GND · (A+B) ·X) (6)

3.3 Transfer to a signal flow plan (SFP)

As already explained, the node can be interpreted in the dual
sense as a partition, a signal, and an edge over its weight as
processing (operation) of the signal. Thus it generates (sub-
stitutes) a new signal. The states of the output circuit are to
be found in the nodes. The edges are supplemented with
their weights. If the electrical circuit is now considered
more closely at gate level, the background knowledge of
this work can be used to derive a signal flow plan. It is im-
portant to know that the function which is derived from the
signal flow graph has to coincide with the function which
is derived at the gate level. For only then the modeling has
been done in a structured way and the relation to reality has
not been lost. In order to be able to transmit a signal flow
graph into a signal flow plan, the following must be carried
out. By interchanging nodes and edges, a signal flow graph
results in a signal flow plan and vice versa.
In order to set up a signal flow plan one has to determine
which signals are visualized in a node and which are repre-
sented by an edge. The edge is a directed line, which con-
nects two nodes and effects the processing of a signal via
its weight. The mass as well as the operating voltage rep-
resent the nodes in the SFG. The primary inputs are shown
as edges. The signal flow plan (action plan) is used to de-
termine the complexity of a system. The nodes (blocks) in
a signal flow plan are small processing units that transmit
incoming signals on edges into outgoing signals on edges.
Fig. 13 shows the signal flow plan derived from the signal
flow graph of the electrical circuit. The signals, in this case
the edges (nets) of the signal flow plan, are found on the
nodes of the signal flow graph. The nodes (blocks) of the
signal flow plan are found in the edges of the signal flow
graph.
After the gate level of node Z has been transferred to a sig-
nal flow plan, the signal flow plan is displayed in a module
view (Fig. 14).
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A ·X B ·X

+

X A ·B

GND GND VDD VDD

Z

a · x b · x x a ·b

Figure 13: SFP of an electrical circuit

M2

A,B
A,B
X ,X

GND

VDD

F

∗

Figure 14: Module-view of an electrical circuit

This digital structural element serves for further simplified
viewing of the real system. This further simplifies under-
standing of the structure. The module-view for node Z has:

• an input vector (inputs): A, B, A, B and X ,X

• a programming vector (states): GND and VDD

• an output vector (output): Z =: F

As the MV is using the transitive closure it preserves all
pins (that occur in reality). Therefore, it is structure-faithful
and a compact presentation of the circuit.
Within M2, the function is outdated here. We can con-
vert this function from MV to other display posibilities
structure-faithful.
At the star (∗) we should only observe the "0".

3.4 Evaluation table of the circuit
In the next step the node Z (Eq. 7) of the output circuit (Fig.
11) is shown in the form of a total switching table (in pos-
itive logic (Tab. 4), followed by the partial switching table
in positive logic (Tab. 5).

Z =VDD · (X +A ·B)+¬(GND · (A+B) ·X) (7)

The function in Eq. 7 can be expressed as follows:

Z = (Z,Z)

=VDD · (X +A ·B),¬(GND · (A+B) ·X)

=VDD · (X +A ·B)+¬(GND · (A+B) ·X)

= PU +¬PD (8)

In Eq. 7, the node Z is represented in different versions.
Z = (Z,Z) means that Z is a partition of two blocks pro-
vided by a positive and a negative literal. The last part of
Eq. 7 means that Z consists of two parts, the pull up and
the pull down. The relationship between PU and PD is the
same as already shown in Eq. 4, not to forget the composi-
tion "+" between PU and PD, the RS buffer.
Tab. 3 is also required in order to be able to set up the
switching table. The operating voltage VDD depends on the
pull-up. It is important to know that if only the operating
voltage supplies a "1", a reliable switching process can be
present in the PU . The pull-down depends on the mass,
GND. A switching operation in the PD can only take place
when the mass is at "0".
Tab. 4 shows the total switching table of node Z in posi-
tive logic (PL). On closer examination of the table it can be
seen that this table is composed of three divisional tables.
The result of the PU and the PD and the node Z represent a
further table. The coding universe for the PU consists of the
operating voltage VDD and (A,B,X). For the PD, the cod-
ing universe consists of (A,B,X) and GND. Thus the table
for the PU and PD has a total of 24 = 16 assignments. The
output Z represents the respective state for the one-to-one
coding of the table.
The lower part of the table (last eight lines) represents as-
signments which tend not to trigger any switching opera-
tions. The reason for this is that during the pull-up the oper-
ating voltage VDD can only assume the value "1". The mass
does not matter. For pull-down, GND must only have the
value "0", so that a switching operation is triggered. The
operating voltage does not matter.
The results of the pull-up and the pull-down are calculated
by Eq. 7. In order to determine the resulting node Z, Tab.
3 is to be considered. It represents the relationship between
PU and PD.
In the next step, the total switching table Tab. 4 (in PL) is
transferred to a partial switching table Tab. 5 (in PL). The
correctness of the partial switching table is only given be-
cause a structure correct transformation and modeling has
taken place. This ensures that the circuit has been designed
without errors and thus a partial switching table can be ap-
plied without errors.
Tab. 5 shows the partial switching table of node Z. The
operating voltage is unsignificant for the PD, whereas in
the PU it can trigger a switching operation only with a "1".
The mass is meaningless for the PU , whereas only a "0" the
mass in the PD, triggers a switching process. Thus the last
eight lines of the total switching table is lost. For the safety
of a defect-free structure it can be firmly assumed that in
these assignments, the output Z assumes the states in Tab.
5.
The symbol ∗ represents undefined.

3.5 Resolution method for the circuit
In the last step, the node Z (Eq. 9) of the output circuit (Fig.
11) is entered into a KV diagram.

Z =VDD · (X +A ·B)+¬(GND · (A+B) ·X) (9)
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PU PD

GND X A B VDD VDD X A B GND PU PD Z

∗ 0 0 0 1 ∗ 0 0 0 0 1 ∗ 1
∗ 0 0 1 1 ∗ 0 0 1 0 1 ∗ 1
∗ 0 1 0 1 ∗ 0 1 0 0 1 ∗ 1
∗ 0 1 1 1 ∗ 0 1 1 0 1 ∗ 1
∗ 1 0 0 1 ∗ 1 0 0 0 1 ∗ 1
∗ 1 0 1 1 ∗ 1 0 1 0 ∗ 1 0
∗ 1 1 0 1 ∗ 1 1 0 0 ∗ 1 0
∗ 1 1 1 1 ∗ 1 1 1 0 ∗ 1 0
∗ 0 0 0 0 ∗ 0 0 0 1 ∗ ∗ ∗
∗ 0 0 1 0 ∗ 0 0 1 1 ∗ ∗ ∗
∗ 0 1 0 0 ∗ 0 1 0 1 ∗ ∗ ∗
∗ 0 1 1 0 ∗ 0 1 1 1 ∗ ∗ ∗
∗ 1 0 0 0 ∗ 1 0 0 1 ∗ ∗ ∗
∗ 1 0 1 0 ∗ 1 0 1 1 ∗ ∗ ∗
∗ 1 1 0 0 ∗ 1 1 0 1 ∗ ∗ ∗
∗ 1 1 1 0 ∗ 1 1 1 1 ∗ ∗ ∗

Table 4: Total switching table (in PL): PU , PD and Z

X for PU A for PU B for PU
VDD GND PU PD Z

X for PD A for PD B for PD
0 0 0 1 0 1 ∗ 1
0 0 1 1 0 1 ∗ 1
0 1 0 1 0 1 ∗ 1
0 1 1 1 0 1 ∗ 1
1 0 0 1 0 1 ∗ 1
1 0 1 1 0 ∗ 1 0
1 1 0 1 0 ∗ 1 0
1 1 1 1 0 ∗ 1 0

Table 5: Partial switching table (in PL): PU , PD and Z

For this purpose, Eq. 9 must be converted into a DNF sys-
tem, as can be seen in the following.

Z =VDD ·X +VDD ·A ·B+¬(GND ·A ·X)

+¬(GND ·B ·X) (10)

Due to the different terms of the Eq. 10, a better understand-
ing of the KV diagram is to be developed in Fig. 15. It is
noticeable that some fields overlap in the diagram. In partic-
ular, this fields are occupied by "1" and "¬1". The question
is how this field actually looks in the KV diagram in AA.
Now Eq. 10 is a concrete equation (Category Level). The
KV diagram for this equation is to be represented in AA. In
this case, the switch "¬" is substituted by complement since
the KV diagram is in the Aussagenlogik (AA), the proposi-
tional logic, the logic of statements. The KV diagram now
looks as Fig. 16. The blocks of the KV diagram (Fig. 16)

are now determined from Eq. 10 as follows:

(A∧B∧VDD)∨ (X ∧A∧GND)∨ (B∧X ∧GND)

∨(X ∧VDD)∨ (VDD∧GND) (11)

Therefore in Eq. 11, VDD ∧GND represents a redundant
block, a redundant prime implicant. This case is visual-
ized by dashed lines. This part of the equation is now used
for resolving. Fig. 17 shows the resolution method for node
Z. The clauses ({A,B,VDD}, {X ,A,GND}, {X ,B,GND},
{X ,VDD}) are derived from Eq. 10. In order to be able to
determine the clauses, the equation was first transformed
into a DNF system in order to connect the switch ne-
glected. Only by neglecting the switch can a resolvent
be formed. In order to determine the folowing clauses
({A,B,VDD,GND}, {A,B,VDD,GND}, {X ,A,GND,V DD},
{X ,A,GND,VDD}, {X ,B,GND,V DD}, {X ,B,GND,VDD},
{X ,VDD,GND}, {X ,VDD,GND}), the ones in the KV dia-
gram (Fig. 16) have to be viewed individually. {VDD,GND}
comes from prime implicant (dashed lines) of Fig. 16.
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Figure 15: KV diagram for Z (electrical circuit in PL)
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Figure 16: KV diagram for Z (electrical circuit in AA)

{A,B,VDD,GND}{A,B,VDD,GND}{X ,A,GND,V DD}{X ,A,GND,VDD}

{X ,B,GND,V DD}{X ,B,GND,VDD}{X ,VDD,GND}

{A,B,VDD} {X ,A,GND}

{X ,B,GND} {X ,VDD}

{X ,VDD,GND}

{A,B,VDD,GND} {A,B,VDD,GND} {X ,A,GND,V DD} {X ,A,GND,VDD}

{X ,B,GND,V DD} {X ,B,GND,VDD} {X ,VDD,GND}

{VDD,GND}

Figure 17: Resolution method for the electrical circuit in PL
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So it is noticeable that the KV diagram shows additional in-
formation when looking at the ones. The ones that can be
useful in resolving are selected. Resolves can be generated
only from certain clauses. As already explained in Chapter
2, the following holds: The resolver {y,z} can be generated
from the clauses {x,y} and {x,y,z}. The resolver {} can be
generated from the clauses {x} and {x}. The prime impli-
cant (dashed) in the KV diagram is made up of this clause:
VDD, GND.
This clause resolves from three different clauses, as shown
in Fig. 17.

4 Conclusion
The transferability of circuits into other possibilities of rep-
resentation is a necessary property to ensure the functional
safety of safety critical circuits. In this work an output
circuit has been visualized in various display possibilities.
Each type of presentation has its advantages and disadvan-
tages. Moreover, each type of representation has a depth
of accuracy, clarity and compactness. However, all of these
representations are common in that their "structure-faithful
modeling and transition" must be preserved. This means
that a formally derived function has to match consistently
with the function derived from the respective representation
type. Both functions must in no case have inconsistencies,
because only then the fault-free function of the circuit can
be maintained. Shortly spoken, each pin of the model at
gate level must show up in the real world at transistor level.
But, pins have to be correctly labelled in reality. This is
mandatory.
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Cloud computing allows users and enterprises to process their data in
high performance servers, thus reducing the need for advanced hardware
at the client side. Although local processing is viable in many cases,
collecting data from multiple clients and processing them in a server
gives the best possible performance in terms of processing rate. In
this work, the implementation of a high performance cloud computing
engine for recognizing handwritten digits is presented. The engine
exploits the benefits of cloud and uses a powerful hardware accelerator in
order to classify the images received concurrently from multiple clients.
The accelerator implements a number of neural networks, operating in
parallel, resulting to a processing rate of more than 10 MImages/sec.

1 Introduction

We live in the era of ‘Big Data’, where a
vast amount of structured, semi-structured and
unstructured data are being generated at an
ever-accelerating pace and can be mined to obtain
valuable information. The most commonly used
approach to process this kind of data is to aggregate
raw data into large datasets, probably extend them
with metadata, and then apply machine learning
and/or artificial intelligence algorithms in order to
identify repeatable patterns [1]. Artificial neural
networks are a rapidly developing category of
machine learning structures that give computers
the capability to learn without being explicitly
programmed to perform specific tasks. They
consist of different layers for analyzing and learning
data. Each layer consists of a large number of
highly interconnected processing elements (neurons),
working together to learn from previous data in
order to solve specific problems by making proper
decisions.

Boltzmann Machine (BM) is a typical example of
a neural network structure. BMs are probabilistic
Markov Random Field models that use a layer
of hidden variables to model a distribution over
input variables, called visible variables. In general,
learning a Boltzmann machine is a computationally

demanding process. However, the learning problem
can be simplified by imposing restrictions on
the network topology, which leads to Restricted
Boltzmann Machines (RBMs)[2]. RBMs are structured
as bipartite undirected graphs, which results
to efficient inference implementation, and are
particularly capable of learning complex features.
The last few years, many applications based on
RBMs have been developed to cover a large variety
of learning problems, such as image classification,
speech recognition, collaborative filtering and so on.
One such example application is the recognition of
handwritten digits. Learning an RBM corresponds
to fitting its parameters, so that the distribution
represented by the RBM models the distribution
underlying the training data, handwritten digits in
this case [3]. The storage resources and the time
required not only to train an RBM but also to make
real-time predictions on new coming data increases
exponentially with the number of parameters. Thus
the development of a handwritten digit recognition
application on a single user machine is a non-trivial
task.

Nowadays, cloud computing solutions provide
new capabilities to users and enterprises for
processing their data remotely in high performance
servers. Users do not have to invest in information
technology infrastructure, reducing the need for
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advanced hardware at the user side. In addition,
cloud providers specialized in a particular area, such
as image processing, can bring advanced services to
a single user, complex services that are not easily
afforded by individual users. Another important
benefit is the high processing rate that can be achieved
when a high performance server is used for processing
requests from multiple independent users.

In this work, which is an extension of the work
originally presented in [4] and [5], we exploit the vast
amount of resources provided by cloud computing
along with the high computation capabilities offered
by hardware accelerators in order to build a complete
cloud-based engine that can be used in real-time
handwritten digits recognition (HDR). The engine
collects images from multiple sources over the cloud
and processes them as fast as possible resulting
in high processing rate. The high processing
rate is achieved by using a powerful hardware
accelerator that implements a number of neural
networks operating in parallel. A major advantage
of the proposed engine is that the training of the
neural networks is not only performed once during
initialization of the system, but it is also fed with
new images periodically, thus improving the accuracy
of the prediction results. The engine is presented in
detail in the sections that follow.

Section 2 gives an overview of existing
implementations, especially on handwritten digits
recognition. Section 3 analyzes Restricted Boltzmann
Machines and how they can be modified in order
to be used to solve classification problems, such
as image recognition. Section 4 presents the
architecture and the functionality of the proposed
cloud-based computing server. Section 5 highlights
the communication interface between the server and
the hardware accelerator. Section 6 describes in
detail the implementation of the neural networks,
with emphasis on the architecture of the dedicated
hardware accelerator. A complete system prototype
was developed, which is presented in Section 7.
Experimental results that demonstrate the system
performance in terms of processing rate for both
implementations are also presented.

2 State of The Art

The scientific area of automatic handwriting
recognition is of great interest for both academia
and industry. Existing algorithms are so efficient in
learning to recognize handwritten digits that they are
used, for example, by post offices to sort letters and
banks to read personal checks. MNIST is the most
widely used dataset for studying handwritten digit
recognition [6]. State-of-the-art models that present
accuracy results in the range of 0.35% down to 0.23%
error rates are based on large Convolutional Neural
Networks (CNNs), either in the form of a deep single
network optimized with various training techniques
or as a committee of many smaller networks [7], [8],

[9]. The best results so far, 0.21% error rate, have
been claimed by an approach based on regularization
of neural networks using DropConnect [10].There is
a listing of the state-of-the-art results and links to
the relevant papers on the MNIST and other datasets
collected by Rodrigo Benenson [11].

The disadvantage of CNNs is that they are very
resource-demanding and their training and inference
procedures are extremely time-consuming. As the
amount of data increases, machine learning moves
to the cloud and big clusters of high-performance
servers are used for providing real-time results. Most
works mainly deal with implementing the training
procedure by using distributed servers over the
cloud ([12], [13]) or by using higly scalable FPGA
implementations ([14], [15]). In this work, a high
performance computing engine that accepts images
from multiple clients over the cloud and classifies
them with high accuracy is presented.

Figure 1: Discriminative RBM modeling the joint
distribution of inputs and target classes.

3 Classification Restricted
Boltzmann Machines

Restricted Boltzmann Machines are usually used
as feature extractors for other learning algorithms or
as initializers for deep feedforward neural network
classifiers, not as standalone classifiers. However,
authors in [16] have proposed a discriminative
variant of RBMs that can be used autonomously in
classification tasks offering good performance results.
The bipartite undirected graph of such an RBM is
illustrated in Figure 1. Given a training set Dtrain =
{(x1, y1), ..., (xi , yi), ..., (xD , yD )}, where i denotes the i-th
example of the set consisting of an input vector xi and
the corresponding target class yi ∈ {1, ...,C}, we use the
specific RBM to model the joint distribution between
a layer of N hidden variables h = (h1, ...,hN ), usually
referred as features, and the observed variables (x,y).
It is a parametric model where the parameters Θ =
(W,b,c,d,U) represent the following:

• W: Weights matrix between x and h

• U: Weights matrix between ey and h

• b,c,d: Respective biases of x, h and ey

and ey = (1i=y) for i ∈ {1, ...,C} the ‘one out of C’ vector
representation of y.

We consider the binary version of the model where
each node, hidden or visible, may be in one state, ON
or OFF. A node adopts a new state as a probabilistic
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function of the states of its neighboring nodes and the
weights on its links to them. It stands:

p(hj = 1|y,x) = sigm(cj +ujy +
∑
i

wjixi) (1)

p(xi = 1|h) = sigm(bi +
∑
j

wjihj ) (2)

p(y|h) =
exp(dy +

∑
j ujyhj )∑

for all y exp(dy +
∑
j ujyhj )

(3)

where sigm(x) = 1/(1 + e−x) is the logistic sigmoid
function.

After the model has been trained, the conditional
probability p(y|x) is used for classification. The
conditional probability p(y|x), can be computed using
p(y|x) = argmin(F(y,x)):

F(y,h) = −dy −
∑
j

log(1 + e(cj+ujy+
∑
i wjixi )) (4)

where F(y,h) is called free energy.
In order to train an RBM to solve a particular

classification problem, an objective has to be defined
that the learning procedure will try to minimize for
all examples in the dataset Dtrain. It is possible to
choose among various different objective functions,
but generally the following three are used [17]:

• Generative Training Objective

• Discriminative Training Objective

• Hybrid Training Objective

3.1 Generative Training Objective

Given that the model defines a value for the joint
probability p(x,y), a natural choice for a training
objective is the generative objective:

Lgen(Dtrain) = −
|Dtrain |∑
i=1

logp(yi ,xi) (5)

Computing logp(yi ,xi) and its gradient with
respect to any RBM parameter Θ is intractable.
Fortunately it has been shown that the gradient
can be well approximated using the Contrastive
Divergence estimator. The analytical computation
is replaced by an estimate at a sample generated
after a limited number of Gibbs sampling steps, with
the sampler’s initial state for the visible variables
set at the training example (xi , yi). A single Gibbs
sampling iteration is usually sufficient to learn a
meaningful representation of the data [18]. Then, this
gradient estimate can be used in a stochastic gradient
descent procedure for training. A pseudocode of
the procedure is given in Algorithm 1, where γ
is the learning rate. Usually, the weights (W,U)
are initialized using small random values, while the
biases (b,c,d) are initially zero. Ideally, RBMs require

parameter updating after each single example, but
mini-batch updating can be also used. However, in
order to ensure fast model convergence, the batch size
should remain relatively small.

Algorithm 1 RBM Training over (x,y) using 1-step
Contrastive Divergence
Input: wij

for all training samples (x,y) do
1. Calculate p(h = 1|x,y) for all hidden nodes

Sample the hidden distribution < h0 >

2. Perform Gibbs sampling for k steps (k=1):

Calculate p(x|h0) for all visible nodes and
p(y|h0) for all target nodes

Sample the visible distribution < xk > and
the target distribution < yk >

Calculate p(h = 1|xk , yk) for all hidden
nodes

Sample the hidden distribution < hk >

3. Calculate gradients:

gW =< hk > ∗ < xk > − < h0 > ∗x
gU =< hk > ∗ < yk > − < h0 > ∗y
gb =< xk > −x
gc =< yk > −y
gd =< hk > − < h0 >

4. Update weights and biases:

W ′ =W −γ ∗ gW
U ′ =U −γ ∗ gU
b′ = b −γ ∗ gb
c′ = c −γ ∗ gc
d′ = d −γ ∗ gd

end for

3.2 Discriminative Training Objective

The generative training objective can be
decomposed as follows:

Lgen(Dtrain) = −
|Dtrain |∑
i=1

logp(yi |xi)−
|Dtrain |∑
i=1

logp(xi) (6)

This means that the RBM classifier will dedicate
some of its capacity at modeling the marginal
distribution of the input only. Since classification is
a supervised learning task and we are only interested
in obtaining a good prediction of the target given the
input, we can ignore the unsupervised part of the
generative objective and focus on the supervised part.
So, the discriminative training objective is defined as:

Ldisc(Dtrain) = −
|Dtrain |∑
i=1

logp(yi |xi) (7)

The most important advantage using this training
objective is that it is possible to compute exactly its
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gradient with respect to the RBMs parameters for each
example (xi , yi). For the various model parameters it
stands:

• For Θ = (c,W,U):

ϑ logp(yi |xi)
ϑΘ

=
∑
j

sigm(Oyi j (xi))
ϑOyi j (xi)

ϑΘ

−
∑

j,f orally

sigm(Oyj (xi))p(y|xi)
ϑOyj (xi)

ϑΘ

(8)

whereOyj (x) = cj+ujy+
∑
iwjixi for hidden node

j.

• For Θ = (d):

ϑ logp(yi |xi)
ϑdy

= 1y=yi − p(y|xi),∀y ∈ {1, ...,C} (9)

• For Θ = (b) the gradient is zero, since the input
biases are not involved in the computation of
p(y|x).

3.3 Hybrid Training Objective

The effectiveness of both generative and
discriminative approaches on various problems has
been studied and it has been shown that they
have quite different properties. For classification
tasks, adding the generative training objective to
the discriminative training objective is a way to
regularize the second one. To adapt the amount of
regularization, the Hybrid Training Objective can be
used:

Lhybrid(Dtrain) = Ldisc(Dtrain)−αLgen(Dtrain) (10)

where the weight α of the generative part can be
adjusted based on the performance of the model on
a validation set.

3.4 Training using MNIST

In this work, RBMs were applied on a classic
classification problem, handwritten digit recognition
using the MNIST dataset [6]. MNIST is a large
database of handwritten digits, commonly used for
training various image processing systems. The
database is also widely used for machine learning and
pattern recognition methods. The original MNIST
dataset is used here, which contains 60,000 training
and 10,000 test examples with 28x28 grey-scale
images corresponding to all 0-9 digits. This is a
multiclass classification problem, where the number
of target classes is 10. Before final integration, the best
parameters for the RBM model should be selected.
These parameters include the number of hidden
nodes N , the learning rate γ , which training objective
is minimized, the generative weight α, as well as the
batch size bs. For that reason, a complete Matlab

simulation model was developed and the effect of the
different parameters was studied using a validation
set. It should be noted that for the specific problem,
Hybrid Training led to faster convergence.

Figure 2: The HDR Computing Engine Architecture

4 HDR computing engine
architecture

Based on Classification RBMs, a high performance
computing engine able to serve a large amount of
real-time requests for detecting the correct values
of handwritten digits was implemented. This is
a complete infrastructure with multiple entities
specially designed either for training of already
accumulated data or for real-time classification of
multiple new images. Concerning the neural
networks implementation, both software modules
and dedicated hardware accelerators were developed.

The architecture of the proposed HDR computing
engine is shown in Figure 2. This engine accepts
requests from various clients from the cloud and
processes them in real-time. The system is composed
of three basic entities, which are a) Handwritten
Digits Recognition clients, b) Handwritten Digits
Recognition servers and c) Handwritten Digits (HD)
training server. The HDR clients can either be
individual clients or sets of sub-clients that are
serviced by an HDR client that combines their
requests in a single data stream. Each HDR client is
associated with a dedicated HDR server. The number
of HDR servers that are executed at any given time
is variable and is determined by the number of HDR
clients that are supported. The main advantage of the
proposed architecture is that it does not use a set of
predefined parameters but it uses the information of a
large number of clients for continuously updating the
weights and biases of the HDR algorithm, achieving
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Figure 3: Hardware Adaption Engine - Interfacing with the HDR hardware accelerator

high accuracy for a given complexity. The HD training
server is responsible for updating these parameters.
More specifically:

HDR Clients: A two-way TCP/IP connection [19]
between every HDR client and a dedicated HDR
server is established. They exchange variable size data
blocks, serviced either partially for better latency or as
a whole block for better processing rate.

HDR Servers: When a request for a new connection
arrives, a new HDR server thread is activated. Each
thread receives bunches of images by its client and
stores them temporarily to its local memory. Each
HDR server may accept different types of requests
from its client. The requests may differ at the number
of images per block, the image size, i.e. 16x16 or
28x28 pixels, and pixel information coding (1 bit per
pixel, 8 bits per pixel etc.). The server uses either
its built-in processing capability to serve the requests,
which means that the neural network is implemented
in high-performance software, or forwards them to a
dedicated hardware accelerator.

HD Training Server: The HD training server
receives data and performs the training of the RBM
neural networks. The data are forwarded to the
HD training server either during initialization of the
system or periodically during normal operation. In
the latter case, the HDR servers send a random
subset of images along with the information regarding
the digit recognition. After training, the HD
training server is responsible for sending the updated
parameters, weights and offsets, back to all neural
networks.

Concerning the neural network implementation
there are three possible configurations.

(i) Software-only Configuration: a software NN
(sNN) is initialized per HDR thread. Each
NN accepts images by its corresponding thread,

classifies them and returns the predicted digits.

(ii) Hardware-only Configuration: a small number
of NNs implemented in hardware (hNN)
is available to all server threads and is
shared among them. The execution time
is much smaller compared to the software
implementation and that results to much higher
processing rate. The hardware accelerator is
based on a powerful FPGA board attached to
the computing engine’s CPU using a high-speed
interface, either native PCIe Gen 3.0 with more
than 1 GBps useful transfer rate [20] or the
Coherent Accelerator Processor Interface (CAPI)
[21]. An entity called Hardware Adaptation
Engine (HAE) provides a seamless interface
between the server threads and the accelerator.
This entity is described analytically in the next
section. Each HDR server does not use a
specific hNN but whichever is available. The
hardware accelerator may consist of multiple
FPGA boards and/or GPUs. Although this
architecture is significantly more efficient, in the
case of a heavy workload, each hNN may have to
process a huge bunch of images. In this case, a
hybrid configuration is most preferable.

(iii) Hybrid Configuration: the images are still
processed by the hardware accelerator (hNNs)
but when the processing delay exceeds the
software execution time, then the sNNs start
receiving some of the images for classification.

5 Hardware Adaptation Engine

The HDR servers receive bunches of images from
their clients and store them in a FIFO at the input
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of HAE. Each HDR server has its own dedicated
FIFO. HAE is responsible for forwarding these images
for recognition to the hardware accelerator. HAE
consists of multiple functional units that are shown
in Figure 3. Initially, the Profiler decides the next
block of images that has to be forwarded to the
Soft-multiplexer. The number of images per block
is selected so that the total system performance is
maximized. The Soft-multiplexer interfaces with the
hardware accelerator through Block/Character device
drivers. The drivers and the accelerator communicate
through shared host memory areas. When the images
have been processed by the accelerator, a response
with the digits values is fed back to the proper HDR
server. A more detailed description of the HAE
functional units follows.

5.1 Profiler

It is responsible for selecting the next block of
images that has to be handled by the Soft-multiplexer.
The Profiler decisions depend on the number of
pending commands and the total response statistics
(execution time etc.). The HDR servers inform
the Profiler about their pending commands, while
the Soft-multiplexer provides timing information
regarding command execution. Initially, the Profiler
selects the commands of the next block using either a
round-robin or a static algorithm with fixed priorities.
When enough statistics have been collected, dynamic
allocation that takes into consideration the current
load is feasible.

5.2 Soft-multiplexer

It makes the basic calls for interfacing with the
Character/Block device drivers (e.g. open, close,
pwrite, pread, ioctl etc). The Soft-multiplexer
processes the selected block, extracts the commands
and forwards them to the drivers. After receiving
a notification for the completion of a command,
the Soft-multiplexer forwards a response to the
corresponding server thread. The soft-multiplexer
also informs the Profiler about the execution time of
each bunch of images.

5.3 Character/Block Device Driver

It is responsible for transferring the data from
user space to kernel space and vice versa, for address
translation and interrupt handling. The commands
are associated with a data structure, in the form of
a descriptor, which is the basic information provided
to the hardware accelerator. The Device Driver
activates the Command and Response Handler for
forwarding commands and receiving the respective
responses from the accelerator. The Command
Handler accepts commands, creates the descriptors
and stores them in a shared host memory area (Host
Descriptors Queue). Each descriptor may contain one
or more commands, associated with data from the

same or different HDR servers. When a block of
descriptors has been processed and their responses
are ready, the accelerator sends an MSI-X Interrupt to
notify the Response Handler that responses are stored
in another shared host memory area (Responses
Queue). The Response Handler decodes each
response and forwards the corresponding results to
the Soft-multiplexer.

At the accelerator’s side, the Command Processor
is responsible for accessing the descriptors at
the host’s main memory and transferring them
into accelerator’s local memory (Device Descriptors
Queue). It decodes the descriptors, transfers the
requested images using a DMA engine and feeds
any available hNN. When the image processing has
been completed the Response Generator prepares the
responses that contain the classified digits, stores
them in the Responses Queue and sends an interrupt
to the Device Driver.

6 Neural Network Implementation

For better exploitation of the hardware resources,
images of 16x16 pixels, with 1 bit/pixel, are used.
This can be achieved by proper prefiltering and
scaling, without affecting significantly the total
system’s accuracy. For this image size each hNN uses
less hardware resources, thus enabling more hNNs
to be integrated in the given accelerator resources,
while the accuracy is only slightly reduced. These
images are generated by the original ones after
proper filtering and optimum threshold application.
The pre-processing takes places at the client side
before transmission. Before moving to the actual
neural network implementation, a theoretical analysis
of certain parameters regarding the prediction
procedure is necessary.

6.1 Theoretical Analysis

As aforementioned, classification is based on the
calculation of free energy [22], given by (4). For
implementation purposes this equation is rearranged
as follows:

Sm =
Nv∑
i=1

(vi ·WVi,m) +HBm (11)

LEk,m = log(1 + exp(Sm +WTk,m)) (12)

Fek = −(
Nh∑
m=1

LEk,m + T Bk) (13)

tk = 1 :min(Fek) (14)

where Nh is the number of hidden nodes, Nt the
number of target nodes, m ∈ [1,Nh], k ∈ [1,Nt], vi
is visible node i, hm is hidden node m and tk is
target node k. Fek is the free energy of target node
k. Regarding the weights and biases, VBi are the
biases of visible nodes, T Bk are the biases of target
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Figure 4: The influence of different training datasets on classification’ s accuracy.

nodes, HBm are the biases of hidden nodes, WV are
the weights between visible and hidden nodes and
WT are the weights between target and hidden nodes.

In order to study more thoroughly the accuracy
of the proposed implementation and validate its
effectiveness under a broader set of images, the initial
dataset was extended with shifted versions of the
original images. More specifically, four additional
datasets were created, each one being a shifted copy
of the initial one. The images were shifted to the
left, right, up or down by a single pixel. In this
way, the final dataset is a superset of the original
one. Training was performed using both datasets, the
original non-shifted one and, to keep the dimensions
the same, a randomly selected collection of 60,000
images from the shifted dataset.

Figure 4 shows the effect of the training dataset
on the classification accuracy of the model, when it is
applied on three individual datasets, the original test
dataset with the non-shifted images, the test dataset
with the images that have been shifted left by one
pixel and the test dataset with the images that have
been shifted up by one pixel. As expected, the use of
the shifted version for training leads to better overall
accuracy, except in the case of the original dataset
and for a small number of hidden nodes. This is
explained by the fact that an RBM can model fewer
dependencies when it includes a small number of
hidden nodes, thus being subject to overfitting on the
training dataset. Similar results can be taken for the
datasets with the one-pixel right and down shifting.

Figure 4 also helps to specify the number of
hidden nodes that will be used in both the software

and hardware implementations of the neural network.
It is obvious that the choice of 32 hidden nodes
is a satisfactory trade-off between accuracy and
complexity. By choosing 64 hidden nodes the
accuracy improves only 2.2%, while the hardware
complexity increases almost 8 times.

6.2 Software only Configuration

As described in Section 4, each HDR server
receives requests from multiple clients. In software
implementation each HDR server implements one
RBM neural network. In order to have multiple
sNNs operating in parallel, the server application
is multithreaded, one thread per neural network.
When a high performance CPU engine is used,
multithreading results to better exploitation of the
available cores. Software multithreading is mostly
effective on multiprocessor or multicore systems,
where actual parallel or distributed processing is
feasible.

Each thread is responsible for classifying the
incoming images, by calculating their free energy (4)
with respect to each one of the ten possible classes.
Therefore, vector and matrix operations dominate
the computations. To achieve high performance, the
threads use off-the-shelf highly-optimized libraries
that exist for a variety of computer architectures.

6.3 Hardware only Configuration

Regarding the implementation of the hardware
accelerator, a major consideration involves the
arithmetic, fixed or floating-point, that will be
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Figure 5: Accelerator Architecture

used for the calculations. The proposed design
uses fixed-point arithmetic for all linear functions
(add, mul, cmp) and single-precision floating-point
for non-linear functions, like log and exp in (12).
To specify the range of the fixed-point arithmetic,
simulations were run and statistics were collected
based on all available training and test data patterns.

Figure 6: Accuracy vs Fractional bits (Nh = 32)

Figure 6 shows the accuracy results for various
fixed-point number configurations. It can be seen
that by using 16-bits fixed-point numbers, with the
first 8 bits being used for the sign bit and the integer
part and the remaining 8 bits for the fraction, a good
classification accuracy of 95% can be achieved.

The proposed architecture is based on equations
(11), (12) and (14) and is organized into three separate
phases, shown in Figure 5. The time required
to execute each phase determines the performance
increase that can be achieved by proper pipeline.
Whenever needed, the results of each phase are stored

in shared memories and/or cascaded registers. The
weights and biases are stored in dual-port RAMs
and/or FIFOs, so that they are initialized/updated
during system operation when new training data have
been used.

A detailed description of the three phases
comprising the accelerator architecture follows:

(i) Phase 1: Each image consists of a set of
pixels, which are represented as binary values.
This simplifies the multiplication part of (11),
since instead of arithmetic multiplications, low
complexity multiplexing functions can be used.
The incoming image determines the weights
that have to be used in the sum of products.
Figure 7 shows a detailed scheduling of the
operations implemented in this phase. Each
load operation refers to reading WV values
from memory. The sel of each multiplexer
is connected to the corresponding pixel of the
input image. This module needs 2 clocks
to perform load and mux operations in order
to feed the adder trees. After this point all
additions are completed in 6 clocks. A total of
4 such modules is used.

Each of these modules includes 256 adders
and is responsible for calculating 8 Sm results.
Equation (11) determines that a total of 32 Sm
results is needed. Every module operates in a
pipeline manner. Although each Sm needs 8
clocks to be calculated, by using pipeline a total
latency of 37 clocks is achieved.

(ii) Phase 2: Apart from the first addition, phase 2
is implemented using floating-point arithmetic.
It was designed using the functionalities of
Xilinx’s Floating-point IP core [23]. The
architecture of phase 2 and the respective
timing diagram is given in Figure 8. Equation
(12) is implemented in two similar and with
same latency stages: exp(a + b) and ln(a + b).
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Figure 7: Phase 1 of Accelerator Architecture: Addition and Multiplexing Scheduling

Figure 8: Phase 2 of Accelerator Architecture: Block Design (left) and Timing Diagram (right)

Figure 9: Phase 3 of Accelerator Architecture: Block Design

Therefore, two LE values can be calculated
simultaneously using pipeline. For optimum
performance, multiplexing of the incoming
Sm values is performed, thus reducing the
hardware complexity without decreasing the
processing rate, and then fixed-to-floating
point transformation is applied. Since the
Fixed-point addition with the Fixed-to-Floating
(F2F) operation lasts for less than the duration
of each of the aforementioned processing stages,
the same floating-point circuit (indicated with
a dotted line) can be used for processing
continuously a stream of Sm values. Since a
total of NhxNt LE values have to be calculated,

the number of such circuits is determined by
the multiplexing/demultiplexing used. Fl2Fi
in this figure corresponds to floating-to-fixed
transformation. Phase 2 is the slowest phase
of the whole accelerator. Reducing its latency
would lead to improvement of the whole
processing rate of the accelerator. To achieve
this, sets of four LE values are calculated
simultaneously. However, the required DSP
resources are doubled.

(iii) Phase 3: The last phase is divided into two
distinct sub-phases. The first accumulates the
LEk,j inputs from Phase 2 to produce the Fek

www.astesj.com 491

http://www.astesj.com


E.Bougioukou et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 483-495 (2018)

Figure 10: Pipeline strategy applied between processing phases

results (13). The second sub-phase uses the
Nt computed Fe values in parallel and in a
few clock cycles determines the digit (14) that
corresponds to the class of the input image.
Figure 9 presents the architecture of Phase 3.

Since all these phases have different processing
times and do not require all the results of the previous
phase to be available in order to proceed, pipeline can
be used for increasing the whole system’s processing
rate. The latency of phase 1 is 37 clocks. In phase 2
the latency is 48 clocks and 10 such circuits are used
in parallel. The combined latency for phase 3 is 10
clocks and 10 circuits implementing the accumulation
process are used. Therefore the total latency per hNN
without pipeline is 95 clock cycles. A pipeline of two
is used and so the module is ready to receive new
images every 48 clock cycles, with a latency of 52
clock cycles, as shown in Figure 10.

7 System Prototyping and
Performance Results

The above described HDR Cloud Service has been
implemented and tested in Xeon and Power8 servers
(Table 1) while the hardware accelerator has been
implemented in a Virtex-7 FPGA. For generating
various workloads, an i7 server has been used, where
various clients were implemented with user-defined
workload patterns. The HDR clients send bunches of
images over 1 Gbps ethernet link.

7.1 Software only Configuration

The applications of clients and servers were
developed in C. Provided that HDR servers are
multi-threaded, a very popular API is used for
threading an application, known as POSIX Thread
[24]. Also, CBLAS library is used for performing all
the necessary vector and matrix operations. The OS
of all platforms is Linux ubuntu 15.10.

In order to validate the efficiency of
this configuration, the data rate achieved (in
KImages/secs) for various computing servers (Table 1)
and for various bunches of images (KImages/req) was
measured. To preserve consistency with the hardware

implementation, the number of hidden nodes used in
sNNs is 32.

Table 1: Clients and Server Platforms

Platfrom CPU Memory
Cores GHz GB Type MHz

Xeon 6 1.60 16 DDR3 2133
Power8 4 3.00 64 DDR4 1600/1333
Power8 8 3.32 64 DDR4 1600/1333

When the number of images per request is small
the total performance drops because the time between
consecutive requests is much higher compared to the
processing time of each request. On the other hand,
the number of images per request does not affect the
performance when it is more than a few hundreds
since the overhead is absorbed. This can be seen in
Tables 2 and 3.

Table 2: Processing rate [KImgs/sec] using software
HDR implementation (Nt =32 and 1KImgs/req)

Number of HDR Clients
Servers 1 4 16 64

Intel Xeon 13.20 55.01 82.31 83.10
Power8 16.12 50.52 95.01 98.14
Power8 14.39 46.92 149.03 171.86

Table 3: Processing rate [KImgs/sec] using software
HDR implementation (Nt =32 and 10KImgs/req)

Number of HDR Clients
Servers 1 4 16 64

Intel Xeon 13.31 55.36 82.11 82.77
Power8 16.20 59.82 98.13 100.09
Power8 14.48 54.88 155.33 171.20

Based on Tables 2 and 3, it is evident that the
system performance has a linear relation with the
number of HDR clients. For a small number of
clients, the system is not fully utilized due to the
communication overhead. Each client waits for the
completion of a request before sending a new one.
As the number of clients increases, this overhead is
amortized and full system utilization is achieved. So,
the performance increases with the increase in the
number of clients. The performance reaches different
maximum values, depending on the server platform

www.astesj.com 492

http://www.astesj.com


E.Bougioukou et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 1, 483-495 (2018)

Figure 11: Processing rate using hardware HDR implementation over PCIe

Figure 12: Processing rate using hardware HDR implementation over CAPI

used. This is mainly due to the fact that each server
has different number of CPU cores (Table 1). As
mentioned, when multiple threads are running, they
are distributed to different cores and exploit better the
capabilities of each CPU.

7.2 Hardware only Configuration

As far as the accelerator is concerned, based on
the latency numbers provided above, a processing
rate of 2.6 MImages/sec, at 125 MHz, is achieved
by each hNN module. To maximize the total
accelerator performance, four hNN modules operate
in parallel. That results to a total processing rate of

10.4 MImages/sec, at 125 MHz. The limitation of four
modules is introduced by the available resources of
the specific Virtex-7 FPGA board (Table 4).

The accelerator supports two interfaces, PCIe Gen
3.0 with 8 lanes and Coherent Accelerator Processor
Interface (CAPI). In both cases, a databus of 1024
bits is used that provides images up to four hNNs
simultaneously.

The accelerator was attached to a Power8 server
with 8 cores (Table 1). For each interface (PCIe, CAPI)
two different sets of experiments were conducted in
order to measure the performance of the hardware
configuration. The results concerning the PCIe are
shown in Figure 11. The left part illustrates the
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accelerator’s processing rate by varying the number
of images per request as well as the number of
hNNs implemented in the accelerator. In this case,
the images are stored locally to the server and not
received from multiple clients over the network. The
number of images per request does not affect the
performance when 1 or 2 hNNs are implemented in
the accelerator. The rate is 2.6 MImages/sec and
5.2 MImages/sec correspondingly. When 4 hNNs
are integrated, the maximum rate (10.4 MImages/sec)
is achieved when each request contains at least 2K
images.

Table 4: Implementation parameters of a neural
network (Nt =32, XC7VX690T-2 Virtex-7 FPGA)

Phase 1 Phase 2 Phases 3-4 Total

BRAMs 4 % 1 % 1 % 6 %

DSP - 13 % - 13 %

FFs 1 % 3 % 1 % 5 %

LUTs 7 % 8 % 1 % 16 %

Slices - - - 18 %

The right part of Figure 11 illustrates the
processing rate, when 4 hNNs operate in parallel,
varying the number of connected clients over the
network. It is obvious that the maximum rate of
this set-up can be achieved even for a small number
of active clients. Although in the case of 4 hNNs
the maximum achievable rate is 10.4 MImages/sec
it can be seen that the maximum processing rate of
the whole set-up is less due to the used network
interface (934.4 Mbps data rate over a 1 Gbps Ethernet
link), since the communication interface becomes the
systems bottleneck. Nevertheless, the system with
1 Gbps network interface and hardware acceleration
is up to 21 times faster compared to the software
implementation.

The achieved processing rates when CAPI is
used are shown in Figure 12. The performance is
slightly better when 4 hNNs are implemented in
the accelerator as it can be seen in the left part
of the figure. In this case, the accelerator reaches
its maximum value even for a small number of
images per request. So, the configuration with
CAPI outperforms the configuration with native PCIe.
Traditional I/O attachment protocols, like PCIe,
introduce significant device driver and operating
system latencies, since an application calls the device
driver to access the accelerator and the device driver
performs a memory mapping operation. With CAPI
instead, the accelerator is attached as a coherent CPU
peer over the I/O physical interface.

8 Conclusions

The design and implementation of a computing
engine for handwritten digits recognition was

presented. This engine can be used for cloud
applications and achieves high performance, in
terms of processing rate, when a hardware
accelerator with multiple neural networks is used,
as demonstrated by experimental results. Details of
neural networks implementation on reprogrammable
logic have also been described. The architecture
can be parameterized in order to achieve the best
compromise between hardware complexity and
processing performance.

References
[1] A. Smola and S. VishwanathanKevin, Introduction to Machine

Learning. Cambridge, UK: Cambridge University Press, 2008.

[2] A. Fischer and C. Igel, “An introduction to restricted
boltzmann machines.,” in CIARP (L. Alvarez, M. Mejail, L. G.
Deniz, and J. C. Jacobo, eds.), vol. 7441 of Lecture Notes in
Computer Science, pp. 14–36, Springer, 2012.

[3] A. Fischer and C. Igel, “Training restricted boltzmann
machines,” Pattern Recogn., vol. 47, pp. 25–39, Jan. 2014.

[4] E. Bougioukou, N. Toulgaridis, and T. Antonakopoulos,
“Cloud services using hardware accelerators: The case
of handwritten digits recognition,” in Proceedings of the
6th International Conference on Modern Circuits and Systems
Technologies (MOCAST), (Thessaloniki), 4-6 May 2017.

[5] N. Toulgaridis, E. Bougioukou, and T. Antonakopoulos,
“Architecture and implementation of a restricted boltzmann
machine for handwritten digit recognition,” in Proceedings of
the 6th International Conference on Modern Circuits and Systems
Technologies (MOCAST), (Thessaloniki), 4-6 May 2017.

[6] Y. LeCun, C. Cortes, and C. Burges, “MNIST handwritten digit
database,” 2010. http://yann.lecun.com/exdb/mnist/.
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 In this modern age, information technology (IT) plays a role in a number of different fields. 
And therefore, the role of security is very important to control and assist the flow of 
activities over the network. Intrusion detection (ID) is a kind of security management system 
for computers and networks. There are many approaches and methods used in ID. Each 
approach has merits and demerits. Therefore this paper highlights the similar distribution 
of attacks nature by using K-means and also the effective accuracy of Random Forest 
algorithm in detecting intrusions. This paper describes full pattern recognition and 
machine learning algorithm performance for the four attack categories, such as Denial-of-
Service (DoS) attacks (deny legitimate request to a system), Probing attacks (information 
gathering attacks), user-to-root (U2R) attacks (unauthorized access to local super-user), 
and remote-to-local (R2L) attacks (unauthorized local access from a remote machine) 
shown in the KDD 99 Cup intrusion detection dataset. 
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1. Introduction 

On the Internet, users share valuable information around the 
world. The internet has created various ways to threaten the 
stability and security of interrelated systems. Both of these 
mechanisms are static and dynamic. Static mechanisms like 
firewalls and software updates provide dynamic security and 
mechanisms such as intrusion detection systems. Today, security 
is the most serious problem for getting valuable information. 
Therefore, static mechanisms or dynamic mechanisms are needed 
to protect individual information despite the precautionary 
technology. The intrusion detection system detects not only 
successful aggression, but also helps monitor and prevent timely 
action.  

The intrusion Detection System (IDS) is a standard component 
of a security infrastructure that allows network administrators to 
detect policy violations. Check all incoming and outgoing network 
activity and determine suspicious patterns that indicate network or 
system attacks from people trying to break or compromise the 
system. 

A secure network must provide the following: 

 Data confidentiality: Data transferred over the network 
must be accessible only  to  data  that  has  been approved  

accordingly. 

 Data integrity: Data must maintain integrity from when it 
is sent when it is received. No damage or loss of data from 
random events or malicious activities is accepted. 

 Data availability: The network must be resistant to service 
attack denial. 

IDS technology based on tracking process can be categorized 
into two approaches: 

Abuse/Signature detection: This technology searches for 
signature attacks and known signatures in network traffic and are 
used as a reference to detect future attacks. Regularly updated 
databases are usually used to store signatures of known attacks. 
The way this technology controls intrusion detection is similar to 
antivirus software. The advantage of this type of detection is that 
it can accurately and efficiently detect known attacks. Anomaly 
detection: This technology is based on tracking traffic anomalies. 
The gap between traffic is monitored and regular profiles are 
measured. Different implementations of this technology have been 
reserved based on metrics used to measure the deviation of traffic 
profiles. The advantage of this detection type is that it is well suited 
to detect unknown attacks. 

IDS are divided into two parts based on analysis and retention 
of audit data: 
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Host-based IDS (HIDS): HIDS is a home based tracking 
method that allows the system to collect data in the form of 
multiple host activity records, such as event logs and system logs. 
Since everything is in the host, there’s no need to install additional 
hardware or software [1]. The advantages of hosted IDS are to 
check the success or failure of attacks, monitor system activity, and 
detect attacks that IDS networks cannot detect, close tracking and 
real-time responses, are not required. 

Network-based IDS (NIDS): NIDS is a network approach that 
collects data directly from a network monitored as a packet 
instead of collecting data from a particular host / agent. Most 
NIDS are a free and easy-to-use operating system [2]. Network-
based IDS offers advantages such as low cost of ownership, easier, 
placement, network attack detection, evidence preservation, real-
time tracking and rapid response, and detection of failed attacks. 

2. Literature Review 

Most of intrusion detection system focused on four major 
attack categories such as denial of service, probe, user-to-root, and 
remote-to-local but this author specially emphasized on User-to-
Root (U2R) attacks in NSL-KDD dataset by using Weka tool. This 
paper focused on a comparative study analysis of user-to-root 
attack, which the attacker tries to access normal user account and 
gains root access information of the system based on several 
machine learning techniques such as navie bayes, random forest, 
J48, etc [3]. 

This paper analyzed anomaly intrusions detection system by 
using Random Forest classifier with Principal Component 
Analysis. The author got experimental results by using simulation 
connection dataset of NSL-KDD. The performance of the system 
was measured by using Precision, Recall and F-Measure. And also 
this paper was specially focused on to detect various attacks 
present in Denial of Service (DoS) such as Neptune, Smurf, Pod, 
Teardrop, Land, Back, Apache2, Processtable, Mailbomb [4].  

This paper used C4.5, CART (Classification and Regression 
Trees), Random Forest, and REP (Reduced Error Pruning) Tree to 
investigate the detection of intrusions contained in KDDCUP 1999 
DARPA dataset. And compared the performance of the above 
algorithms based on the measures such as Accuracy, Learning 
Time (in seconds) and Size of the Tree. According to the 
experimental results, Random Forest was better as it correctly 
identifies more number of instances than other. And the accuracy 
of the REP Tree was very less than other algorithms but the 
learning time of REP Tress is very less than other [5]. 

They used Support Vector Machine with Principal Component 
Analysis (PCA) to choose the optimum feature subset that was 
useful in applying for intrusion detection system. To determine the 
effectiveness and feasibility of the proposed IDS system, they 
choosed NSL-KDD dataset for simulation their system. They 
found that PCA algorithm is good to select a best subset of features 
for classification of intrusions. It can help to speed up the training 
and testing process of intrusions detection which is important for 
high-speed network applications [6]. 

In this proposed paper, several classification techniques and 
machine learning algorithms have been considered to categorize 
the network traffic. Out of the classification techniques, they have 

found nine suitable classifiers like BayesNet, J48, PART, JRip, 
Random Tree, Random Forest and REPTree. The comparison of 
these algorithms has been performed using WEKA tool [7]. 

Security has become a crucial issue for computer systems. IDS 
can protect to our computer network. Different classification and 
clustering algorithms have been proposed in recent year for IDS. 
In this paper, multiple algorithms were analyzed to find the 
optimal algorithm. At last the optimal algorithms Random Forest 
and DB Scan were occurred for IDS [8]. 

The purpose of this survey paper was to describe the methods/ 
techniques which are being used for Intrusion Detection based on 
Data mining concepts and the designed frame works. This survey 
paper stated the methods and techniques of data mining to aid the 
process of Intrusion Detection and the frameworks [9]. The 
concept of intercepting these two different fields, gives more 
scope for the research community to work in this area. New 
approaches enhanced the existing interference detecting system 
and it was a stepping stone to build effective and efficient IDS to 
detect different types of attacks [10]. 

This paper proposed a novel hybrid model for intrusion 
detection. The proposed framework in this paper may be expected 
as another step towards advancement of IDS. The Hybrid 
framework led to effective, adaptive and intelligent intrusion 
detection [11]. 

This paper drew the conclusions on the basis of 
implementations performed using various data mining algorithms. 
Combining more than one data mining algorithms had be used to 
remove disadvantages of one another and lead to a better 
performance than any single classifier. Different classifiers had 
different knowledge regarding the problem [12]. 

3. Methodology  

This section consists of the conversation of the two algorithms 
of data mining classification approaches. These are K-means and 
Random Forest. 

3.1. K-means Clustering Algorithm 

Clustering, based on distance measurements performed on 
objects, and classifying objects (invasions) into clusters. Unlike 
classification, classification because there is no information about 
the label of learning data is an unattended learning process. For 
anomalous detection, we can use welding and in-depth analysis to 
guide the ID model. Measurement of distance or similarity plays 
an important role in collecting observations into homogeneous 
groups. Jacquard affinity measurement, the longest common order 
scale (LCS), is important that the event is to awaken the size to 
determine if normal or abnormal. Euclidean distance is 
approximately two vectors X and Y in space Euclidean n-
dimensions, the size of the distance widely used for vector space. 
Euclidean distance can be defined as the square root of the total 
difference of the same vector dimension. Finally, grouping and 
classification algorithms need to be channeled effectively, 
massively, it possible to handle dimension of network data and 
heterogeneity [13]. 
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In this paper, we use K-means algorithm to cluster dataset 
connections. The K-means algorithm is one of the widely 
recognized clustering tools. K-means groups the data in 
accordance with their characteristic values into a user-specified 
number of K distinct clusters. Data categorized into the same 
cluster have identical feature values. K, the positive integer 
denoting the number of clusters, needs to be provided in advance. 
The steps involved in a K-means algorithm are given consequently: 
[14] 

1. K points denoting the data to be clustered are placed into 
the space. These points denote the primary group centroids. 

2. The data are assigned to the group that is adjacent to the 
centroid. 

3. The positions of all the K centroids are recalculated as 
soon as all the data are assigned. 

4. Repeat steps 2 and 3 until the centroid unchanged. 

This results in the partition of data into groups. The 
preprocessed dataset partition is performed using the K-means 
algorithm with K value as 5. Because we have the dataset that 
contains normal and 4 attack categories such as DoS, Probe, U2R, 
R2L.  

3.2. Random Forest Algorithm 

One of the most popular methods or frameworks used by 
scientists in the science of data is Random Forest. It is a supervised 
classification algorithm. It can be seen from its name, which is to 
create a forest by some way and make it random. There is a direct 
relationship between the numbers of trees in the forest and the 
results it can get: the larger the number of trees, the more accurate 
the result. But one thing to note is that creating the forest is not the 
same as constructing the decision with information gain or gain 
index approach [15]. 

Random Forests grows many classification trees. Each tree is 
grown as follows: 

1. If the number of cases in the training set is N, sample N 
cases at random – but with replacement, from the original 
data. This sample will be the training set for growing the 
tree. 

2. If there are M input variables, a number mM is specified 
such that at each node, m variables are selected at random 
out of the M and the best split on this m is used to split the 
node. The value of m is held constant during the forest 
growing. 

3. Each tree is grown to the largest extent possible. There is 
no pruning. 

There are many of top benefits of Random Forest algorithm. 
Some of these benefits are as follows: 

 Accuracy 

 Runs efficiently on large data bases 

 Handles thousands of input variables without variable 
deletion 

 Provides effective methods for estimating missing data 

 Maintains accuracy when a large proportion of the data are 
missing 

4. KDDCup 99 Dataset  

The evaluation of any intrusion detection algorithm on real 
network data is extremely difficult mainly due to the high cost of 
obtaining proper labeling of network connections. Due to the real 
sample cannot be gotten for intrusion detection, the KDDCup’99 
dataset is used as the sample to verity the performance of the 
misuse detection model. The KDDCup’99 dataset, referred by 
Columbia University, was arranged from intrusions simulated in a 
military network environment at the DARPA in 1998. It contains 
network connections obtained from a sniffer that records all 
network traffic using the TCP dump format. The total simulated 
period is seven weeks. It was performed in the MIT Lincoln Labs, 
and then announced on the UCI KDD Cup 1999 Archive [16]. 

KDDCup’99 dataset have two variations of training dataset; 
one is a full training set having 5 million connections and the other 
is 10% of this training set having 494021 connections. Since the 
whole dataset is huge, the experiment has been performed on its 
smaller amount of dataset that is 10% of KDD. Additionally, the 
KDDCup’99 dataset includes many attack behaviors, classified 
into four groups: Probe, Denial of Service (DoS), User to Root 
(U2R), and Remote to Local (R2L) [17]. These can be seen in table 
I. Normal connections are created to profile that expected in a 
military network. The detailed information of the two variations of 
training dataset can be seen in table II. 

Table I: Various Attacks and Categories 

Categories Attacks Subclass 

DoS back, land, Neptune, pod, smurf, teardrop 
Probe ipsweep, nmap, portsweep, satan 
U2R buffer_overflow, loadmodule, perl, rootkit 
R2L ftp_write, guess_passwd, imap, multihop, phf, 

spy, warezclient, warezmaster 
 

Table II: Number of Instances in KDD and 10% KDD 

Class Whole KDD 10 % KDD 

DoS 3883370 391458 

Probe 41102 4107 

U2R 52 52 

R2L 1126 1126 

Normal 972780 97278 

Total 4898430 494021 

 

The data set includes 41 features classifying the data records 
into normal or a type of attacks. The features consist of 34 types of 
numeric features and 7 types of symbolic features, according to 
different properties of attack. The nature of features can be divided 
into the following groups [18]. 

 Basic Features: Basic functions can be obtained from the 
packet header without checking the load.  
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 Content Features: Domain knowledge is used to assess the 
original TCP packet load. This includes features such as 
the number of unsuccessful login attempts. 

 Time-based Traffic Features: This function is designed to 
capture properties in the 2-second window. Examples of 
such functions are the number of connections to the same 
host every two seconds. 

 Host-based Traffic Features: Use the history window to 
estimate the number of connections (in the case 100) and 
not the time. Therefore, host-based functionality is 
designed to assess attacks that include two or more 
intervals. 

4.1. Pre-Processing 

KDDCUP 99 data set is pre-processed in order to make it 
suitable for the data mining learning algorithm.  Pre-processing is 
performed for the following reasons. 

Each record in the dataset consists of categorical as well as 
numeric features. Textual (plain) data is used for categorical 
features. K-means algorithm needs numeric data (either discrete or 
continuous).  The first step in pre-processing is to covert this 
categorical feature attributes to numeric attributes. For converting 
symbols into numerical form, an integer code is assigned to each 
symbol. For instance, in the case of protocol type feature, 0 is 
assigned to tcp, 1 to udp, and 2 to the icmp symbol and so on. The 
dataset contains three categorical attributes while the rest of the 
thirty eight attributes are numeric. Every category of an attribute is 
assigned a specific number. 

We have used K-means and Random Forest to define normal 
and attacks in the system. They need specific format so we have 
converted the dataset to K-means and Random Forest compatible 
format. 

5.  Experimental Results and Discussion 

To facilitate the experiments, we used eclipse java and weka 
tool to implement the algorithms on a PC with 64-bit window 7 
operating system, 4GB RAM and a CPU of Intel core i3-4010U 
CPU with 1.70GHz. Data come from MIT Lincoln laboratory of 
KDDCup99 data set. The table lists the number of instances 
available in the whole dataset, 10% of KDDCup’99 dataset.  

The analysis is performed by using K-means and Random 
Forest algorithms. We use K-means algorithm to generate 
heterogeneous dataset to nearly homogeneous dataset.  The 
clustering results of K-means algorithm are described from table 
III to table VIII. 

Table III: Detailed Information of Attack Categories in Cluster-1 

Attacks Total 
Records 

Correctly Classify 
Records 

Incorrectly 
Classify Records 

DoS 107219 107217 2 
Probe 1610 1605 5 
U2R 0 0 0 
R2L 6 3 3 
Normal 10 3 7 
Total 108845 108828 17 

 

Table IV: Detailed Information of Attack Categories in Cluster-2 

Attacks Total 
Records 

Correctly Classify 
Records 

Incorrectly 
Classify Records 

DoS 1067 1065 2 
Probe 1221 1207 14 
U2R 4 0 4 
R2L 1 0 1 
Normal 21235 21230 5 
Total 23528 23502 26 

 

Table V: Detailed Information of Attack Categories in Cluster-3 

Attacks Total 
Records 

Correctly Classify 
Records 

Incorrectly 
Classify Records 

DoS 280782 280782 0 
Probe 0 0 0 
U2R 0 0 0 
R2L 0 0 0 
Normal 16 14 2 
Total 280798 280796 2 

 

Table VI: Detailed Information of Attack Categories in Cluster-4 

Attacks Total 
Records 

Correctly Classify 
Records 

Incorrectly 
Classify Records 

DoS 2203 2202 1 
Probe 12 1 11 
U2R 46 29 17 
R2L 1087 1068 19 
Normal 75409 75398 11 
Total 78757 78698 59 

 

Table VII: Detailed Information of Attack Categories in Cluster-5 

 
Table VIII: Detailed Information of Attack Categories with Clustering 

Attacks Total Records Correctly 
Classify 
Records 

Incorrectly 
Classify Records 

DoS 391458 391452 6 
Probe 4107 4068 39 
U2R 52 29 23 
R2L 1126 1093 33 
Normal 97278 97249 29 
Total 494021 493891 130 

  

By analyzing the clustering results, the characteristics of 
Denial of Service (DoS) attacks are mostly related to themselves 
in cluster-3. And then, it is closely similar to the nature of Probe 
attacks in cluster-1. Probe attacks are also mostly related to DoS 
attacks in cluster-1. And then, it is nearly same with the nature of  

Attacks Total Records Correctly 
Classify Records 

Incorrectly 
Classify Records 

DoS 187 186 1 
Probe 1264 1255 9 
U2R 2 0 2 
R2L 32 22 10 
Normal 608 604 4 
Total 2093 2067 26 
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Normal by looking in cluster-5. Normal is mostly similar nature 
with User-to-Root attacks and Remote-to-Local attacks by 
studying in cluster-4. And then, Normal is related to Probe by 
studying cluster-2 and cluster-5. Normal is related to all attacks 
by looking in all 5 clusters because attacks mimic to normal 
behavior in intrusions. 

Then we apply Random Forest algorithm to know the 
intrusions and normal traffic. The performance of attacks 
categories with Random Forest algorithm in 5 clusters of K-means 
can be seen from table IX to table XIV. The Precision and Recall 
of the normal and attacks detection are good and the false positive 
rate is nearly zero. 

 
Table IX: Performance Analysis of Attack Categories in   Cluster-1 

 
Attacks False Positive 

Rate 
Precision Recall 

DoS 0.00738 0.999888 0.999981 
Probe 0.000009 0.999377 0.996894 
U2R 0 0 0 
R2L 0.000018 0.6 0.5 
Normal 0.000018 0.6 0.3 

 
Table X: Performance Analysis of Attack Categories in   Cluster-2 

Attacks False Positive 
Rate 

Precision Recall 

DoS 0 1 0.998125 
Probe 0.000224 0.995874 0.988533 
U2R 0.000042 0 0 
R2L 0 0 0 
Normal 0.008722 0.999058 0.999764 

 
Table XI: Performance Analysis of Attack Categories in   Cluster-3 

Attacks False Positive 
Rate 

Precision Recall 

DoS 0.125 0.999992 1 
Probe 0 0 0 
U2R 0 0 0 
R2L 0 0 0 
Normal 0.875 0 1 

 

Table XII: Performance Analysis of Attack Categories in   Cluster-4 

Attacks False Positive 
Rate 

Precision Recall 

DoS 0 1 0.999546 
Probe 0 0 0.083333 
U2R 0.000165 0.690476 0.630434 
R2L 0.000077 0.994413 0.98252 
Normal 0.000495 0.999483 0.999854 

 

Table XIII: Performance Analysis of Attack Categories in   Cluster-5 

Attacks False Positive 
Rate 

Precision Recall 

DoS 0.001049 0.989361 0.994652 
Probe 0.00965 0.993665 0.992879 
U2R 0.000478 0 0 
R2L 0.002911 0.785714 0.6875 
Normal 0.00606 0.985318 0.993421 

Table XIV: Performance Analysis of Attack Categories with K-means Clustering 

Attacks False Positive 
Rate 

Precision Recall 

DoS 0.000156 0.999959 0.999984 
Probe 0.000028 0.99657 0.990504 
U2R 0.00003 0.65909 0.557692 
R2L 0.000028 0.987353 0.969831 
Normal 0.000148 0.99928 0.999701 

 
6. Conclusion  

This paper presents a comparative analysis hybrid machine 
learning technique to detect Denial of Service (DoS) attacks, 
Probing (Probe) attacks, User-to-Root (U2R) attacks and Remote-
to-Local (R2L) attacks. We can know the similar nature of attack 
group by using K-means algorithm. And then we use Random 
Forest algorithm to classify normal and attack connections. The 
experiments show that, KDDCup 99 dataset can be applied as an 
effective benchmark dataset to help researchers compare different 
intrusion detection models. Future work includes analyzing with 
other data mining algorithms to classify attack categories and how 
it can detect on other real time environment dataset. 
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This paper is devoted to the analysis of aircraft dynamics in the cruise
flight phase under windshear conditions. The study is conducted with
reference to a point-mass aircraft model restricted to move in a vertical
plane. We formulate the problem as a differential game against the
wind disturbances: The first player, autopilot, manages, via additional
smoothing filters, the aircraft’s angle of attack and power setting. The
second player, wind, produces disturbances that are transferred, also via
smoothing filters, into most dangerous wind gusts. The state variables
of the game are subject to state constraints representing aircraft safety
conditions related, for example, to the altitude, path inclination and
velocity. Viability theory is used to compute the so-called viability kernels,
the maximal subsets of state constraints where an appropriate feedback
strategy of the first player can keep aircraft trajectories arbitrary long
for all admissible disturbances generated by the second player. A grid
method is utilized, and challenging computations in seven dimensions
are conducted on a supercomputer system.

1 Introduction

Atmospheric conditions such as windshear continue to
be considered as a source of potentially severe conse-
quences. They are dangerous for aircraft during land-
ing or take-off, because the wind gusts can occur at
relatively low altitudes. Nevertheless, windshear is
also dangerous during the cruise flight phase because
it can lead to violation of the prescribed flight level.

In view of threats related to wind disturbances,
there is permanent interest in designing robust aircraft
guidance and control schemes (possibly for use with
autopilots). The related question consists in finding
safety domains, i.e. sets of initial states from which
the control problem can be solved in the case of worst
wind disturbance whose components lie in a known
range.

There exist a large number of works devoted to the
problem of aircraft control in the presence of severe
windshears. In particular, papers [1–6] address the
problem of aircraft control during take-off in winds-
hear conditions. In works [1] and [2], the wind velocity
field is assumed to be known. It is shown that open

loop controls obtained as solutions of appropriate op-
timization problems provide satisfactory results for
rather severe wind disturbances. Nevertheless, it is
clear that the spatial distribution of wind velocity can-
not be measured with appropriate accuracy, and there-
fore feedback principles of control design are more
realistic. Different types of feedback controls are pro-
posed in papers [3–6]. In [3], the design of a feedback
robust control is based on the construction of an ap-
propriate Lyapunov function. Robust control theory
is used in [4] to develop feedback controls stabilizing
the relative path inclination and (in [5] and [6]) for the
design of feedback controls stabilizing the climb rate.

An approach based on differential game theory (see
e.g. [7]) is presented in paper [8] in connection with the
problem of landing. A high dimensional nonlinear sys-
tem of dynamic equations is linearized and reduced to
a two-dimensional differential game using a transfor-
mation of variables. The resulting differential game is
numerically solved, and optimal feedback controls are
constructed and tested in the nonlinear model against
a downburst.
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Another method, also based on differential game
theory, is used in papers [9] and [10] to find feedback
controls that are effective against downbursts. This ap-
proach assumes the computation of the value function,
which is a viscosity solution (see. e.g. [11] and [12]) of
an appropriate Hamilton-Jacobi equation. The numer-
ical implementation utilizes dynamic programming
techniques described in [13] and [14]. The case of
known wind velocity field as well as the case of un-
known wind disturbances are considered.

Recent investigations [15] and [16] utilize a method
(see [17]) for the fast computation of rough approx-
imations of solvability sets in linear conflict control
problems. Using techniques of sequential linearization,
this method is applied to nonlinear aircraft dynamics
to design an appropriate control for take-off in the
presence of downbursts.

The current paper addresses the problem of re-
taining trajectories in an appropriate flight domain
(AFD) corresponding to the cruise flight phase (cf. [18]
and [19]). Viability theory (see e.g. [20]) provides nu-
merical methods (see e.g. [21], [22], and the Appendix)
for finding the viability kernel, i.e. the largest set of
initial states lying in the AFD from which viable tra-
jectories emanate. More precisely, it includes all initial
states for which there exists a feedback control that
generates trajectories remaining in the viability ker-
nel for all possible admissible wind gusts. In the case
where the initial state does not belong to the viability
kernel, there exists a method of designing a wind dis-
turbance such that all trajectories violate the AFD for
all possible controls.

As for wind conditions, it is assumed that only
bounds on the wind velocity components are imposed.
The dynamics of the aircraft will be considered as a dif-
ferential game (cf. [9] and [10]) where the first player
chooses control inputs, whereas the second player
forms the worst wind disturbance. It is assumed that
the first player is able to measure the current state vec-
tor, whereas the second player can measure both the
current state vector and the current control (“future”
values are not available) of the first player. There-
fore, the second player may use the so-called feedback
counter strategies (see [7]).

The current paper has common features with the
open-access publication [23] concerning the model de-
scription and solution method. It should be noted that
the publication [23] is mainly focused on theoretical
fundamentals of the differential game approach. Re-
garding computational results, paper [23] formulates a
problem of constructing the viability kernel in seven di-
mensions and performs several steps of the algorithm
to show its feasibility. In contrast, the current paper ad-
dresses aspects of implementation on large scale grid
computers and completely solves the above mentioned
seven-dimensional problem including simulation of
optimal trajectories.

The paper is structured as follows:
Section 2 outlines a point-mass aircraft model de-

scribing the vertical motion of a generic modern re-
gional jet transport aircraft. The model is closely re-

lated to the one described in paper [23]. The difference
consists in a more clear method of deriving the dynam-
ics equations.

In Section 3, state constraints related to the cruise
flight phase are formulated, and the corresponding
computed viability kernels are demonstrated through
their three-dimensional sections. Additionally, trajec-
tories yielded by an optimal feedback strategy, work-
ing against an optimal control of the disturbance, are
shown. It should be noted that an optimal control of
the disturbance can be constructed either as counter
or pure feedback strategy because the so called saddle
point condition holds for the differential game under
consideration.

Section 4 outlines some aspects of parallel im-
plementation of the computational method on a su-
percomputer system. The parallelization principles
and data flow inside and between compute nodes are
sketched. The novelty of our approach and comparison
with existing software tools are discussed.

Section 6 (Appendix) briefly outlines the concept of
differential games and viability kernels. Grid schemes
for the computation of them are sketched. The details
can be found in [23].

2 Model equations

In this section, a point-mass model representing the
vertical motion of a generic modern regional jet trans-
port aircraft is considered. Table 1 introduces eu-
clidean coordinate systems (COS) that are necessary to
compute the forces exerted on the aircraft. The origins
of COSs are located either at the aircraft gravity cen-
ter (CG) or at a fixed reference point (O) on the earth
surface.

Table 1: Aircraft coordinate systems
COS Index x-axis Origin
Local N Parallel to the Earth’s

surface (xN ) and up-
wards (zN )

O

Kinematic K In direction of
−−→
VK CG

Aerodynam. A In direction of
−−→
VA CG

Thrust P In positive direction
of the symmetry axis
of the turbine (aft
looking forward)

CG

Body Fixed B In direction of the
nose and in the sym-
metry plane of the air-
craft

CG

Here, ~VK and ~VA are kinematic and aerodynamic
aircraft velocities, respectively. The angles defining
the relationship between the coordinate systems are
the following (see also Figure 1):
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αK the kinematic angle of attack,
αA the aerodynamic angle of attack,
γK the kinematic path inclination angle,
σ the thrust inclination angle.

Parallel to the ground surface

Figure 1: Aircraft coordinate systems and angles

Matrices for the transformations K → N (Kine-
matic to Local ), A→ B (Aerodynamic to Body), B→ K
(Body to Kinematic), and P → B (Thrust to Body) are
defined as follows:

MNK =
[
cos(γK ) −sin(γK )
sin(γK ) cos(γK )

]
,

MBA =
[
cos(αA) −sin(αA)
sin(αA) cos(αA)

]
,

MKB =
[
cos(αK ) −sin(αK )
sin(αK ) cos(αK )

]
,

MBP =
[
cos(σ ) −sin(σ )
sin(σ ) cos(σ )

]
.

The position propagation is given in the local coor-
dinate system (N ), whereas the translation dynamics
are derived in the kinematic coordinate system (K).
The model equations read as follows:

ẋN = VK cos(γK ) , (1)

żN = VK sin(γK ) , (2)

V̇K =
XT
m
, (3)

γ̇K =
ZT
mVK

. (4)

Here, XT and ZT denote the components of the total
force ~FT represented in the kinematic coordinate sys-
tem (K), and the notation m stands for the aircraft
mass. As usually, ~FT comprises aerodynamic, propul-
sion, and gravitation forces:

~FT = ~FA + ~FP + ~FG.

Aerodynamic forces. They are defined as follows:

~FA =MKBMBA

[
CD
CL

]
1
2
ρV 2

A S,

where CD and CL are the drag and lift coefficients, re-
spectively, ρ = ρ(h) is the air density (depends on the

altitude), VA the aerodynamic velocity, and S the wing
reference area.

The lift and drag coefficients CD(αA,M) and
CL(αA,M) are taken in the form:

CD (αA,M) = cD1 + cD2 αA + cD3 M + cD4 α
2
A + cD5 αAM

+cD6 M
2 + cD7 α

3
A + cD8 α

2
AM + cD9 αAM

2, (5)

CL(αA,M) = cL1 + cL2αA + cL3M + cL4α
2
A + cL5αAM

+cL6M
2 + cL7α

3
A + cL8α

2
AM + cL9αAM

2, (6)

where the coefficients cDi and cLi , i = 1, ...9 are deter-
mined from least square fitting to experimental data.

The absolute value, VA, of the aerodynamic velocity
can be derived using its relation to the kinematic veloc-
ity ~VK in the Local frame (N ) and the wind velocities
Wx and Wz in the xN and zN directions, respectively.
Therefore,

VA =

∥∥∥∥∥∥(~VK )N −
[
Wx
Wz

]∥∥∥∥∥∥ , (7)

and finally, using the matrix MNK , this implies the
formula

V 2
A = (VK cosγK −Wx)2 + (VK sinγK −Wz)

2.

The aerodynamic angle of attack αA is computed
as follows:

αA = arctan
(
wA
uA

)
,

where uA and wA are xB and zB-components of the
aerodynamic velocity, respectively.

The Mach number M is defined as follows:

M =
VA
c
, c =

√
κRT (h),

where c is the speed of sound, κ the adiabatic index
for air, R the gas constant for ideal gases, and T (h) the
temperature of air at the altitude h. See [23] for more
details.
Propulsion Forces. Thrust forces are modeled consid-
ering a two-engine setup. Thus,

~FP = 2MKBMBP~FPnet, ~FPnet =
[
fV (δT ,M)
fγ (δT ,M)

]
,

where δT ∈ [0,1] is the thrust setting, and the functions
fV and fγ are approximated similar to formulas (5) and
(6), with δT instead of αA. See [23] for more details.

Gravitation Force. For a simple gravitational model
with constant acceleration g, the corresponding force
is computed as:

FG =MKN

[
0
−g

]
,

where MKN is the inverse (transpose) of MNK.
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The following two equations are added to the dy-
namics (1)-(4) to exclude jumps in the controls:

α̇K = α̃K , δ̇T = δ̃T (8)

Furthermore, the following equations produce
smoothing of wind disturbances:

Ẇx = −kw(Wx − W̃x), Ẇz = −kw(Wz − W̃z), (9)

where the time constant, kw, is chosen as kw = 1s−1.

3 Problem setting and simulation
results

Problem. The model consists of equations (2), (3), (4),
(8), and (9). Thus, the state vector has seven variables:
zN , VK , γK , αK , δT , Wx, and Wz. The controls are as-
sociated with the rate of the angle of attack, α̃K , and
the rate of the thrust setting, δ̃T . Their instantaneous
changes are permitted. The disturbances are now as-
sociated with the artificial variables W̃x and W̃z that
are inputs of the filters (9). Thus, the physical wind
components Wx and Wz do not exhibit instantaneous
jumps.

The following constraints on the controls and dis-
turbances are prescribed:

α̃K ∈[−5,5]deg/s, δ̃T ∈ [−0.3,0.3]1/s,

|W̃x | ≤ 5m/s, |W̃z | ≤ 5m/s,
(10)

and the following state constraints are imposed:

hN := zN − h0 ∈ [−90,90]m,

VK ∈ [100,200]m/s, |γK | ≤ 10deg,

αK ∈ [0,16]deg, δT ∈ [0.3,1],

(11)

where h0 = 10000m being the cruise flight altitude.
Additionally, the state constraints |Wx | ≤ 5m/s and

|Wz | ≤ 5m/s hold automatically because of equations
(9) and the constraints (10).

In the numerical construction, the box [−100,100]×
[90,210]× [−15,15]× [−4,20]× [0.2,1.2]× [−6,6]× [−6,6]
of the space (hN ,VK ,γK ,αK ,δT ,Wx,Wz) was divided in
200×120×30×24×14×12×12 grid cells. The sequence
of time steps, {δ`}, was chosen as δ` ≡ 0.01, and the
computations were performed until

∣∣∣Vh`+1 −V
h
`

∣∣∣ ≤ 10−5

for all grid nodes. Totally, 4471 steps of the algorithm
(19) were done. The computation has been done on
the SuperMUC system at the Leibniz Supercomput-
ing Centre of the Bavarian Academy of Sciences and
Humanities. The computation was distributed over
100 compute nodes with 16 cores per node, which is
regarded as “middle task” on the SuperMUC system.
The runtime was about 40 h.

Figures 2-4 show different three-dimensional sec-
tions of the seven-dimensional viability kernel. Fig-
ures 5-7 respectively demonstrate the same three-
dimensional sections and the corresponding projec-
tions of two optimal trajectories emanating from points

lying in the viability kernel. The start point of trajec-
tory 0 lies near to the boundary of the viability kernel,
whereas trajectory 1 starts from a point lying deep
inside of the viability kernel. The trajectories are com-
puted when the control uses its optimal feedback strat-
egy, and the disturbance utilizes its optimal counter
feedback strategy (see the Appendix). The time step
size used in the simulation of the trajectories was equal
to 0.01. It is seen that the trajectories go to their attrac-
tion cycles and remain there. The simulation time inter-
val is [0,15min]. Figure 8 shows a three-dimensional
section of a smaller viability kernel corresponding to
the shrinkage of the state constraints (11) by the factor
0.7. The corresponding three-dimensional projection
of two optimal trajectories are shown. It is seen that the
disturbance can keep trajectory 0 outside the reduced
viability kernel because the start point lies outside of
it.

γK
VK

hN

Figure 2: A three-dimensional section of the viability
kernel: αK = 8, δT = 0.65, Wx = 0, and Wz = 0.

αK
VK

hN

Figure 3: Another three-dimensional section of the
viability kernel: γK = 0, δT = 0.65, Wx = 0, and Wz = 0.
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δT

VK

hN

Figure 4: One more three-dimensional section of the
viability kernel: γK = 0, αK = 8, Wx = 0, and Wz = 0.

γK
VK

hN

Figure 5: The section from Figure 2 and projections
of two trajectories generated by an optimal feedback
strategy of the control and an optimal counter feed-
back strategy of the disturbance. The start points are
marked with bullets.

αK
VK

hN

Figure 6: The same section as in Figure 3 and projec-
tions of the same two trajectories as in Figure 5.

δT

VK

hN

Figure 7: The same section as in Figure 4 and projec-
tions of the same two trajectories as in Figure 5.

γK

VK
hN

Figure 8: The section (αK = 8, δT = 0.65, Wx = 0, and
Wz = 0) of a smaller viability set corresponding to the
shrinkage of the state constraints by the factor of 0.7.
Projections of the same trajectories as in in Figure 5 are
shown. Since the start point 0 does not belong to this
viability set, the disturbance can keep the trajectory
outside of it.

4 Implementation Aspects

4.1 Grid Computing, Parallelization and
Scaling

We use a self developed software code to implement
the algorithms of the grid scheme outlined in Ap-
pendix 6.3. The code is parallelized using a mixed
MPI/OpenMP technique. The first two dimensions of
the grid are decomposed, whereas the other dimen-
sions remain unmodified. A compute node cartesian
topology (see Figure 9) is then created such that each
compute node corresponds to a grid cylinder. Ad-
ditionally, each grid cylinder is supplied with ghost
nodes that allow us to compute divided differences
(18) used e.g. in the algorithm (19). In Figure 9, the
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lines connecting the compute nodes show the data flow
supported by MPI. The parallelization inside of each
compute node (i.e. inside a grid cylinder) is supported
by OpenMP.

The problem considered in this paper deals with a
seven-dimensional grid of 200×120×30×24×14×12×12
cells. Each of the first two dimensions was divided into
10 parts. Thus, there were 100 grid cylinders, each of
size 20× 12× 30× 24× 14× 12× 12, plus the necessary
ghost grid nodes. Therefore, the required memory per
compute node was equal to about 8 GB.

Our observations show a good scaling behavior (see
Table 2). The results were obtained for the problem of
computing the viability kernel in five dimensions on
a 200× 120× 30× 24× 14 grid. The relative speedup
normalized to 32 cores and absolute timing of 30000
steps are shown.

Figure 9: Compute node cartesian topology used in our
applications.

Table 2: Scaling behavior of the code
# of Linear Observed Wall Perfor-

cores predic- scaling time mance/core
tion of [h] [GFlop/s]
scaling

32 1 1 9.7 20
128 4 3.5 2.8 17.5

1600 50 38 0.25 15.2

4.2 Novelty of the method used

This paper utilizes a new method for computing viabil-
ity kernels, which is based on the results of paper [21].
It is proven in [21] that the viability kernel is the Haus-
dorff limit of the sets {x : V (x, t) ≤ 0} as t→−∞, where
V (x, t) is the value function (see [7]) of a state con-
strained differential game .

The numerical implementation of this method re-
quires a theoretical basis and a stable numerical pro-
cedure for the treatment of transient Hamilton-Jacobi
equations related to differential games with state con-
straints. Such a theoretical basis is given in paper [13]
where the conventional conditions for viscosity solu-
tions are modified to account for state constraints. This
theoretical background is numerically implemented

in [13] and [14], which results in monotone stable grid
scheme (17) and (19). This enables us to perform a
large number of time steps, usually several thousands.

Another new feature is that the corresponding
software code is deeply parallelized using hybrid
MPI/OpenMP techniques and adapted to run on a
supercomputer system. Moreover, diverse modified
variants of the code, based on sparse representations
of grid functions, are tested.

4.3 Comparison with existing software

The well known software for solving Hamilton-Jacobi
equations is the Level Set Method Toolbox (LSMT) de-
scribed in [24]. This tool is really appropriate for solv-
ing rather general problems. However, it is not indi-
cated in the manual whether the LSMT can compute
viability kernels for differential games with state con-
straints. Moreover, according to the manual, the LSMT
is not parallelized, whereas our software runs on a
multi-node system.

5 Conclusion

This investigation shows that methods of differential
games theory and viability theory can by applied to
nonlinear aircraft models to investigate potential con-
trol abilities in the presence of wind disturbances. The
new feature of our approach is the consideration of vi-
ability kernels for differential games. Feedback strate-
gies of the players can be found from limiting grid
“value functions” defining viability kernels (cf. Ap-
pendix). It is important that the amount of stored
data is relatively small, which permits to implement
the computed feedback strategies on a flight simula-
tor. Further research will be focused on the treatment
of models with more state variables, which will allow
us to consider more realistic problems. Moreover, ac-
counting for additional sources of uncertainty such as
sensor errors or modeling uncertainties is planned.
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6 Appendix

This section briefly summarizes a method presented
in [23] for computing viability kernels. Such a sum-
mary should help to provide a self-contained presenta-
tion.

6.1 Differential game

Consider a conflict control system with the au-
tonomous dynamics

ẋ = f (x,u,v), x ∈ Rn, u ∈ P ⊂ Rp, v ∈Q ⊂ Rq. (12)
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Here; x stands for the state vector; u and v denote con-
trol inputs of the first and second players, respectively;
and the compact sets P and Q describe constraints
imposed on the control and disturbance variables, re-
spectively. Further, it is assumed that all functions of
x have global properties. For example, the right-hand
side f is supposed to be bounded, continuous, and
Lipschitzian in x on Rn × P ×Q.

In the following, it is assumed that the Isaacs saddle
point condition

min
u∈P

max
v∈Q
〈s, f (x,u,v)〉 = max

v∈Q
min
u∈P
〈s, f (x,u,v)〉, (13)

is true for all s ∈ Rn and x ∈ Rn. Note that this condi-
tion holds for the problem under consideration because
controls and disturbances are additively separated in
the model equations.

6.2 Viability kernel

For any v ∈Q, consider the differential inclusion

ẋ ∈ Fv(x) = co{f : f (x,u,v),u ∈ P } (14)

Let G ⊂ Rn be a compact set such that G = intG,
this set will play the role of the state constraint. Let T
be an arbitrary fixed time instant, and N = (−∞,T ]×G.
For any subset W ⊂ N and any time instant t ≤ T ,
define the time section of W through the relation
W (t) := {x ∈ Rn : (t,x) ∈W }.

Definition 1 (u-stability property [7]) A set W ⊂ N
is called u−stable on (−∞,T ] if for any position (t∗,x∗) ∈
W , for any time instant t∗ ∈ [t∗,T ], for any fixed v ∈ Q,
there exists a solution x(·) of the differential inclusion (14)
with the initial condition x(t∗) = x∗ such that (t∗,x(t∗)) ∈
W .

The next proposition is taken as a basis of the defi-
nition of viability kernels.

Proposition 1 [see [21] for the proof] Let W be a maxi-
mal u-stable subset of N = (−∞,T ]×G. If W (t) , ∅ for
any t ≤ T , then the set

K =
⋂

t≤T
W (t)

is nonempty, and W (t)→ K in the Hausdorff metric as
t→−∞. The set K is called the viability kernel of G and
denoted by V iab(G).

Proposition 2 Let t̄ > 0 be an arbitrary time instant, and
x∗ ∈ V iab(G). Then there exists a feedback strategy A(x)
of the first player such that all trajectories yielded by A
and started at t = 0 from x∗ remain in the set V iab(G)
for all t ∈ [0, t̄] and any actions of the second player. If
x∗ < V iab(G), then there exists a feedback strategy B(x)
and a time instant tf such that all trajectories yielded by
B and started at t = 0 from x∗ violate the state constraint
G for t > tf and any actions of the first player.

6.3 Grid method for computing viability
kernels

For the implementation of numerical method, it is con-
venient to represent viability kernels as level sets of
an appropriate function. Let Gλ be a family of state
constraint sets defined by the relation

Gλ = {x ∈ Rn, g(x) ≤ λ}, (15)

where a continuous function g is chosen in such a way
that, e.g., G0 being the desired state constraint. It is
necessary to construct a function V representing the
viability kernels as follows:

V iab(Gλ) = {x ∈ Rn,V (x) ≤ λ}. (16)

Such a function can be computed as a limiting so-
lution, as t→−∞, of an appropriate Hamilton-Jacobi
equation arising from conflict control problems with
state constraints (see [13]). A grid approximation
of V is computed as described below (cf. [21], [22],
and [23]).

Let δ > 0 be a time step length, and the tuple
h := (h1, ...,hn) defines space step sizes. Set |h| :=
max{h1, ...,hn} and introduce the following upwind op-
erator defined on grid functions related to the dis-
cretization h:

Π(φ;δ,h)(x) = φ(x) + δmin
u∈P

max
v∈Q

n∑
i=1

(pright

i f +
i + pleft

i f
−
i ),

(17)
with fi being the components of f (x,u,v), and

a+ = max {a,0}, a− = min {a,0},

pright

i = [φ(x1, ...,xi + hi , ...,xn)−φ(x1, ...,xi , ...,xn)]/hi ,

pleft
i = [φ(x1, ...,xi , ...,xn)−φ(x1, ...,xi − hi , ...,xn)]/hi .

(18)

Let {δ`} be a sequence of positive reals such that
δ` → 0 and

∑∞
`=0 δ` =∞. Consider the following grid

scheme:

Vh`+1 = max
{
Π

(
Vh` ;δ` ,h

)
, gh

}
, Vh0 = gh, ` = 0,1, . . . ,

(19)
where gh is the restriction of g to the grid defined by h.

It can be proven that Vh` monotonically converges
point-wise to a grid function Vh, and this function de-
fine approximations of the viability kernels according
to formula (16), see [23] for more details.

Remark 1 In (17), the operation minu∈P maxv∈Q can be
changed for maxv∈Qminu∈P to obtain almost the same
result. The difference tends to zero with |h|. The proof
follows from the fact that the original operator (17) and
the modified one satisfy the same consistency condition
(see [13]) involving the following Hamiltonian H :

H(x,p) := max
v∈Q

min
u∈P
〈p,f (x,u,v)〉 = min

u∈P
max
v∈Q
〈p,f (x,u,v)〉.

Numerical computations confirm this observation.
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6.4 Control design

This section outlines one of possible methods of control
design. Consider the grid scheme (19) assuming that `
is large enough so that the required approximation is
reached, i.e.

∣∣∣Vh`+1 −V
h
`

∣∣∣
L∞
≤ ε.

The optimal control u and the worst disturbance
v(u) at the current state x of the game can be found as
solutions of the following program:

u,v→min
u∈P

max
v∈Q
Lh

[
Vh`

](
x+ τf (x,u,v)

)
. (20)

Here, Lh is an interpolation operator (see e.g. [14]) de-
fined on the corresponding grid functions, and τ being
a parameter which should be several times larger than
the time step size of the simulation procedure to pro-
vide some stabilization. Note that the function Vh` can
be transferred to a sparse grid (see e.g. [25] and [26]),
which may essentially reduce the storage space. The
disadvantage of such a technique is a certain loss of
accuracy and a slower performance.

Remark 2 As it is described above, the second player uses
the so-called feedback counter strategies, i.e. functions of
x and u, where u being the current control action of the
first player. Since the saddle point condition (13) holds,
the theory of differential games says that the second player
can achieve the same result using pure feedback strategies,
i.e. functions of x. For example, a near optimal strategy
of the second player can be obtained as a solution of the
problem

u,v→max
v∈Q

min
u∈P
Lh

[
Vh`

](
x+ δf (x,u,v)

)
,

see also Remark 1. Thus, the both players achieve optimal
results using pure feedback strategies.

Remark 3 If u and v appear linearly in the right-hand
side of (12), then min and max operations in (17) and
(20) can be computed only over extreme points of the sets
P and Q respectively. This can be proven using the same
arguments as in Remark 1.

Remark 4 If x0 being a start point of the game, then x0
lies in the approximate viability kernel defined as:

{x ∈ Rn : Vh` (x) ≤ Vh` (x0)},

and all trajectories approximately remain in this set. How-
ever, if the second player works non-optimally for a while,
then, most likely, Vh` (x(t̄)) < Vh` (x0) for some t̄ > 0, and
therefore, the state vector x(t̄) lies now in the smaller via-
bility kernel

{x ∈ Rn : Vh` (x) ≤ Vh` (x(t̄))}.

Thus, faults of the second player improve the result of the
first one.

Conflict of Interest The authors declare no conflict
of interest.
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Mobile broadband has gained momentum with the growing demand
of user data rates. Long Term Evolution (LTE) technology is the step
in mobile communications evolution, developed to satisfy high data
rate demand, and meet better spectral efficiency requirements. Effective
radio resource management and inter cell interferences are the major
challenges. Fractional Frequency Reuse (FFR) is one of the effective inter-
ference avoidance mechanisms applied to LTE networks to yield optimal
throughput. In this extended paper, we propose a novel performance
metric, weighted throughput on user satisfaction, and evaluate an ex-
isting adaptation process that dynamically adjusts to optimal network
performance determined by FFR mechanism with mobile users. The
performance of FFR mechanism with mobility model, adaptation pro-
cess, and femtocell densification is evaluated and optimized for proposed
metric and other metrics. Results optimized by proposed metric show
comparatively higher average throughput and lower variance among user
throughput.

1 Introduction

Orthogonal Frequency Multiple Access (OFDMA) of-
fers great spectrum efficiency and flexible frequency
allocation to users. However, in LTE OFDMA networks
the system performance is severely hampered by the
Inter-Cell Interference (ICI) due to the frequency reuse,
where the cell edge users will experience high interfer-
ences from neighboring cells.

FFR is one of the interference management tech-
niques which require minimal or no coordination
among the adjacent cells. The basic mechanism of FFR
is to partition the macrocell area into spatial regions
and each sub-region is assigned different frequency
sub-bands for users. In [1, 2], the user satisfaction met-
ric introduced by the authors is evaluated for users’
mobility and the performance is compared with other
reuse schemes. The authors propose a dynamic mecha-
nism that selects the optimal FFR scheme based on the
user satisfaction metric. The proposed mechanism is
evaluated through several simulation scenarios that in-
corporate users’ mobility and its selected FFR scheme
is compared with other frequency reuse schemes in
order to highlight its performance. The research is
further enhanced in [3] where cell edge reuse factor

is set to 1.5 and results are generated to determine
the optimal inner radius and frequency allocation. In
[4, 5], a performance study is carried out, where FFR
partitions each cell into two regions; inner region and
outer region, and allocates different frequency band
to each region based on reuse factor. In [6], a fre-
quency reuse technique is proposed which aims at
maximizing throughput via combinations of inner cell
radius and frequency allocation to the macrocell. In
this work, the authors study the interference mitiga-
tion techniques in femtocell/macrocell networks and
proposed a FFR mechanism that leads to increased
overall system performance. Work in [7] proposes a
mechanism that selects the optimal FFR scheme based
on the user throughput and user satisfaction. In [8, 9],
authors present a FFR optimization scheme based on
capacity density (bit/s/m2), which show better perfor-
mance compared to conventional Reuse-1 and Reuse-3
schemes. The authors formulate an optimization prob-
lem and solve it by simulation. Graph theory and
similar optimization techniques are presented in [10],
a graph-based framework for dynamic FFR in multi-
cell OFDMA networks is proposed in this work. The
proposed scheme enhances the conventional FFR by
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enabling adaptive spectral sharing per cell load con-
ditions. Such adaptation has significant benefits in
a practical environment, where traffic load in differ-
ent cells may be asymmetric and time-varying. Work
in [11, 12] provides analysis of the inter cell interfer-
ence coordination problem in multi-cell OFDMA sys-
tems. In order to reduce the interference without los-
ing much frequency resources in each cell, cell users
are partitioned into two classes, interior and exterior
users. Results determine the optimal configuration of
the interior and exterior regions’ dimensions as well as
the optimal frequency reuse factor.

Authors in [13] use two-stage heuristic approach
to find optimal frequency partitioning. The authors
intend to propose the FFR scheme by introducing the
concept of normalized Spectral Efficiency (nSE). With
the optimal Frequency Reuse Factor (FRF), the FFR
scheme can maximize the system SE with throughput
improvement of cell-edge users. To solve the problem,
they divide it into two sub-problems. However, this
scheme is asymptotically optimal with the assumption
of the uniform distributions of signal and interference
in sectors. The simulation results demonstrate the
gain of the system SE is about 3% by proposed FFR
scheme. The goal in work in [14] is to improve the cell
edge throughput as well as the average cell throughput,
compared to a network with frequency reuse factor 1.
The cell capacity under those reuse schemes is esti-
mated and compared. To attain both high spectral
efficiency and good coverage within sectors/beams, a
scheme based on coordinated scheduling between sec-
tors of the same site, and the employment of frequency
reuse factor above 1 only in outer parts of the sector, is
proposed and evaluated. The resulting sector through-
put increases with the number of active users. When
terminals have one antenna and channels are Rayleigh
fading, it results in a sector payload capacity between
1.2 (one user) and 2.1 bits/s/Hz/sector (for 30 users)
in an interference-limited environment [15]. In [16],
the authors review some of the recent advances in ICI
research and discuss the assumptions, advantages, and
limitations of the proposed mechanisms. They pro-
pose a scheduling algorithm to schedule users based
on channel quality and quality of service (QoS) met-
rics.

Authors in [17] investigate an OFDMA radio re-
source control (RRC) scheme, where RRC control is
exercised at both RNC and base stations. In [18], the
authors present an analytical solution to carry out per-
formance study of various frequency reuse schemes in
an OFDMA based cellular network. Results of perfor-
mance study show that results obtained through ana-
lytical method are in conformity with those obtained
through simulations. In [19], the authors analyze the
FFR scheme and propose a dynamic FFR mechanism
that selects the optimal frequency allocation based on
the cell total throughput and user satisfaction.

Extensive work is done to optimize network per-
formance of FFR mechanism [20]. FFR and exploita-
tion of the channel state information at the transmitter
(CSIT) are effective approaches to improving the spec-

trum efficiency of the outer coverage region. When
channels vary within a physical transmission frame,
the above improvement is substantially suppressed.
To remedy this, work in [21] develops new FFR pat-
terns for OFDMA systems with frequency or time divi-
sion duplexing (FDD/TDD) in time-varying channels.
Simulation results show significant performance gains
of the proposed schemes over the existing ones. A
semi-centralized joint cell muting and user scheduling
scheme for interference coordination in a multi-cell
network is proposed under two different temporal fair-
ness criteria. The authors in [22] propose a general
pattern set construction algorithm in this paper. Nu-
merical results are provided to validate the effective-
ness of the proposed scheme for both criteria. The
impact of choice of the cell muting pattern set is also
studied through numerical examples for various cel-
lular topologies. Densely deployed cellular wireless
networks, which employ small cell technology, are be-
ing widely implemented. Authors in [23, 24] aim to
maximize the system’s throughput through the em-
ployment of FFR schemes. The authors derive the
optimal configuration of the FFR scheme and evalu-
ate the systems performance behavior under absolute
and proportional fairness requirements. Table 1 shows
comparison between previous published work and pa-
per contributions.

Table 1: Comparison

Parameter Previous Current
Work Paper

Throughput
variance High Low

Femtocells
adaptation Minimal High

This paper evaluates the performance of the sector-
ized FFR mechanism with five metrics; four existing
and one proposed, which determine the values for in-
ner region radius and frequency allocation for optimal
results. For a specific mobility model, an adaptation
process is applied to the FFR mechanism optimized
for each of the five metrics and its performance is eval-
uated. Results are also generated and evaluated for
non-adaptation process for the same network. Results
prove that the proposed metric shows lower variance
in user throughput compared to the other metrics from
previous published work. The optimized FFR mech-
anism shows reacting to the adaptation process with
user mobility even with the addition of femtocells.

2 FFR Mechanism

The topology of Figure 1 consists of 16 cells with four
non-overlapping resource sets. Each cell of the topol-
ogy is divided into two regions; inner and outer region.
The total available bandwidth of the system is split
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into four uneven spectrum, denoted by A (blue), B
(green), C (red) and D (yellow). Spectrum A, B, and
C have equal bandwidth and are allocated in outer
regions with Frequency Reuse 3. On the other hand,
spectrum D is allocated in all inner regions with Fre-
quency Reuse 1. The frequency resources in all inner
regions are universally used, since the inner region
users are less exposed to ICI.

Figure 1: Strict FFR Deployment in LTE Macrocell
Deployment [4]

Figure 2: Strict FFR Deployment in LTE Macrocell-
Femtocell Deployment [25]

From user’s perspective, Integer Frequency Reuse
(IFR) can be regarded as a special case of FFR. In IFR,
all resource blocks (RBs) allocated to a cell can be used
anywhere in the cell without any specification of user’s
location. For comparison, the FFR scheme that is se-
lected by adaptive mechanism is compared with varia-
tions of IFR. The macrocell coverage area is partitioned
into center-zone and edge-zone. The entire frequency
band is divided into two parts, one part is solely as-
signed to the center-zone (e.g., sub-band A in Figure 1)
and the other part is partitioned into three subbands
(e.g., sub-bands B, C, and D) and assigned to the three
edge-zones [26]. Figure 2 shows the Strict FFR network
layout for integrated macrocell-femtocell deployment.
Note that femtocell uses different frequency bands
than the overlay macrocell to minimize or eliminate

the inter-tier interference in the network.

3 System Model

A set of multicast users are uniformly distributed in
the grid of 16 macrocells. In order to find the opti-
mal inner region radius and frequency allocation in
the deployment, the mechanism divides each cell into
two regions and calculates the total throughput for the
following 40 Frequency Allocations (FA), assuming Fre-
quency Reuse 1 and x for inner and the outer regions
respectively [26], where x is the frequency reuse factor
of 3. Each FA corresponds to paired value of fraction of
inner region resource blocks and inner region radius.

• FA1: All 25 resource blocks are allocated in inner
region. No resource blocks are allocated to the
outer region.

• FA2: 24 resource blocks are allo-
cated in inner region. 1/x resource
block allocated to the outer region....

• FA39: 1 resource block allocated in inner region.
24/x resource blocks allocated to the outer re-
gion.

• FA40: No resource blocks are allocated in inner
region. 25/x resource blocks allocated to the
outer region.

For each FA, the mechanism calculates the to-
tal throughput, user satisfaction, user fairness, and
weighted throughput values based on new metrics.
This procedure is repeated for successive inner cell
radius (0 to R, where R is the cell radius). The mecha-
nism selects the optimal FFR scheme that maximizes
the cell total throughput. This procedure is repeated
periodically in order to take into account users’ mo-
bility. Therefore, the per-user throughput, the cell
total throughput, User Satisfaction (US), and other
metrics are calculated in periodic time intervals (the
exact time is beyond the scope of this manuscript) and
at each time interval, the FFR scheme that maximizes
the above parameters is selected. This periodic process
is called adaptation [28]. The system model described
above can be used for supported LTE bandwidths rang-
ing from 1.4 MHz to 20 MHz.

The signal-to-interference-plus-noise (SINR) for
downlink transmission to macro user x on a subcar-
rier n can be expressed as,

SINRx,n =
PM,nGx,M,n

N0∆f +
∑
M ′
PM ′ ,nGx,M ′ ,n

(1)

where, PM,n and PM ′ ,n is transmit power of serving
macrocell M and neighboring macrocell M ′ on sub-
carrier n, respectively. Gi,M,n is channel gain between
macro user i and serving macrocell M on subcarrier
n and Gi,M ′ ,n corresponds to channel gain from neigh-
boring macrocell M ′ . Finally, N0 is white noise power
spectral density and ∆f is subcarrier spacing.
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The channel gain G, given by the following equa-
tion is dominantly affected by path loss, which is as-
sumed to be modeled based on urban path-loss PL is
defined as,

G = 10−P L/10 (2)

Additionally, for the throughput calculation, the
capacity of a user i on a specific subcarrier n can be
estimated via the SINR from the following equation,

Ci,n =W · log2(1 +α · SINRi,n) (3)

where, W denotes the available bandwidth for each
subcarrier divided by the number of users that share
the specific subcarrier and α is a constant for a target
bit error rate (BER) defined by α = −1.5/ln(5 · BER).
Here, BER is set to 10−6.

The expression of the total throughput of the serv-
ing macrocell M is given as follows,

Ti =
∑
n

βi,nCi,n (4)

where, βi,n represents the subcarrier assigned to user
i. When βi,n=1, the subcarrier is assigned to user i.
Otherwise, βi,n=0.

4 Mobility Model

This paper evaluates network performance in a sce-
nario with mobile users in the highlighted cell of the
topology presented in Figure 3. During the experiment
that lasts for 217 seconds, 24 users of the examined
cell are moving randomly inside the cell with speed
3 km/h, according to the Pedestrian A channel model
[27]. It is assured that all of them remain into the cell’s
area, ensuring that their total number will remain con-
stant. This corresponds to low mobility scenario with
zero to minimal handover.

5 Performance Metrics

The paper evaluates the network performance for adap-
tive and non-adaptive FFR mechanisms with user mo-
bility. For comparison, the adaptive FFR scheme that
is selected by proposed mechanism is compared with
three different cases. The first case, where the optimal
inner radius and frequency allocation remain constant
through the adaptation process, is referred to FFR non-
adaptive. The second case, where the cell bandwidth
equals the whole network bandwidth, is called IFR
with frequency reuse 1 (IFR1). In the third case, the
inner region radius is zero and each cell uses one third
of the networks bandwidth. This case is called IFR
with frequency reuse 3 (IFR3). The difference with the
IFR1 case, lies in the fact that only co-channel base
station are considered in interference calculation and
as a consequence, the interference base station density
is divided by 3.

5.1 Existing Metrics

This paper uses a metric US defined by authors in
[28]. It is calculated as the sum of the users’ through-
put divided by the product of the maximum user’s
throughput and the number of users (X).US ranges be-
tween 0 and 1. When US approaches 1, all the users in
the corresponding cell experience similar throughput.
However, when US approaches 0, there are huge differ-
ences in throughput values across the users in the cell.
This metric will be utilized in scenarios where fairness
to the users is significant such as cell throughput and
Jain fairness index.

US =

X∑
x=1

Tx

max user throughput ·X
(5)

With metric WT defined by the authors in [28], the
aim is to not only generate low variance of the per-user
throughput values but also obtain higher values of the
cell total throughput.

WT = JI · T (6)

where T is the cell mean throughput.
To obtain a metric of fairness for performance eval-

uation, the Jain fairness metric introduced in [29] is
used. Assuming the allocated throughput for user i is
xi , Jain fairness index for the cell is defined as,

JI =
(
X∑
i=1
xi)2

X ·
X∑
i=1
x2
i

(7)

This metric is interesting for the evaluation of the
proposed method due to its properties. It is scale-
independent, applicable for different number of users
and it is bounded between [0, 1], where 0 means “total
unfairness” and 1 means “total fairness” in terms of
throughput division among the users.

5.2 Proposed Metric

This section introduces a new metric, weighted
throughput based on user satisfaction WTUS , to add
weights to the cell throughput corresponding to spe-
cific inner radius and inner bandwidth such that the
resultant throughput is higher than the corresponding
throughput optimized at user satisfaction alone and all
the users in the corresponding cell experience similar
throughput.

WTUS =US · T (8)

From (6), (8), it is clear that the metrics are cell-
based.

6 Performance Evaluation

6.1 Mathematical Model

The product model is applied as mathematical model
in the new metric definition and development. Pre-
vious metric, weighted throughput, adds the benefits
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of the individual component metrics, throughput and
fairness index. Similarly, the proposed metric defined
by the product model of throughput and user satisfac-
tion, is expected to perform better than the individual
component metrics.

6.2 Simulation Parameters

Table 2 are parameters set for simulation.

Table 2: Simulation Parameters

Parameter Value
System Bandwidth 5 MHz
Subcarriers 300
Subcarrier Bandwidth 180 KHz
Cell Radius 250 m
Inter eNodeB distance 500 m
Noise Power Spectral Density -174 dBm/Hz
Subcarrier spacing 15 KHz
Channel Model Typical Urban
Carrier Frequency 2000 MHz
Number of macrocells 16
Macrocell Transmit Power 46 dBm
Path Loss Cost 231 Hata Model
Users’ speed 3 km/h PedA

A sample uniform deployment considered in sim-
ulation is shown in Figure 3. Macrocells are located
at cell centers. Active users are randomly distributed
and are shown with white dots.

Figure 3: Strict FFR Uniform Deployment for Simula-
tion

6.3 Simulation Guidelines

Note that the simulation is run assuming a stable down-
link data traffic, since the simulation framework is an-
alyzing data for downlink traffic. A network snapshot
where user association to macrocell remains stable for
the duration of the simulation run is considered as the
users are associated to the base stations with maximum
SINR. A frequent handover will occur in high mobility

environment and that is not included in the scope of
this paper. The simulation software for our research is
based on [30].

6.4 Performance Analysis

6.4.1 Comparison of New Metric to Other Metrics

The new metric is introduced due to the following
reasons, better performance in terms of average user
throughput and effective user fairness in terms of vari-
ance in user throughput. Figure 4 proves the user
throughput optimized with new metric shows better
performance and low variance.

Figure 4: Comparison of Variance in User Throughput

6.4.2 Static Users - Metric Performance

Simulation is carried out by applying the metrics on
users with static positions and performance is evalu-
ated with respect to inner region subcarriers and inner
region radius. Figures 5 - 8 show the metric perfor-
mance with respect to inner region subcarriers. Fig-
ures 9 - 12 show the metric performance with respect
to inner region radius.

Figure 5: User Satisfaction Metric Performance for
Static Users to Inner Region Subcarriers
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Figure 6: Fairness Index Metric Performance for Static
Users to Inner Region Subcarriers

Figure 7: Weighted Fairness Metric Performance for
Static Users to Inner Region Subcarriers

Figure 8: Weighted User Satisfaction Metric Perfor-
mance for Static Users to Inner Region Subcarriers

Figure 9: User Satisfaction Metric Performance for
Static Users to Inner Region Radius

Figure 10: Fairness Index Metric Performance for Static
Users to Inner Region Radius

Figure 11: Weighted Fairness Metric Performance for
Static Users to Inner Region Radius

Figure 12: Weighted User Satisfaction Metric Perfor-
mance for Static Users to Inner Region Radius

6.4.3 Adaptive versus Non-adaptive mechanisms -
Metric Performance

As user mobility is introduced and new positions are
determined, the simulation calculates metrics and opti-
mal inner radius and subcarrier allocation for adaptive
and non-adaptive variations for each FFR mechanism.
For non-adaptive FFR mechanism, optimal inner ra-
dius and subcarrier allocation remain constant even
after the user position changes and performance met-
rics are calculated. For adaptive FFR mechanism, new
values of optimal inner radius and subcarrier alloca-
tion are determined based on the new user position
and optimal FFR performance. Therefore, the adap-
tive FFR mechanism reacts to user mobility better than
non-adaptive FFR mechanism. Figures 13 - 17 show
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FFR performance for all metrics with adaptive and
non-adaptive mechanisms applied. In all the adap-
tive versus non-adaptive mechanisms comparison re-
sults, the adaptive mechanism applied on the metrics
perform better than non-adaptive mechanism. Par-
ticularly, the proposed metric performance Figure 17
shows higher throughput than other metrics and bet-
ter performance versus non-adaptive and IFR varia-
tions. For both weighted user satisfaction (proposed
metric) in Figure 17 and weighted fairness (existing
metric) in Figure 16, the adaptation process is visible
between 50 to 200 seconds. However, despite common
benefit of better reaction to the adaptation process,
weighted user satisfaction performs better with higher
throughput compared to weighted fairness. There is a
co-relation between adaptation trend and inner region
radius as shown in Section 6.4.4.

Figure 13: Comparison of adaptive versus non-
adaptive mechanisms for Total Throughput

Figure 14: Comparison of adaptive versus non-
adaptive mechanisms for User Satisfaction

Figure 15: Comparison of adaptive versus non-
adaptive mechanisms for Fairness Index

Figure 16: Comparison of adaptive versus non-
adaptive mechanisms for Weighted Fairness

Figure 17: Comparison of adaptive versus non-
adaptive mechanisms for Weighted User Satisfaction

Figure 18: Comparison of Subcarrier Allocation for
User Satisfaction

6.4.4 Adaptive versus Non-adaptive mechanisms -
Subcarrier Allocation and Inner-Cell Radius

The throughput trend optimized for each metric can
be explained with inner region subcarrier and inner re-
gion radius results. Figures 22 - 25 show effect of adap-
tation process on subcarrier allocation for all metrics.
Figures 22 - 25 show effect of adaptation process on
inner region radius for all metrics. Both subcarrier allo-
cation and inner region radius show active response to
the adaptation process applied to the network during
the simulation time. For weighted user satisfaction,
Figure 25 and weighted fairness Figure 24, the sub-
carrier allocation reacts positively to the adaptation
process between 50 and 200 seconds. High throughput
trend during this time interval can be explained due to
allocation of all 25 subcarriers. Similarly, the range of
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inner region radius changes with the adaptation pro-
cess during the simulation time compared to its static
trend in non-adaptive mechanism as shown in Figures
25, 24.

Figure 19: Comparison of Subcarrier Allocation for
Fairness Index

Figure 20: Comparison of Subcarrier Allocation for
Weighted Fairness

Figure 21: Comparison of Subcarrier Allocation for
Weighted User Satisfaction

Figure 22: Comparison of Range of Inner-cell for User
Satisfaction

Figure 23: Comparison of Range of Inner-cell for Fair-
ness Index

Figure 24: Comparison of Range of Inner-cell for
Weighted Fairness

Figure 25: Comparison of Range of Inner-cell for
Weighted User Satisfaction

Figure 26: Comparison of Minimum, Maximum, Aver-
age for User Satisfaction
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6.4.5 Adaptive versus Non-adaptive mechanisms -
Minimum, Maximum, and Average Values

FFR mechanism simulation compares their minimum,
maximum, and average results over time. Figures 26
- 29 show the metric performance. Maximum and av-
erage throughput shows lowest performance for FFR
mechanism optimized for weighted user satisfaction
metric. This is obvious result since the goal of the new
metric is to reduce variance in user throughput and
maintain relatively high overall throughput.

Figure 27: Comparison of Minimum, Maximum, Aver-
age for Fairness Index

Figure 28: Comparison of Minimum, Maximum, Aver-
age for Weighted Fairness

Figure 29: Comparison of Minimum, Maximum, Aver-
age for Weighted User Satisfaction

6.4.6 Adaptive versus Non-adaptive mechanisms -
Femtocells

LTE femtocells have been developed to increase ca-
pacity and raise the throughput of cell-edge users. In
this simulation, the LTE network is extended with ran-
domly placed femtocells in each macrocell, assuming

an uniform femtocell co-channel deployment. Despite
the high throughput benefits, femtocell deployment
experience relatively high level of interference from
neighboring macrocells and femtocells. FFR frequency
deployment is set as indicated in Figure 2. Simulation
results in Figure 30 and 31 indicate higher throughput
due to addition of femtocell radio resources. Adaptive
trend is in line with the previous results without fem-
tocells, where the network throughput adapts to the
moving user locations. Network throughput optimized
to weighted user satisfaction metric shows higher max-
imum and average throughput compared to IFR1 and
IFR3 due to the presence of additional frequency re-
sources.

Figure 30: Comparison of adaptive versus non-
adaptive mechanisms for Weighted User Satisfaction
with Femtocells

Figure 31: Comparison of Minimum, Maximum, Aver-
age for Weighted User Satisfaction with Femtocells

7 Conclusion

In conclusion, the paper evaluated the adaptation pro-
cess in LTE FFR mechanism. The selected FFR mecha-
nism based on the optimal inner region radius and fre-
quency allocation performed better than other interfer-
ence co-ordination mechanisms. The FFR mechanism
optimized using weighted throughput user satisfaction
made a positive trade-off between the existing metrics,
as it maintained relatively high total throughput and
reduced the variance of per-user throughput. The pro-
posed metric reacted better to the adaptation process
in mobility scenarios and generated higher throughput
compared to the other metrics. With extreme densi-
fication in future mobility, the effect of femtocells on
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the network throughput optimized for new metric on
moving users was studied. A good research extension
would be to review impact of femtocell densification
and uniform grid placement on the adaptation process
with the proposed metric.
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Cloud computing has become a compelling paradigm built on compute
and storage virtualization technologies. The current virtualization solu-
tion in the Cloud widely relies on hypervisor-based technologies. Given
the recent booming of the container ecosystem, the container-based vir-
tualization starts receiving more attention for being a promising alter-
native. Although the container technologies are generally considered to
be lightweight, no virtualization solution is ideally resource-free, and
the corresponding performance overheads will lead to negative impacts
on the quality of Cloud services. To facilitate understanding container
technologies from the performance engineering’s perspective, we con-
ducted two-stage performance investigations into Docker containers as
a concrete example. At the first stage, we used a physical machine
with “just-enough” resource as a baseline to investigate the performance
overhead of a standalone Docker container against a standalone virtual
machine (VM). With findings contrary to the related work, our evalua-
tion results show that the virtualization’s performance overhead could
vary not only on a feature-by-feature basis but also on a job-to-job basis.
Moreover, the hypervisor-based technology does not come with higher
performance overhead in every case. For example, Docker containers par-
ticularly exhibit lower QoS in terms of storage transaction speed. At the
ongoing second stage, we employed a physical machine with “fair-enough”
resource to implement a container-based MapReduce application and
try to optimize its performance. In fact, this machine failed in afford-
ing VM-based MapReduce clusters in the same scale. The performance
tuning results show that the effects of different optimization strategies
could largely be related to the data characteristics. For example, LZO
compression can bring the most significant performance improvement
when dealing with text data in our case.

1 Introduction

The container technologies have widely been accepted
for building next-generation Cloud systems. This pa-
per investigates the performance overhead of container-
based virtualization and the performance optimization
of a container-based MapReduce application, which is
an extension of work originally presented in the 31st

IEEE International Conference on Advanced Informa-
tion Networking and Application (AINA 2017) [1].

The Cloud has been considered to be able to pro-
vide computing capacity as the next utility in our mod-
ern daily life. In particular, it is the virtualization
technologies that enable Cloud computing to be a new
paradigm of utility, by playing various vital roles in
supporting Cloud services, ranging from resource iso-
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lation to resource provisioning. The existing virtu-
alization technologies can roughly be distinguished
between the hypervisor-based and the container-based
solutions. Considering their own resource consump-
tion, both virtualization solutions inevitably introduce
performance overheads to running Cloud services, and
the performance overheads could then lead to negative
impacts to the corresponding quality of service (QoS).
Therefore, it would be crucial for both Cloud providers
(e.g., for improving infrastructural efficiency) and con-
sumers (e.g., for selecting services wisely) to under-
stand to what extend a candidate virtualization solu-
tion incurs influence on the Cloud’s QoS.

Recall that hypervisor-driven virtual machines
(VMs) require guest operating systems (OS), while con-
tainers can share a host OS. Suppose physical machines,
VMs and containers are three candidate resource types
for a particular Cloud service, a natural hypothesis
could be:

The physical machine-based service has the best
quality among the three resource types, while the
container-based service performs better than the
hypervisor-based VM service.

Unfortunately, to the best of our knowledge, there
is little quantitative evidence to help test this hypothe-
sis in an “apple-to-apple” manner, except for the sim-
ilar qualitative discussions. Furthermore, the perfor-
mance overhead of hypervisor-based and container-
based virtualization technologies can even vary in prac-
tice depending on different service circumstance (e.g.,
uncertain workload densities and resource competi-
tions). Therefore, we decided to conduct a twofold
investigation into containers from the performance’s
perspective. Firstly, we used a physical machine with
“just-enough” resource as a baseline to quantitatively
investigate and compare the performance overheads
between the container-based and hypervisor-based vir-
tualizations. In particular, since Docker is currently
the most popular container solution [2] and VMWare
is one of the leaders in the hypervisor market [3], we
chose Docker and VMWare Workstation 12 Pro to rep-
resent the two virtualization solutions respectively.
Secondly, we implemented a container-based MapRe-
duce cluster on a physical machine with “fair-enough”
resource to investigate the performance optimization
of our MapReduce application at least in this use case.

According to the clarifications in [4, 5], our qualita-
tive investigations can be regulated by the discipline of
experimental computer science (ECS). By employing
ECS’s recently available Domain Knowledge-driven
Methodology (DoKnowMe) [6], we experimentally ex-
plored the performance overheads of different virtual-
ization solutions on a feature-by-feature basis, i.e. the
communication-, computation-, memory- and storage-
related QoS aspects. As for the investigation into
performance optimization, we were concerned with
the task timeout, out-of-band heartbeat, buffer setting,
stream merging, data compression and the cluster size
of our container-based MapReduce application.

The experimental results and analyses of perfor-
mance overhead investigation generally advocate the
aforementioned hypothesis. However, the hypothe-
sis is not true in all the cases. For example, we do
not see computation performance difference between
the three resource types for solving a combinatorially
hard chess problem; and the container exhibits even
higher storage performance overhead than the VM
when reading/writing data byte by byte. Moreover,
we find that the remarkable performance loss incurred
by both virtualization solutions usually appears in the
performance variability.

The performance optimization investigation re-
veals that various optimization strategies might take
different effects due to different data characteristics
of a container-based MapReduce application. For ex-
ample, dealing with text data can significantly benefit
from enabling data compression, whereas buffer set-
tings have little effect for dealing with relatively small
amount of data.

Overall, our work makes fourfold contributions to
the container ecosystem, as specified below.

(1) Our experimental results and analyses can help
both researchers and practitioners to better un-
derstand the fundamental performance of the
present container-based and hypervisor-based
virtualization technologies. In fact, the perfor-
mance evaluation practices in ECS can roughly
be distinguished between two stages: the first
stage is to reveal the primary performance of spe-
cific (system) features, while the second stage is
generally based on the first-stage evaluation to
investigate real-world application cases. Thus,
this work can be viewed as a foundation for more
sophisticated evaluation studies in the future.

(2) Our method of calculating performance over-
head can easily be applied or adapted to differ-
ent evaluation scenarios by others. The literature
shows that the “performance overhead” has nor-
mally been used in the context of qualitative dis-
cussions. By quantifying such an indicator, our
study essentially provides a concrete lens into
the case of performance comparisons.

(3) As a second-stage evaluation work, our case
study on the performance optimization of a
MapReduce application both demonstrates a
practical use case and supplies an easy-to-
replicate scenario for engineering performance
of container-based applications. In other words,
this work essentially proposed a characteristic-
consistent data set (i.e. Amazon’s spot price his-
tory that is open to the public) for future perfor-
mance engineering studies.

(4) The whole evaluation logic and details reported
in this paper can be viewed as a reusable tem-
plate of evaluating Docker containers. Since
the Docker project is still quickly growing [7],
the evaluation results could be gradually out of
date. Given this template, future evaluations
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can be conveniently repeated or replicated even
by different evaluators at different times and
locations. More importantly, by emphasizing
the backend logic and evaluation activities, the
template-driven evaluation implementations (in-
stead of results only) would be more traceable
and comparable.

The remainder of this paper is organized as follows.
Section 2 briefly summarizes the background knowl-
edge of container-based and the hypervisor-based vir-
tualization technologies. Section 3 introduces the
fundamental performance evaluation of a single con-
tainer. The detailed performance overhead investi-
gation is divided into two reporting parts, namely
pre-experimental activities and experimental results &
analyses, and they are correspondingly described into
Section 3.2 and 3.3 respectively. Section 4 explains
our case study on the performance optimization of
a container-based MapReduce application. Section 5
highlights the existing work related to container’s per-
formance evaluation. Conclusions and some future
work are discussed in Section 6.

2 Hypervisor-based vs. Container-
based Virtualization

When it comes to the Cloud virtualization, the de facto
solution is to employ the hypervisor-based technolo-
gies, and the most representative Cloud service type
is offering VMs [8]. In this virtualization solution, the
hypervisor manages physical computing resources and
makes isolated slices of hardware available for creat-
ing VMs [7]. We can further distinguish between two
types of hypervisors, namely the bare-metal hypervisor
that is installed directly onto the computing hardware,
and the hosted hypervisor that requires a host OS. To
make a better contrast between the hypervisor-related
and container-related concepts, we particularly empha-
size the second hypervisor type, as shown in Figure
1a. Since the hypervisor-based virtualization provides
access to physical hardware only, each VM needs a com-
plete implementation of a guest OS including the bina-
ries and libraries necessary for applications [9]. As a
result, the guest OS will inevitably incur resource com-
petition against the applications running on the VM
service, and essentially downgrade the QoS from the
application’s perspective. Moreover, the performance
overhead of the hypervisor would also be passed on to
the corresponding Cloud services and lead to negative
impacts on the QoS.

To relieve the performance overhead of hypervisor-
based virtualization, researchers and practition-
ers recently started promoting an alternative and
lightweight solution, namely container-based virtual-
ization. In fact, the foundation of the container technol-
ogy can be traced back to the Unix chroot command
in 1979 [9], while this technology is eventually evolved
into virtualization mechanisms like Linux VServer,
OpenVZ and Linux Containers (LXC) along with the

booming of Linux [10]. Unlike the hardware-level so-
lution of hypervisors, containers realize virtualization
at the OS level and utilize isolated slices of the host OS
to shield their contained applications [9]. In essence,
a container is composed of one or more lightweight
images, and each image is a prebaked and replaceable
file system that includes necessary binaries, libraries
or middlewares for running the application. In the
case of multiple images, the read-only supporting file
systems are stacked on top of each other to cater for the
writable top-layer file system [2]. With this mechanism,
as shown in Figure 1b, containers enable applications
to share the same OS and even binaries/libraries when
appropriate. As such, compared to VMs, containers
would be more resource efficient by excluding the exe-
cution of hypervisor and guest OS, and more time effi-
cient by avoiding booting (and shutting down) a whole
OS [11, 7]. Nevertheless, it has been identified that the
cascading layers of container images come with inher-
ent complexity and performance penalty [12]. In other
words, the container-based virtualization technology
could also negatively impact the corresponding QoS
due to its performance overhead.
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vice.

Figure 1: Different architectures of hypervisor-based
and container-based virtual services.

3 Fundamental Performance Eval-
uation of a Single Container

3.1 Performance Evaluation Methodology

Since the comparison between the container’s and the
VM’s performance overheads is essentially based on
their performance evaluation, we define our work as
a performance evaluation study that belongs to the
field of experimental computer science [4, 5]. Con-
sidering that “evaluation methodology underpins all
innovation in experimental computer science” [13], we
employ the methodology DoKnowMe [6] to guide eval-
uation implementations in this study. DoKnowMe is
an abstract evaluation methodology on the analogy of
“class” in object-oriented programming. By integrating
domain-specific knowledge artefacts, DoKnowMe can
be customized into specific methodologies (by analogy
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of “object”) to facilitate evaluating different concrete
computing systems. The skeleton of DoKnowMe is
composed of ten generic evaluation steps, as listed
below.

(1) Requirement recognition;

(2) Service feature identification;

(3) Metrics and benchmarks listing;

(4) Metrics and benchmarks selection;

(5) Experimental factors listing;

(6) Experimental factors selection;

(7) Experiment design;

(8) Experiment implementation;

(9) Experimental analysis;

(10) Conclusion and documentation.

Each evaluation step further comprises a set of ac-
tivities together with the corresponding evaluation
strategies. The elaboration on these evaluation steps is
out of the scope of this paper. To better structure our
report, we divide the evaluation implementation into
pre-experimental activities and experimental results
& analyses.

3.2 Pre-Experimental Activities

3.2.1 Requirement Recognition

Following DoKnowMe, the whole evaluation imple-
mentation is essentially driven by the recognized re-
quirements. In general, the requirement recognition is
to define a set of specific requirement questions both
to facilitate understanding the real-world problem and
to help achieve clear statements of the corresponding
evaluation purpose. In this case, the basic requirement
is to give a fundamental quantitative comparison be-
tween the hypervisor-based and container-based virtu-
alization solutions. As mentioned previously, we con-
cretize these two virtualization solutions into VMWare
Workstation VMs and Docker containers respectively,
in order to facilitate our evaluation implementation
(i.e., using a physical machine as a baseline to investi-
gate the performance overhead of a Docker container
against a VM). Thus, such a requirement can further
be specified into two questions:

RQ1: How much performance overhead does a
standalone Docker container introduce over
its base physical machine?

RQ2: How much performance overhead does a
standalone VM introduce over its base physi-
cal machine?

Considering that virtualization technologies could
lead to variation in performance of Cloud services [14],
we are also concerned with the container’s and VM’s
potential variability overhead besides their average
performance overhead:

RQ3: How much performance variability overhead
does a standalone Docker container intro-
duce over its base physical machine during a
particular period of time?

RQ4: How much performance variability overhead
does a standalone VM introduce over its base
physical machine during a particular period
of time?

3.2.2 Service Feature Identification

Recall that we treat Docker containers as an alternative
type of Cloud service to VMs. By using the taxonomy
of Cloud services evaluation [15], we directly list the
service feature candidates, as shown in Figure 2. Note
that a service feature is defined as a combination of a
physical property and its capacity, and we individually
examine the four physical properties in this study:

• Communication

• Computation

• Memory

• Storage
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Figure 2: Candidate service features for evaluating
Cloud service performance (cf. [15]).

3.2.3 Metrics/Benchmarks Listing and Selection

The selection of evaluation metrics usually depends on
the availability of benchmarks. According to our previ-
ous experience of Cloud services evaluation, we choose
relatively lightweight and popular benchmarks to try
to minimize the benchmarking overhead, as listed in
Table 1. For example, Iperf has been identified to be
able to deliver more precise results by consuming less
system resources. In fact, except for STREAM that is
the de facto memory evaluation benchmark included
in the HPC Challenge Benchmark (HPCC) suite, the
other benchmarks are all Ubuntu’s built-in utilities.
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Physical
Property

Capacity Metric Benchmark Version

Communication Data Throughput Iperf 2.0.5

Computation (Latency) Score HardInfo 0.5.1

Memory Data Throughput STREAM 5.10

Storage Transaction Speed Bonnie++ 1.97.1

Storage Data Throughput Bonnie++ 1.97.1

Table 1: Metrics and benchmarks for this evaluation
study.

In particular, although Bonnie++ only measures
the amount of data processed per second, the disk I/O
transactions are on a byte-by-byte basis when accessing
small size of data. Therefore, we consider to measure
storage transaction speed when operating byte-size
data and measure storage data throughput when oper-
ating block-size data. As for the property computation,
considering the diversity in CPU jobs (e.g., integer
and floating-point calculations), we employ HardInfo
that includes six micro-benchmarks to generate perfor-
mance scores, as briefly explained in Table 2. HardInfo
is a tool package that can summarize the information
about the host machine’s hardware and operating sys-
tem, as well as benchmarking the CPU. In this study,
we employ HardInfo for CPU benchmarking only.

Benchmark Brief Explanation

CPU Blowfish Encrypting blocks of random data using the
Blowfish algorithm.

CPU
CryptoHash*

Checking the ability of the computer to find
the hash of a specific test file.

CPU
Fibonacci

Calculating the 42nd Fibonacci number.

CPU
N-Queens

Solving the combinatorially hard chess
problem of placing N queens on an N ×N
chessboard such that no queen can attack
any other.

FPU FFT Computing a fast Fourier transform.

FPU
Raytracing

Generating an image by tracing the path of
light through pixels in an image plane and
simulating the effects of its encounters with
virtual objects.

*The higher the better. (The lower the better for the others.)

Table 2: Micro-benchmarks included in HardInfo.

When it comes to the performance overhead, we
use the business domain’s Overhead Ratio1 as an anal-
ogy to its measurement. In detail, we treat the per-
formance loss compared to a baseline as the expense,
while imagining the baseline performance to be the
overall income, as defined in Equation (1).

Op =
|Pm − Pb |

Pb
× 100% (1)

where Op refers to the performance overhead; Pm de-
notes the benchmarking result as a measurement of a
service feature; Pb indicates the baseline performance
of the service feature; and then |Pm − Pb | represents
the corresponding performance loss. Note that the

physical machine’s performance is used as the base-
line in our study. Moreover, considering possible ob-
servational errors, we allow a margin of error for the
confidence level as high as 99% with regarding to the
benchmarking results. In other words, we will ignore
the difference between the measured performance and
its baseline if the calculated performance overhead is
less than 1% (i.e. if Op < 1%, then Pm = Pb).

3.2.4 Experimental Factor Listing and Selection

The identification of experimental factors plays a
prerequisite role in the following experimental de-
sign. More importantly, specifying the relevant fac-
tors would be necessary for improving the repeatabil-
ity of experimental implementations. By referring to
the experimental factor framework of Cloud services
evaluation [16], we choose the resource- and workload-
related factors as follows.

The resource-related factors:

• Resource Type: Given the evaluation requirement,
we have essentially considered three types of re-
sources to support the imaginary Cloud service,
namely physical machine, container and VM.

• Communication Scope: We test the communica-
tion between our local machine and an Amazon
EC2 t2.micro instance. The local machine is lo-
cated in our broadband lab at Lund University,
and the EC2 instance is from Amazon’s available
zone ap-southeast-1a within the region Asia Pa-
cific (Singapore).

• Communication Ethernet Index: Our local side
uses a Gigabit connection to the Internet, while
the EC2 instance at remote side has the “Low to
Moderate” networking performance defined by
Amazon.

• CPU Index: The physical machine’s CPU model
is Intel Core™2 Duo Processor T7500. The pro-
cessor has two cores with the 64-bit architecture,
and its base frequency is 2.2 GHz. We allocate
both CPU cores to the standalone VM upon the
physical machine.

• Memory Size: The physical machine is equipped
with a 3GB DDR2 SDRAM. When running the
VMWare Workstation Pro without launching any
VM, “watch -n 5 free -m” shows a memory
usage of 817MB while leaving 2183MB free in
the physical machine. Therefore, we set the mem-
ory size to 2GB for the VM to avoid (at least to
minimize) the possible memory swapping.

• Storage Size: There are 120GB of hard disk in the
physical machine. Considering the space usage
by the host operating system, we allocate 100GB
to the VM.

• Operating System: Since Docker requires a 64-
bit installation and Linux kernels older than

1http://www.investopedia.com/terms/o/overhead-ratio.asp
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Figure 3: Experimental blueprint for evaluating three types of resources in this study.

3.10 do not support all the features for run-
ning Docker containers, we choose the latest 64-
bit Ubuntu 15.10 as the operating system for
both the physical machine and the VM. In ad-
dition, according to the discussions about base
images in the Docker community [17, 18], we
intentionally set an OS base image (by specifying
FROM ubuntu:15.10 in the Dockerfile) for all the
Docker containers in our experiments. Note that
a container’s OS base image is only a file system
representation, while not acting as a guest OS.

The workload-related factors:

• Duration: For each evaluation experiment, we
decided to take a whole-day observation plus
one-hour warming up (i.e. 25 hours).

• Workload Size: The experimental workloads are
predefined by the selected benchmarks. For
example, the micro-benchmark CPU Fibonacci
generates workload by calculating the 42nd Fi-
bonacci number (cf. Table 2). In particular,
the benchmark Bonnie++ distinguishes between
reading/writing byte-size and block-size data.

3.2.5 Experimental Design

It is clear that the identified factors are all with single
value except for the Resource Type. Therefore, a straight-
forward design is to run the individual benchmarks on
each of the three types of resources independently for
a whole day plus one hour.

Furthermore, following the conceptual model of
IaaS performance evaluation [19], we record the exper-
imental design into a blueprint both to facilitate our
experimental implementations and to help other eval-
uators replicate/repeat our study. In particular, the

experimental elements are divided into three layers
(namely Layer Workload, Layer Resource, and Layer
Capacity), as shown in Figure 3. To avoid duplica-
tion, we do not elaborate the detailed elements in this
blueprint.

3.3 Experimental Results and Analyses

3.3.1 Communication Evaluation Result and Anal-
ysis

Docker creates a virtual bridge docker0 on the host
machine to enable both the host-container and the
container-container communications. In particular, it
is the Network Address Translation (NAT) that for-
wards containers’ traffic to external networks. For the
purpose of “apple-to-apple” comparison, we also con-
figure VM’s network type as NAT that uses the VMnet8
virtual switch created by VMware Workstation.

Using NAT, both Docker containers and VMs can
establish outgoing connections by default, while they
require port binding/forwarding to accept incoming
connections. To reduce the possibility of configura-
tional noise, we only test the outgoing communication
performance, by setting the remote EC2 instance to
Iperf server and using the local machine, container and
VM all as Iperf clients.

The benchmarking results of repeating iperf -c

XXX.XXX.XXX.XXX -t 15 (with a one-minute interval
between every two consecutive trials) are listed in Ta-
ble 3. The XXX.XXX.XXX.XXX denotes the external IP
address of the EC2 instance used in our experiments.
Note that, unlike the other performance features, the
communication data throughput delivers periodical
and significant fluctuations, which might be a result
from the network resource competition at both our lo-
cal side and the EC2 side during working hours. There-
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fore, we particularly focus on the longest period of
relatively stable data out of the whole-day observation,
and thus the results here are for rough reference only.

Resource Type Average Standard Deviation

Physical machine 29.066 Mbits/sec 1.282 Mbits/sec

Container 28.484 Mbits/sec 1.978 Mbits/sec

Virtual machine 12.843 Mbits/sec 2.979 Mbits/sec

Table 3: Communication benchmarking results using
Iperf.

Given the extra cost of using the NAT network to
send and receive packets, there would be unavoidable
performance penalties for both the container and the
VM. Using Equation (1), we calculate their communica-
tion performance overheads, as illustrated in Figure 4.

Physical Machine Container Virtual Machine

average 29.06630058 28.48428928 12.84306931

stdev 1.282297571 1.978326959 2.978496178

Container Virtual Machine

Variability Overhead 54.27986481 132.27808

ppp 0 0

ttt 0 0

Data Throughput Overhead 2.002357673 55.81457202
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Figure 4: Communication data throughput and its
variability overhead of a standalone Docker container
vs. VM (using the benchmark Iperf).

A clear trend is that, compared to the VM, the con-
tainer loses less communication performance, with
only 2% data throughput overhead and around 54%
variability overhead. However, it is surprising to see
a more than 55% data throughput overhead for the
VM. Although we have double checked the relevant
configuration parameters and redone several rounds
of experiments to confirm this phenomenon, we still
doubt about the hypervisor-related reason behind such
a big performance loss. We particularly highlight this
observation to inspire further investigations.

3.3.2 Computation Evaluation Result and Analysis

Recall that HardInfo’s six micro benchmarks deliver
both “higher=better” and “lower=better” CPU scores
(cf. Table 2). To facilitate experimental analysis,
we use the two equations below to standardize the
“higher=better” and “lower=better” benchmarking re-
sults respectively.

HBi =
Benchmarkingi

max
(
Benchmarking1,2,...,n

) (2)

LBi =

1
Benchmarkingi

max
(

1
Benchmarking1,2,...,n

) (3)

where HBi further scores the service resource type i
by standardizing the “higher=better” benchmarking
result Benchmarkingi ; and similarly, LBi represents
the standardized “lower=better” CPU score of the ser-
vice resource type i. Note that Equation (3) essen-
tially offers the “lower=better” benchmarking results
a “higher=better” representation through reciprocal
standardization.

For the purpose of conciseness, here we only spec-
ify the standardized experimental results, as shown
in Table 4. Exceptionally, the container and VM have
slightly higher CPU N-Queens scores than the physical
machine. Given the predefined observational margin
of error (cf. Section 3.2.3), we are not concerned with
this trivial difference, while treating their performance
values as equal to each other in this case.

Benchmark Physical machine Container VM

CPU Blowfish 1 0.986 0.942

CPU CryptoHash 1 0.992 0.943

CPU Fibonacci 1 0.999 0.976

CPU N-Queens 0.996 1 0.997

FPU FFT 1 0.966 0.924

FPU Raytracing 1 0.968 0.941

Table 4: Standardized computation benchmarking results using
HardInfo.

We can further use a radar plot to help ignore the
trivial number differences, and also help intuitively
contrast the performance of the three resource types,
as demonstrated in Figure 5. For example, the differ-
ent polygon sizes clearly indicate that the container
generally computes faster than the VM, although the
performance differences are on a case-by-case basis
with respect to different CPU job types.
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Figure 5: Computation benchmarking results by using
HardInfo.

Nevertheless, our experimental results do not dis-
play any general trend in variability of those resources’
computation scores. As can be seen from the calcu-
lated performance overheads (cf. Figure 6), the VM
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does not even show worse variability than the phys-
ical machine when running CPU CryptoHash, CPU
N-Queens and FPU Raytracing. On the contrary, there
is an almost 2500% variability overhead for the VM
when calculating the 42nd Fibonacci number. In par-
ticular, the virtualization technologies seem to be sensi-
tive to the Fourier transform jobs (the benchmark FPU
FFT), because the computation latency overhead and
the variability overhead are relatively high for both the
container and the VM.
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Figure 6: Computation latency (score) and its variabil-
ity overhead of a standalone Docker container vs. VM
(using the tool kit HardInfo).

3.3.3 Memory Evaluation Result and Analysis

STREAM measures sustainable memory data through-
put by conducting four typical vector operations,
namely Copy, Scale, Add and Triad. The memory
benchmarking results are listed in Table 5. We fur-
ther visualize the results into Figure 7 to facilitate our
observation. As the first impression, it seems that the
VM has a bit poorer memory data throughput, and
there is little difference between the physical machine
and the Docker container in the context of running
STREAM.

Operation (MB/s) Physical
machine

Container VM

Copy 2902.685 2914.023 2818.291

(Std. Dev.) (4.951) (12.579) (57.633)

Scale 2916.247 2910.485 2765.737

(Std. Dev.) (3.783) (14.488) (59.193)

Add 3335.634 3332.822 3159.188

(Std. Dev.) (3.765) (14.405) (58.385)

Triad 3341.327 3340.416 3204.811

(Std. Dev.) (3.976) (26.361) (59.004)

Table 5: Memory benchmarking results using
STREAM.

By calculating the performance overhead in terms
of memory data throughput and its variability, we are
able to see the significant difference among these three

types of resources, as illustrated in Figure 8. Take
the operation Triad as an example, although the con-
tainer performs as well as the physical machine on
average, the variability overhead of the container is
more than 500%; similarly, although the VM’s Triad
data throughput overhead is around 4% only, its vari-
ability overhead is almost 1400%. In other words, the
memory performance loss incurred by both virtualiza-
tion techniques is mainly embodied with the increase
in the performance variability.
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Figure 8: Memory data throughput and its variabil-
ity overhead of a standalone Docker container vs. VM
(using the benchmark STREAM).

In addition, it is also worth notable that the con-
tainer’s average Copy data throughput is even slightly
higher than the physical machine (i.e. 2914.023MB/s
vs. 2902.685MB/s) in our experiments. Recall that we
have considered a 1% margin of error. Since those two
values are close to each other within this error margin,
here we ignore such an irregular phenomenon as an
observational error.

3.3.4 Storage Evaluation Result and Analysis

For the test of disk reading and writing, Bonnie++
creates a dataset twice the size of the involved RAM
memory. Since the VM is allocated 2GB of RAM, we
also restrict the memory usage to 2GB for Bonnie++
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on both the physical machine and the container, by
running “sudo bonnie++ -r 2048 -n 128 -d / -u

root”. Correspondingly, the benchmarking trials are
conducted with 4GB of random data on the disk. When
Bonnie++ is running, it carries out various storage op-
erations ranging from data reading/writing to file cre-
ating/deleting. Here we only focus on the performance
of reading/writing byte- and block-size data.

To help highlight several different observations, we
plot the trajectory of the experimental results along the
trial sequence during the whole day, as shown in Figure
9. The first surprising observation is that, all the three
resource types have regular patterns of performance
jitter in block writing, rewriting and reading. Due to
the space limit, we do not report their block rewriting
performance in this paper. By exploring the hardware
information, we identified the hard disk drive (HDD)
model to be ATA Hitachi HTS54161, and its specifi-
cation describes “It stores 512 bytes per sector and
uses four data heads to read the data from two plat-
ters, rotating at 5,400 revolutions per minute”. As we
know, the hard disk surface is divided into a set of con-
centrically circular tracks. Given the same rotational
speed of an HDD, the outer tracks would have higher
data throughput than the inner ones. As such, those
regular patterns might indicate that the HDD heads
sequentially shuttle between outer and inner tracks
when consecutively writing/reading block data during
the experiments.

The second surprising observation is that, unlike
most cases in which the VM has the worst performance,
the container seems significantly poor at accessing the
byte size of data, although its performance variability
is clearly the smallest. We further calculate the storage
performance overhead to deliver more specific com-
parison between the container and the VM, and draw
the results into Figure 10. Note that, in the case when
the container’s/VM’s variability is smaller than the
physical machine’s, we directly set the corresponding
variability overhead to zero rather than allowing any
performance overhead to be negative. Then, the bars
in the chart indicate that the storage variability over-
heads of both virtualization technologies are nearly
negligible except for reading byte-size data on the VM
(up to nearly 200%). The lines show that the container
brings around 40% to 50% data throughput overhead
when performing disk operations on a byte-by-byte
basis. On the contrary, there is relatively trivial per-
formance loss in VM’s byte data writing. However,
the VM has roughly 30% data throughput overhead in
other disk I/O scenarios, whereas the container barely
incurs overhead when reading/writing large size of
data.

Our third observation is that, the storage perfor-
mance overhead of different virtualization technolo-
gies can also be reflected through the total number
of the iterative Bonnie++ trials. As pointed by the
maximum x-axis scale in Figure 9, the physical ma-
chine, the container and the VM can respectively fin-
ish 150, 147 and 101 rounds of disk tests during 24
hours. Given this information, we estimate the con-

tainer’s and the VM’s storage performance overhead to
be 2% (= |147−150|/150) and 32.67% (= |101−150|/150)
respectively.
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Figure 10: Storage data throughput and its variability overhead
of a standalone Docker container vs. VM (using the benchmark
Bonnie++).

3.4 Performance Evaluation Conclusion

Following the performance evaluation methodology
DoKnowMe, we draw conclusions mainly by answer-
ing the predefined requirement questions. Driven by
RQ1 and RQ2, our evaluation result largely confirms
the aforementioned qualitative discussions: The con-
tainer’s average performance is generally better than
the VM’s and is even comparable to that of the physical
machine with regarding to many features. Specifically,
the container has less than 4% performance overhead
in terms of communication data throughput, compu-
tation latency, memory data throughput and storage
data throughput. Nevertheless, the container-based
virtualization could hit a bottleneck of storage transac-
tion speed, with the overhead up to 50%. Note that, as
mentioned previously, we interpret the byte-size data
throughput into storage transaction speed, because
each byte essentially calls a disk transaction here. In
contrast, although the VM delivers the worst perfor-
mance in most cases, it could perform as well as the
physical machine when solving the N-Queens prob-
lem or writing small-size data to the disk. By further
comparing the storage filesystems of those two types
of virtualization technologies, we believe that it is the
copy-on-write mechanism that makes containers poor
at storage transaction speed.

Driven by RQ3 and RQ4, we find that the perfor-
mance loss resulting from virtualizations is more vis-
ible in the performance variability. For example, the
container’s variability overhead could reach as high as
over 500% with respect to the Fibonacci calculation
and the memory Triad operation. Similarly, although
the container generally shows less performance vari-
ability than the VM, there are still exceptional cases:
The container has the largest performance variation in
the job of computing Fourier transform, whereas even
the VM’s performance variability is not worse than
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Figure 9: Storage benchmarking results by using Bonnie++ during 24 hours. The maximum x-axis scale
indicates the iteration number of the Bonnie++ test (i.e. the physical machine, the container and the VM run
150, 147 and 101 tests respectively).

the physical machine’s when running CryptoHash, N-
Queens, and Raytracing jobs.

4 Container-based Application
Case Study and Performance Op-
timization

4.1 Motive from a Background Project

Adequate pricing techniques play a key role in success-
ful Cloud computing [20]. In the de facto Cloud mar-
ket, there are generally three typical pricing schemes,
namely on-demand pricing scheme, reserved pricing
scheme, and spot pricing scheme. Although the fixed
pricing schemes are dominant approaches to trad-
ing Cloud resources nowadays, spot pricing has been
broadly agreed as a significant supplement for building
a full-fledged market economy for the Cloud ecosystem
[21]. Similar to the dynamic pricing in the electricity
distribution industry, the spot pricing scheme here also
employs a market-driven mechanism to provide spot
service at a reduced and fluctuating price, in order to
attract more demands and better utilize idle compute
resources [22].

Unfortunately, the backend details behind chang-
ing spot prices are invisible for most of the Cloud
market participants. In fact, unlike the static and

straightforward pricing schemes of on-demand and
reserved Cloud services, the market-driven mechanism
for pricing Cloud spot service has been identified to be
complicated both for providers to implement and for
consumers to understand.

Therefore, it has become popular and valuable to
take Amazon’s spot service as a practical example to
investigate Cloud spot pricing, so as to encourage and
facilitate more players to enter the Cloud spot market.
We are currently involved in a project on Cloud spot
pricing analytics by using the whole-year price his-
tory of Amazon’s 1053 types of spot service instances.
Since Amazon only offers the most recent 60-day price
trace to the public for review, we downloaded the price
traces monthly in the past year to make sure the com-
pleteness of the whole-year price history.

In this way of downloading price traces, it is clear
that around half of the overall raw data are duplicate.
Moreover, the original price trace is sorted by the times-
tamp only, as shown in Table 6. To analyze spot service
pricing on an instance-by-instance basis, however, the
collected price data need not only to be sorted by times-
tamp but also to be distinguished by the other three
attributes, i.e. Instance Type, Operating System and
Zone. Thus, we decided to implement a preprocessing
program to help clean the data, including removing the
duplicate price records and categorizing price traces
for individual service instances.
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Tag Price ($) Timestamp Instance Type Operating System Zone

SPOTINSTANCEPRICE 0.072700 2017-10-04T13:39:11+0000 m1.large Windows us-east-1a

SPOTINSTANCEPRICE 0.552500 2017-10-04T13:39:11+0000 c3.8xlarge SUSE Linux us-east-1b

SPOTINSTANCEPRICE 0.546700 2017-10-04T13:39:11+0000 c3.8xlarge SUSE Linux us-east-1e

SPOTINSTANCEPRICE 0.452500 2017-10-04T13:39:11+0000 c3.8xlarge Linux/UNIX us-east-1b

SPOTINSTANCEPRICE 0.446700 2017-10-04T13:39:11+0000 c3.8xlarge Linux/UNIX us-east-1e

SPOTINSTANCEPRICE 0.400800 2017-10-04T13:39:11+0000 c3.2xlarge Windows (Amazon VPC) us-east-1e

SPOTINSTANCEPRICE 0.417800 2017-10-04T13:39:11+0000 c3.4xlarge SUSE Linux us-east-1c

SPOTINSTANCEPRICE 0.317800 2017-10-04T13:39:11+0000 c3.4xlarge Linux/UNIX us-east-1c

SPOTINSTANCEPRICE 0.039600 2017-10-04T13:39:10+0000 m1.small SUSE Linux us-east-1b

SPOTINSTANCEPRICE 0.009600 2017-10-04T13:39:10+0000 m1.small Linux/UNIX us-east-1b

SPOTINSTANCEPRICE 0.434100 2017-10-04T13:39:10+0000 i3.2xlarge SUSE Linux (Amazon VPC) us-east-1c

SPOTINSTANCEPRICE 0.334100 2017-10-04T13:39:10+0000 i3.2xlarge Linux/UNIX (Amazon VPC) us-east-1c

SPOTINSTANCEPRICE 0.200000 2017-10-04T13:39:09+0000 c4.large SUSE Linux (Amazon VPC) us-east-1d

SPOTINSTANCEPRICE 0.100000 2017-10-04T13:39:09+0000 c4.large Linux/UNIX (Amazon VPC) us-east-1d

SPOTINSTANCEPRICE 0.281700 2017-10-04T13:39:09+0000 m3.2xlarge Windows (Amazon VPC) us-east-1c

SPOTINSTANCEPRICE 0.211200 2017-10-04T13:39:09+0000 m2.xlarge SUSE Linux us-east-1d

SPOTINSTANCEPRICE 0.111200 2017-10-04T13:39:09+0000 m2.xlarge Linux/UNIX us-east-1d

Table 6: A small piece of Amazon’s spot price trace.

4.2 WordCount-alike Solution

Given the aforementioned requirement of data clean-
ing, we propose a WordCount-alike solution by analogy.
WordCount is a well-known application that calculates
the numbers of occurrences of different words within
a document or word set. In the domain of big data
analytics, WordCount is now a classic application to
demonstrate the MapReduce mechanism that has be-
come a standard programming model since 2004 [23].
As shown in Figure 11, the key steps in a MapReduce
workflow are:
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Figure 11: Workflow of the MapReduce process.

(1) The initial input source data are segmented into
blocks according to the predefined split function
and saved as a list of key-value pairs.

(2) The mapper executes the user-defined map func-
tion which generates intermediate key-value
pairs.

(3) The intermediate key-value pairs generated by
mapper nodes is sent to a specific reducer based
on the key.

(4) Each reducer computes and reduces the data to
one single key-value pair.

(5) All the reduced data are integrated into the final
result of a MapReduce job.

Benefiting from MapReduce, applications like
WordCount can deal with large amounts of data paral-
lelly and distributedly. For the purpose of conciseness,
we use a three-file scenario to demonstrate the process
of MapReduce-based WordCount, as illustrated in Fig-
ure 12. In brief, the input files are broken into a set of
<key, value> pairs for individual words, then the <key,
value> pairs are shuffled alphabetically to facilitate
summing up the values (i.e. the occurrence counts) for
each unique key, and the reduced results are also a set
of <key, value> pairs that directly act as the output in
this case. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input: 

File1: Hello World Bye World 

File2: Hello Docker Bye Docker 

File3: Hello Hadoop Bye Hadoop 

Map: 

<Hello, 1> 

<World, 1> 

<Bye, 1> 

<World, 1> 

<Hello, 1> 

<Docker, 1> 

<Bye, 1> 

<Docker, 1> 

<Hello, 1> 

<Hadoop, 1> 

<Bye, 1> 

<Hadoop, 1> 

Shuffle: 

<Bye, 1> 

<Bye, 1> 

<Bye, 1> 

<Docker, 1> 

<Docker, 1> 

<Hadoop, 1> 

<Hadoop, 1> 

<Hello, 1> 

<Hello, 1> 

<Hello, 1> 

<World, 1> 

<World, 1> 

Output: 

<Bye, 3> 

<Docker, 2> 

<Hadoop, 2> 

<Hello, 3> 

<World, 2> 

Reduce: 

<Bye, 1+1+1> 

<Docker, 1+1> 

<Hadoop, 1+1> 

<Hello, 1+1+1> 

<World, 1+1> 

Figure 12: A Three-file Scenario of MapReduce-based
WordCount.

Recall that the information of Amazon’s spot price
trace is composed of Tag, Price, Timestamp, Instance
Type and Zone (cf. Table 6). By considering the value
in each information field to be a letter, we treat every
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single spot price record as an English word. For ex-
ample, by random analogy, the spot price record “tag
price1 time1 OS1 zone1” can be viewed as a six-letter
word like “Hadoop”, as highlighted in Figure 13.

 

 

 

 

 

 

 

Spot Price Trace File: 

Tag Price1 Time1 Type1 OS1 Zone1 

Tag Price2 Time2 Type2 OS3 Zone2 

Tag Price3 Time3 Type1 OS1 Zone1 

Tag Price4 Time4 Type3 OS2 Zone3 

Word Set File (by random analogy): 

H a d o o p 

H b e v z q 

H c f o o p 

H k g w y n 

Figure 13: Treating spot price records as six-letter
words.

As such, we are able to follow the logic of Word-
Count to fulfill the needs of cleaning our collected spot
price history. In particular, instead of summing up the
occurrences of the same price records, the duplicate
records are simply ignored (removed). Moreover, the
price records are sorted by the order of values of In-
stance Type, Operating System, Zone and Timestamp
sequentially during the shuffling stage, while Tag and
Price are not involved in data sorting. To avoid duplica-
tion, here we do not further elaborate the MapReduce-
based data cleaning process.

4.3 Application Environment and Imple-
mentation

Unlike using “just-enough” environment for micro-
level performance evaluation, here we employ
“fair-enough” hardware resource to implement the
MapReduce-based WordCount application, as listed in
Table 7. In detail, the physical machine is Dell Pow-
erEdge T110 II with the CPU model Intel Xeon E3-1200
series E3-1220 / 3.1 GHz. When preparing the MapRe-
duce framework, we choose Apache Hadoop 2.7.0 [24]
running in the operating system Ubuntu Server 16.04,
and using Docker containers to construct a Hadoop
cluster. In particular, Docker allows us to create an ex-
clusive bridge network for the Hadoop cluster by using
a specific name, e.g., sudo docker network create

--driver=bridge cluster.

Environmental Item Specification

Physical Machine Dell PowerEdge T110 II

Operating System Ubuntu Server 16.04

Java Environment JDK 1.8.0

MapReduce Framework Hadoop 2.7.0

Table 7: Summary of application environment.

In our initial implementation, we realized a three-
node Hadoop cluster by packing Hadoop 2.7.0 into a
Docker image and starting one master container and
two slave ones. As illustrated in Figure 14, such a
Hadoop cluster can logically be divided into a dis-
tributed processing layer (i.e. MapReduce workflow)
and a distributed file-system layer (i.e. Hadoop Dis-
tributed File System (HDFS) in this case). When run-
ning a MapReduce application, the main interactions
are:
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Figure 14: A three-node Hadoop cluster.

(1) A MapReduce job can run in a Hadoop cluster.

(2) The JobTracker in the cluster accepts a job from
the MapReduce application, and locates relevant
data through the NameNode.

(3) Suitable TaskTrackers are selected and then ac-
cept the tasks delivered by the JobTracker.

(4) The JobTracker communicates with the Task-
Trackers and manages failures.

(5) When the collaboration among the TaskTrackers
finish the job, the JobTracker updates its status
and returns the result.

4.4 Performance Optimization Strategies

It is known that the performance of MapReduce ap-
plications can be tuned by adjusting the various pa-
rameters in the three configuration files of Hadoop.
However, it is also clear that there is no one-size-fits-
all approach to performance tuning. Therefore, we
conducted a set of performance evaluation of our data
cleaning application, in order to come up with a set of
optimization strategies at least for this case.

• Setting Timeout for Tasks. A map or reduce
task can be blocked or failed during runtime for
various reasons, which would slow down the ex-
ecution, and even result in the failure, of the
whole MapReduce job. Therefore, by using Task-
Tracker to kill the blocked/failed tasks after a
proper time span, those tasks will be able to be
relaunched to save some waiting time. Given
our relatively small size of data, we reduce the
default timeout value from ten minutes to one
minute, as shown below.
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<!--Configuration in mapred-site.xml-->

<property>

<name>mapred.task.timeout</name>

<value>60000</value>

</property>

• Turn on Out-of-Band Heartbeat. Unlike regular
heartbeats, the out-of-band heartbeat is triggered
when a task is complete or failed. As such, Job-
Tracker will be noticed the first time when there
are free resources, so as to assign them to new
tasks and eventually to save time. The config-
uration for turning on out-of-band heartbeat is
specified as follows.

<!--Configuration in mapred-site.xml-->

<property>

<name>mapreduce.tasktracker.

outofband.heartbeat</name>

<value>true</value>

</property>

• Setting Buffer. To begin with, we are concerned
with a threshold percentage of buffer, and a back-
ground thread will be issued to spill buffer con-
tents to hard disk when the threshold is reached.
Inspired by the storage micro-benchmarking re-
sults (cf. Section 3.3.4), we decided to increase
the threshold from 80% to 90% of buffer. As
for the amount of memory to be buffer size, we
double the default value (i.e. 100MB) for an intu-
itive test. These two parameters can be adjusted
respectively as shown below.

<!--Configuration in mapred-site.xml-->

<property>

<name>io.sort.spill.percent</name>

<value>0.9</value>

</property>

<property>

<name>io.sort.mb</name>

<value>200</value>

</property>

• Merging Spilled Streams. As a continuation of
spilling buffer contents to hard disk, the inter-
mediate streams from multiple spill threads are
merged into one single sorted file per partition
which is to be fetched by reducers. Thus, we can
control how many of spills will be merged into
one file at a time. Since the smaller merge factor
incurs more parallel merge activities and more
disk IO for reducers, we decided to increase the
merge value from 10 to 100, as shown below.

<!--Configuration in mapred-site.xml-->

<property>

<name>io.sort.factor</name>

<value>100</value>

</property>

• LZO Compression. Recall that the data we are
dealing with are plain texts. The text data can
generally be compressed significantly to reduce
the usage of hard disk space and transmission
bandwidth, and correspondingly to save the time

taken for data copying/transferring. As a loss-
less algorithm with high decompression speed,
Lempel-Ziv-Oberhumer (LZO) is one of the com-
pression mechanisms supported by the Hadoop
framework. In addition to various benefits and
characteristics in common, LZO’s block structure
is particularly split-friendly for parallel process-
ing in MapReduce jobs [25]. Therefore, we install
and enable LZO for Hadoop by specifying the
configurations below.

<!--Configuration in core-site.xml-->

<property>

<name>io.compression.codecs</name>

<value>org.apache.hadoop.io.compress.

GzipCodec,org.apache.hadoop.

io.compress.DefaultCodec,

com.hadoop.compression.lzo.

LzoCodec,com.hadoop.

compression.lzo.LzopCodec,

org.apache.hadoop.io.compress.

BZip2Codec</value>

</property>

<property>

<name>io.compression.codec.

lzo.class</name>

<value>com.hadoop.compression.

lzo.LzoCodec</value>

</property>

<!--Configuration in mapred-site.xml-->

<property>

<name>mapreduce.map.output.

compress</name>

<value>true</value>

</property>

<property>

<name>mapreduce.map.output.

compress.codec</name>

<value>com.hadoop.compression.

lzo.LzoCodec</value>

</property>

• Doubling Slave Nodes. In distributed comput-
ing, a common scenario is to employ more re-
sources to deal with more workloads. Recall that
map and reduce tasks of a MapReduce job are
distributed to the slave nodes in a Hadoop clus-
ter, and the physical machine used in this study
has a Quad-Core processor. To obtain some quick
clues at this current stage, we try to improve our
application’s performance by doubling the slave
nodes, i.e. extending the original three-node clus-
ter (with two slave nodes) into a five-node one
(with four slave nodes). Note that, in this opti-
mization strategy, we keep the other configura-
tions settings by default.

4.5 Performance Evaluation Results

Due to the time limit, we follow “one factor at a time”
to perform evaluation of the aforementioned optimiza-
tion strategies. Furthermore, to confirm the effects of
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these optimization strategies, we are concerned with
2GB+ and 5GB+ data respectively in the performance
evaluation. Correspondingly, we draw the evaluation
results in Figure 15 and 16 respectively.
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Figure 15: Performance optimization for 2GB+ data
cleaning.

The results show three relatively different patterns
of optimization effects. First, LZO compression acts
as the most effective optimization strategy, and it can
improve the performance nearly by 50% when dealing
with 2GB+ data. Second, we can expect similar and
moderate performance improvement by three individ-
ual strategies, such as merging more spilled streams,
reducing the timeout value, and doubling the slave
nodes. Third, out-of-band heartbeat and buffer set-
tings seem not to be influential optimization strategies
in this case.

These different optimization patterns could be
closely related to the data characteristics of our appli-
cation. On one hand, since text data can be compressed
significantly [26], our application mostly benefits from
the optimization strategy of LZO compression. On the
other hand, since the current price traces used in this
study are still far from “big data”, the buffer setting
could not take clear effects until the data size reaches
TB levels.
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Figure 16: Performance optimization for 5GB+ data
cleaning.

5 Related Work

Although the performance advantage of containers
were investigated in several pioneer studies [3, 27, 10],
the container-based virtualization solution did not gain
significant popularity until the recent underlying im-
provements in the Linux kernel, and especially until
the emergence of Docker [28, 29]. Starting from an
open-source project in early 2013 [7], Docker quickly
becomes the most popular container solution [2] by
significantly facilitating the management of containers.
Technically, through offering the unified tool set and
API, Docker relieves the complexity of utilizing the
relevant kernel-level techniques including the LXC,
the cgroup and a copy-on-write filesystem. To exam-
ine the performance of Docker containers, a molecular
modeling simulation software [30] and a postgreSQL
database-based Joomla application [31] have been used
to benchmark the Docker environment against the VM
environment.

Considering the uncertainty of use cases (e.g., dif-
ferent workload densities and QoS requirements), at
this current stage, a baseline-level investigation would
be more useful and helpful for understanding the fun-
damental difference in performance overhead between
those two virtualization solutions. A preliminary study
has particularly focused on the CPU consumption by
using the 100000! calculation within a Docker con-
tainer and a KVM VM respectively [32]. Nevertheless,
the concerns about other features/resources like mem-
ory and disk are missing. Similarly, the performance
analysis between VM and container in study [33] is
not feature-specific enough (even including security
that is out of the scope of performance). On the con-
trary, by treating Docker containers as a particular type
of Cloud service, our study considers the four physi-
cal properties of a Cloud service [15] and essentially
gives a fundamental investigation into the Docker con-
tainer’s performance overhead on a feature-by-feature
basis.

The closest work to ours is the IBM research report
on the performance comparison of VM and Linux con-
tainers [34]. In fact, it is this incomplete report (e.g.,
the container’s network evaluation is partially miss-
ing) that inspires our study. Surprisingly, our work
denies the IBM report’s finding “containers and VMs
impose almost no overhead on CPU and memory us-
age” that was also claimed in [35], and we also doubt
about “Docker equals or exceeds KVM performance in
every case”. In particular, we are more concerned with
the overhead in performance variability.

Within the context of MapReduce clusters, Xavier
et al. [10] conducted experimental comparisons among
the three aforementioned types of container-based vir-
tual environments, while a set of other studies partic-
ularly contrasted performance of OpenVZ with the
hypervisor-based virtualization implementations in-
cluding VMWare, Xen and KVM [3, 27]. The signifi-
cant difference between these studies and ours is that
we focus more on the performance optimization of a
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container-based MapReduce cluster in a specific appli-
cation scenario.

Note that, although there are also performance
studies on deploying containers inside VMs (e.g.,
[36, 37]), such a redundant structure might not be
suitable for an “apple-to-apple” comparison between
Docker containers and VMs, and thus we do not in-
clude this virtualization scenario in our study.

6 Conclusions and Future Work

It has been identified that virtualization is one of the
foundational elements of Cloud computing and helps
realize the value of Cloud computing [38]. On the
other hand, the technologies for virtualizing Cloud
infrastructures are not resource-free, and their perfor-
mance overheads would incur negative impacts on the
QoS of the Cloud. Since hypervisors that currently
dominate the Cloud virtualization market are a rela-
tively heavyweight solution, there comes a rising trend
of interest in its lightweight alternative [7], namely
the container-based virtualization. Their mechanism
difference is that, the former manages the host hard-
ware resources, while the latter enables sharing the
host OS. Although straightforward comparisons can
be done from the existing qualitative discussions, we
conducted a fundamental evaluation study to quan-
titatively understand the performance overheads of
these two different virtualization solutions. In particu-
lar, we employed a standalone Docker container and a
VMWare Workstation VM to represent the container-
based and the hypervisor-based virtualization tech-
nologies respectively.

Recall that there are generally two stages of per-
formance engineering in ECS, for revealing the pri-
mary performance of specific (system) features and
investigating the overall performance of real-world
applications respectively. In addition to the fundamen-
tal performance of a single container, we also studied
performance optimization of a container-based MapRe-
duce application in terms of cleaning Amazon’s spot
price history. At this current stage, we only focused
on one factor at a time to evaluate the optimization
strategies ranging from setting task timeout to dou-
bling slave nodes.

Overall, our work reveals that the performance
overheads of these two virtualization technologies
could vary not only on a feature-by-feature ba-
sis but also on a job-to-job basis. Although the
container-based solution is undoubtedly lightweight,
the hypervisor-based technology does not come with
higher performance overhead in every case. At the
application level, the container technology is clearly
more resource-friendly, as we failed in building VM-
based MapReduce clusters on the same physical ma-
chine. When it comes to container-based MapReduce
applications, it seems that the effects of performance
optimization strategies are closely related to the data
characteristics. For dealing with text data in our case
study, LZO compression can bring the most significant

performance improvement.
Due to the time and resource limit, our current in-

vestigation into the performance of container-based
MapReduce applications is still an early study. Thus,
our future work will be unfolded along two directions.
Firstly, we will adopt sophisticated experimental de-
sign techniques (e.g., the full-factorial design) [39] to
finalize the same case study on tuning the MapReduce
performance of cleaning Amazon’s price history. Sec-
ondly, we will gradually apply Docker containers to
different real-world applications for dealing with dif-
ferent types of data. By employing “more-than-enough”
computing resource, the application-oriented practices
will also be replicated in the hypervisor-based virtual
environment for further comparison case studies.
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