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the physical science and engineering 
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articles covering specific topics of interest.  
 
 
 
 
 

 
 
Current Issue features key papers 

related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
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 The purpose of this paper is to improve the thermographic method for detection the places 
of heat energy losses on the urban underground thermal pipelines using the computer 
system. This goal was achieved by building a heat map of the surveyed heating main with 
data layering directly on a computer map of the area, which can be accessed from a mobile 
device by authorization via the Internet (profile on the social network Google, Facebook, 
Twitter, etc.). An analytical model was proposed for converting the temperature values 
measured over the underground heating main by a non-contact digital pyrometer to an 
image of the RGB color model using the parameters of the HSV color model. The 
implementation of the integrated Google technologies complex (Google Firebase, Firebase 
Authentication, and Google Maps) in the technological process of urban housing and public 
services was realized. The information-measuring computer system (IMCS) was developed. 
The proposed improvements in the thermographic method provided independently from 
each other work of different service teams due to the exchange of data between structural 
units through the cloud data storage. The results of the practical research allowed detecting 
the place of the underground breakthrough of the heat pipe quickly, to position the repair 
equipment over the accident section precisely using the GPS module on the mobile device. 
Thus, the size of the dug road section was minimized, material resources were saved. The 
experimental studies carried out confirmed the correctness of the theoretical assumptions. 

Keywords:  
Thermal energy loss 
Underground heat pipelines 
Pyrometer 
GPS coordinates 
Mobile application 
Heat map 
Google FireBase 

 

 
1. Introduction 

The urgency of the searching problem and the reduction of heat 
loss via the construction elements is due to the need for a rigorous 
energy saving. This problem is exacerbated by the work of heat 
power engineering in many countries because of limited natural 
fuel resources. Therefore, significant attention is paid to reducing 
operating costs, and timely detection and elimination of 
emergencies on the heat mains. The detection of heat energy losses 
on underground thermal pipelines is the most problematic. 

In the conditions of the modern urban economy, losses on 
heating lines are enormous. Increased heat losses along the 
pipelines and massive coolant leaks, in addition to economic 
damages, cause excessive thermal pollution. 

In order to comply with environmental requirements, it is 
necessary to implement a set of measures to eliminate the causes 
of heat leaks on heating mains. It is necessary to improve the 
methods allowing receiving thermal energy on the main highways. 

2. Related Works 

2.1. Overview of methods for determining losses in heat pipes 

Methods for detecting and eliminating defects in main 
pipelines have been described by many researchers and scientists. 
[1, 2]. All over the world, common attention is paid to non-
destructive techniques and technologies like acoustic leak 
detection, thermal imaging, tracer gas, radiotracers, etc. [1–4]. 

Scientifically based methods for non-destructive testing of 
leakages in pipelines are methods based on analysis of transient 
processes in pipes, in particular, the impedance method [5]. 
However, these methods have substantial limitations in the 
representation of system characteristics such as pipeline length (no 
more than 90 m) and location of leakage. 

The detection and recovery time of the carrying capacity of 
pipeline sections with local damage can be significantly reduced 
through the measuring and statistical analytical procedures with 
using of the information-measuring computer system (IMCS). 
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The method of the negative pressure wave (NPW) is one of the 
most modern. Using this method, it is possible to track the 
appearance of a leak on the heating main without leaving the 
pipeline zone, while remaining at the central control station [6, 7]. 
At the time of occurrence of leakage of fluid in the pipeline, 
dilution waves appear. The pressure wave reaches the measuring 
points on either side of the leak and is recorded at the central 
dispatch post. The computing system processes the results of the 
incoming information and promptly calculates the leak location 
(within 1 minute). However, the accuracy of this method does not 
exceed ± 200 m. 

Currently, sophisticated methods that combine acoustic and 
correlation principles of leak detection with remote registration on 
servers over the air are used on heating mains. However, the 
authors themselves have determined that such practices are 
ineffective when the heating main is located deeper than 2.5 m [8]. 
Also, the instruments used in the implementation of these methods 
do not work in the presence of increased noise (for example, 
moving vehicles). Considering that the majority of urban heating 
pipelines are laid under highways, these factors have a negative 
impact on the research results. The harmful properties of these 
methods also include the fact that to obtain the measurement 
results it is necessary to insert the peak of the sensor a good swift 
kick in the road ground (thus, destroying the highway). Also, there 
is a danger of the sensor damage by a stone, metal object, the ice, 
etc. on its way. 

2.2. The advantages and features of using the thermographic 
method 

From the analysis of the above methods, we can conclude that 
the thermographic method is the most promising. Infrared is a 
proven noninvasive technology, which locates leaks in the systems 
of heat pipes without any destruction owing to the digging of 
highways, under which heating mains in cities are usually laid. 

Thermal infrared cameras can see leaking heating pipes, 
water/steam leaks, etc. If used properly, infrared technology is one 
of the most highly useful diagnostic tools available today. 

It’s available to detect places of the local heat leak on the 
underground thermal pipelines using the IMCS. Such a system 
should use infrared thermographic devices which can transmit data 
through wireless ports. This solution helps to determine thermal 
energy loss location to eliminate unnecessary digging, destruction 
and expense. 

Figure 1, a shows how infrared technology is used to detect a 
heat loss from steam pipes located under the streets of New York 
and attributed as a breakdown [9]. These thermal mains demand 
immediate repair. 

Infrared technology in combination with automatic analysis of 
aerial thermal images allows localizing leaks on district heating 
pipes immediately in several neighborhoods as shown 
in Figure 1, b. 

In this case, it is essential that the diagnostic equipment moves 
strictly within the spatial corridor (street) along the heating main 
[10]. For example, such methods as remote sensing or airborne 
thermography are widely used in Sweden and Norway [11]. 

   
 a. b. 

Figure 1. Infrared detection the local (a) and large-scale (b) places of heat loss 
following an accident 

Figure 2 shows the location of a non-leaking, but un-insulated 
unions on the heat pipelines (Mykolaiv, Ukraine). Thanks to the 
thermal imager, it is determined that this is a non-emergency 
situation and, in this case, a planned repair is needed. In addition, 
the thermal imaging method has helped not to unearth the entire 
section of the roadway over the heating main, but to carry out 
repairs through point pits. 

  
Figure 2. Detection of the places technological heat energy losses  

through un-insulated unions 

Results of heat pipeline leak detection have statistically 
analyzed using the methods of variance analysis and the pairwise 
comparison methods. The researches have shown that a higher 
going speed of IR camera would reduce the effect of noise on the 
collected thermal contrast and, therefore, would give better results 
of prediction the leak location [12]. 

2.3. On lineaments and permits for the use of UAVs for moving 
thermographic equipment 

Usually, the leak imaging system is placed on rotor-wing and 
fixed-wing UAVs [13, 14]. One of the best modern hardware 
solutions for studying energy losses on the thermal line is the 
thermal imaging cameras mounted on a quadrocopter. By applying 
a UAV, it is possible to specify its operation area accurately [15]. 
But this solution is relatively expensive and costs about 
USD 20,000.  

Moreover, most often such systems don’t determine accurate 
GPS coordinates of the accident and are therefore useless for the 
repair team. At present, the leak detection team should wait for 
repairers at the identified accident section or create written and 
photo records. 

It is positive that modern leak detection methods locate heat 
leak accurately to 1 sq. m, so any excavation reduces to a minimum 
when the pipes are repaired. However, such systems also don’t 
have an accurate reference to the location by GPS coordinates. 
After detection, the place of thermal energy leaks, the written 
report with photos of thermogram locations and recommendations 
are made [3, 16, 17]. 
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Due to the lack of the identification of technological objects in 
these methods, a manual inspection with accordance to the route 
was visualized on the map is done, after which a heat map is 
created [18]. 

In the Czech Republic, the system Workswell WIRIS has been 
developed, which can be fitted with a GPS sensor for storing 
location information on the position of the drone when producing 
a record about the detection of hot water leaks [14]. This system is 
designed to be mounted on a drone (UAV) too. 

But there are two problems for the implementation of this 
method of study of energy losses. First, the above means of the 
thermal measurements are too expensive. Second, on June 11, 
2018, the State Aviation Service of Ukraine banned flights of 
remotely manned aircraft (drones or UAVs) over roads of state 
importance, streets of cities and villages, etc. [19]. Similar 
prohibitions on the use of drones on the territory of settlements 
exist in other countries – Italy, Austria, Czech Republic, Great 
Britain, etc. [20, 21]. In USA the FAA rule will not allow operation 
of a small unmanned aircraft over a moving vehicle because 
impact of a small unmanned aircraft may distract the driver of a 
moving vehicle and result in an accident [22]. 

Thus, the problem under consideration is relevant not only for 
Ukraine but also for the majority of countries of the world using 
underground heat mains. 

3. Problem Formulation 

The purpose of the work is to improve the thermographic 
method for detection the places of heat energy losses on the urban 
underground thermal pipelines using the IMCS. 

The object of the work is the data receiving and handling 
process for detection heat loss using a combination of terrain maps 
and results of heat measurements. 

The subject of the work is a system for creating heat maps of 
energy leak on thermal pipelines according to the data of 
pyrometric non-contact measurements over the surface of 
underground heat mains. 

The purpose of the work is achieved by solving the following 
research tasks: 

• Analysis of existing algorithms and methods implementing 
heat map construction on the basis of collected data.  

• Analysis of the existing base of devices for research and 
analysis the current temperature of objects. 

• Development of an analytical model for forming a heat map 
and calculating its statistical indicators. 

• Development of a software application for detection of heat 
energy leaks on thermal pipelines and visualizing the 
results of measurements on heat maps of the area. 

In this article, it is proposed to collect thermal data using an on-
duty car equipped the IMCS based on tablet and manual pyrometer 
with wireless transmission of measured temperatures to achieve 
the goal. 

Unlike the above examples, this measuring device (that costs 
about $100 USD) has several advantages such as: 

• Measuring the temperature of the object with the help of 
non-contact infrared beam. 

• The ability to transmit data through Bluetooth port 4.0 to 
the computer equipment. 

• Laser sight in the form of a circle with a point in the 
middle, that well visible at a sufficiently large distance 
(from the on-duty car). 

• It is compact, convenient and not harmful for the operator 
health, unlike the equipment described in [5–9]. 

The practical value of the work is: 

• Detection and localization of the breakthroughs of the 
heating main for the planning of repairing works, 
maintenance, etc.  

• The possibility of identifying objects which emit heat. 

4. Methods and techniques used for the solution of the 
problem 

4.1. Development of the information-measuring computer system 
for detecting heat leaks 

Thus, due to the inability to use drones for the inspection of 
heating mains in urban areas, it is proposed to analyze the thermal 
pipe state using a non-contact pyrometer. For example, the Testo 
805i model can be used. The pyrometer and the tablet are the part 
of the IMCS on board the on-duty machine moving the diagnostic 
team.  

Bluetooth infrared thermometer Testo 805i allows transmitting 
the measurement data to the mobile device (smartphone, tablet, 
etc.) via Bluetooth port 4.0 at a distance of 15–20 m. It requires 
iOS 8.3 (or later) / Android 4.3 (or later).  

Unfortunately, the Testo 805i doesn’t measure automatically, 
so, to receive data, it is necessary to press the button on the device 
each time. Doing every 10 seconds, the temperature will be 
measured every 100 m at a speed of 40 km/h (10 m/s). 

The measured temperature is recorded into the database of the 
mobile device and uploaded to the cloud storage. 

The structure of such a database should include separate fields 
for displaying different types of data in the processed request 
(dates, ambient temperature, temperature above the surface of the 
heating main, geolocation data of the break section, etc.) [23].  

Then measured data can be plotted on the terrain map as values 
or as a heat map. 

The structural scheme of the improved thermographic method 
of detecting leak places on heat pipes is shown in Figure 3. 

Black color indicates the main blocks, hardware and software 
components and the primary connections between them, used in 
currently applied thermographic methods for detecting the 
breakthroughs of the heating main. The first proposed 
improvements to existing methods are highlighted in red. 

It should be noted that thanks to the proposed modifications, 
the repair team can operate autonomously, regardless of the 
diagnostic team, and receives information about the place of the 
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necessary repairs directly from the cloud storage. Also, the 
presence of the geo-coordinates of the accident section allows you 
to accurately position the repair equipment over the place of the 
heating main breakthrough. Replacing equipment from thermal 
imaging to pyrometric not only significantly reduces the cost of the 
solution, but also allows you to obtain digitized data associated 
with GPS coordinates. 

 
Figure 3. Structural scheme of the improved method for detecting leak places  

on heat pipes 

Figure 4 shows a flowchart of the heat map formation.  

Initially, temperature data is measured with a pyrometer, and if 
these data have been measured, they are recorded in the database, 
if not – the heat map will not be built, further measurements are 
crucial. 

Further, when the temperature data have been received to the 
phone (or tablet), there is a process of tracking the coordinates, 
namely latitude, and longitude, using a GPS module of mobile 
phone or tablet. If the data is received – it is also entered in the 
database, and in the case of its absence – the heat map will not be 
built. The on-duty car equipped with IMCS moves further, to a 
point with new geolocation, where subsequent measurements 
would be made. 

The final stage is the very construction of a heat map. To do 
this, you need to add GPS coordinates with measured temperature 
values into Google Maps [24]. To do this, it is necessary to use the 
library com.google.maps.android:android-maps-utils.  

 

 
Figure 4. Flowchart of the heatmap building algorithm 

The distinctive feature of the proposed method is the 
application of cloud technologies when obtained data (temperature 
and GPS coordinates) is uploaded to Google Firebase [25]. In this 
case, we propose an extended technological process shown in 
Figure 3. 

4.2. Results of measurements and input data for research  

During the practical research, measurements of the temperature 
over the heating main were carried out in preparation for the 
heating season (in October) on the segment of the thermal pipeline 
limited by the geocoordinates given in Table 1, along one street.  

As a result of the temperature measurements, a breakthrough 
of the heat pipe was detected. The temperature over the heat main 
that differs significantly from others evidenced that. 
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Table 1. Temperature measurements on the thermal pipe in preparation 
for the heating season (in October) 

Temper
ature 
(оС) 

East 
longitude 
(degree) 

North 
latitude 
(degree) 

Conclusion on 
the state of the 
thermal pipe 

+13.8 32.011009 46.970312 holistic 

+14.2 32.012510 46.967368 holistic 

+14.1 32.013154 46.965597 holistic 

+22.6 32.013060 46.962030 breakthrough  

+25.2 32.012781 46.961381 breakthrough  

+7.2 32.012688 46.958510 holistic 

+7.0 32.011994 46.953942 holistic 

+7.1 32.012019 46.949474 holistic 

Table 2. Temperature measurements on the thermal pipe  
during the heating season (in January) 

Temper
ature 
(оС) 

East 
longitude 
(degree) 

North 
latitude 
(degree) 

Conclusion on 
the state of the 
thermal pipe 

+3.6 32.011009 46.970312 holistic 

+4.1 32.012510 46.967368 holistic 

+4.4 32.013154 46.965597 holistic 

+5.2 32.013060 46.962030 holistic 

+5.2 32.012781 46.961381 holistic 

+3.4 32.012688 46.958510 holistic 

+3.0 32.011994 46.953942 holistic 

+4.1 32.012019 46.949474 holistic 

After carrying out repairs, another temperature measurement 
of the heating main was made at the same points. Measurements 
were made during the heating season (in January), then the 
environment temperature was lower (Table 2). Therefore, the 
average temperature over the surface of the thermal pipelines has 
decreased compared to the previous measurements made in 
October.  

However, as it can be seen, the temperature along the heating 
main does not differ significantly from one another, which is why 
we conclude that the breakthrough of the heating main in this place 
has been eliminated.  

 

4.3. An analytical model for the formation of a heat map  

It should be noted that tabular data is very inconvenient for 
perception and rapid analysis. Therefore, it was decided to build 
the heat map with visualizing of found heating main emergency 
sections on the area map on the basis of the measurements. For this 
purpose, an analytical model for the formation of a heat map was 
developed. 

Two color models, RGB and HSV, are selected for conversions 
[26]. The RGB model describes the color space based on Red, 
Green and Blue colors (Figure 5, a). The HSV model operates with 
parameters Hue, Saturation and Value (Figure 5, b). 

   
 a. b. 

Figure 5. RGB (a) and HSV (b) color models 

However, if the colors are supposed to be interpreted using the 
human visual system, it is advisable to integrate the RGB space 
and the HSV space [27]. Besides, diagnostic and repair work on 
heating mains can be carried out at different times of the day, and 
the HSV color space is more resistant to changes in lighting. 
Therefore, it is advisable to formulate the mathematical equivalent 
of the projection of the HSV model vectors in the RGB color space. 

In contrary to the studies about the usage of color models 
mentioned above [26–27], in this article, we propose using 
parameters Hue and Value of the HSV color model to construct the 
color gradient in the RGB color model. In this case, parameter 
Saturation equals a constant value. This approach reduces the 
computing power requirements concerning an IMCS set in an on-
duty car. Thanks to that building a heat map for the thermal mains 
and combining it with a terrain map can be performed even on a 
tablet instead of a laptop with higher performance, but also more 
cumbersome and inconvenient to use in a moving car. 

The pyrometer readings, corresponding to the seasonal 
temperature value of the section of the pipeline, are successively 
added to the array of temperatures �𝑡𝑡𝑖𝑖,𝑗𝑗�,  where 𝑖𝑖 = 0,𝑁𝑁  is the 
number of all 𝑁𝑁  rows of temperature values for each from 𝑁𝑁 
seasons, 𝑗𝑗 = 0, 25  – the number of columns of each temperature 
value in the matrix of the input file data to build a heat map. 

To recount the parameters of the HSV color model in the value 
of each spectrum of the RGB color model, the temperature 
coefficient k of the HSV model should be calculated according to 
(1). This will allow scaling the temperature values to the color of a 
certain tone. To switch to the parameters of the color model, it is 
also necessary to calculate the basic statistical parameters, namely 
the maximum and minimum values of the temperature (2) – (3) 
from the set of temperatures (4): 

 𝑘𝑘 = (𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚−𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚)
(𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚−𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚)

, (1) 
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 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚�𝑡𝑡𝑖𝑖,𝑗𝑗�, (2) 

 𝑡𝑡𝑚𝑚𝑖𝑖𝑚𝑚 = 𝑚𝑚𝑖𝑖𝑚𝑚�𝑡𝑡𝑖𝑖,𝑗𝑗�, (3) 

  𝑖𝑖 = 0,𝑁𝑁; 𝑗𝑗 = 0, 25, (4) 

where 𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 = 360° – selected the maximum value of the color 
tone (Hue) of the HSV model, which corresponds to the red color; 
𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖𝑚𝑚 = 120° – selected the minimum value of Hue of the HSV 
model, which corresponds to the green color. On the basis of the 
set minimum (green) and maximum (red) Hue values, a range is 
formed in the middle of which the value of 240° corresponds to the 
blue color, which in turn is the spectrum of the RGB color model.  

Then the color tone parameter 𝐻𝐻𝑖𝑖 ,𝑗𝑗 for each heat map segment 
using the temperature coefficient for the conversion the 
temperature values to the color values are calculated on the basis 
of the formula (5): 

 𝐻𝐻𝑖𝑖,𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑚𝑚𝑖𝑖𝑚𝑚 + �𝑡𝑡𝑖𝑖,𝑗𝑗 − 𝑡𝑡𝑚𝑚𝑖𝑖𝑚𝑚�‧𝑘𝑘. (5) 

In a heat map, to draw a small segment of a certain color of the 
RGB palette, you need to convert the temperature values using the 
HSV color parameters. In the proposed analytical model (6) – (9) 
the saturation " 𝑆𝑆" is taken as a constant (𝑆𝑆 = 1). This parameter 
does not appear in further calculations to reduce the computing 
costs of a mobile device with limited computing capabilities, 
which is used in the described IMCS for thermal pipelines 
inspection. 𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 = 0.1  – the minimal digit of the parameter 
“Value”. 

Therefore, the next step in forming a thermal image in the 
proposed analytical model is the conversion of temperature data 
into a color RGB model based on the rated values of HSV model 
parameters. 

The values of the red, green, and blue components of the RGB 
spectrum are labeled 𝑅𝑅𝑖𝑖,𝑗𝑗 , 𝐺𝐺𝑖𝑖,𝑗𝑗 , and 𝐵𝐵𝑖𝑖,𝑗𝑗 , respectively and 
calculated as follows: 

 𝑅𝑅𝑖𝑖,𝑗𝑗 =

⎩
⎪
⎨

⎪
⎧𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 ,𝐻𝐻𝑖𝑖,𝑗𝑗 = 0 𝑜𝑜𝑜𝑜 𝐻𝐻𝑖𝑖,𝑗𝑗 = 1; 
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗�,𝐻𝐻𝑖𝑖,𝑗𝑗 = 2; 

𝑉𝑉,𝐻𝐻𝑖𝑖 ,𝑗𝑗 = 3;
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗�,𝐻𝐻𝑖𝑖,𝑗𝑗 = 4.

 (6) 

 𝐺𝐺𝑖𝑖,𝑗𝑗 =

⎩
⎪
⎨

⎪
⎧𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 ,𝐻𝐻𝑖𝑖,𝑗𝑗 = 0 𝑜𝑜𝑜𝑜 𝐻𝐻𝑖𝑖,𝑗𝑗 = 1; 
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗�,𝐻𝐻𝑖𝑖 ,𝑗𝑗 = 2; 

𝑉𝑉,𝐻𝐻𝑖𝑖,𝑗𝑗 = 3;
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗�,𝐻𝐻𝑖𝑖,𝑗𝑗 = 4.

 (7) 

 𝐵𝐵𝑖𝑖,𝑗𝑗 =

⎩
⎪
⎨

⎪
⎧𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 ,𝐻𝐻𝑖𝑖,𝑗𝑗 = 0 𝑜𝑜𝑜𝑜 𝐻𝐻𝑖𝑖,𝑗𝑗 = 1; 
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝑎𝑎𝑑𝑑𝑖𝑖 ,𝑗𝑗�,𝐻𝐻𝑖𝑖,𝑗𝑗 = 2; 

𝑉𝑉,𝐻𝐻𝑖𝑖,𝑗𝑗 = 3;
�𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗�,𝐻𝐻𝑖𝑖,𝑗𝑗 = 4,

 (8) 

 𝑚𝑚𝑎𝑎𝑖𝑖,𝑗𝑗 = (𝑉𝑉 − 𝑉𝑉𝑚𝑚𝑖𝑖𝑚𝑚)‧�𝐻𝐻𝑖𝑖 ,𝑗𝑗�. (9) 

In this case, the higher the temperature the more the color is 
close to the red, and vice versa – the colder the temperature the 
more the color is closer to the blue. As shown in Figure 6, a, in the 
described model, the temperature scale is implemented in the 
temperature range from 0 to +25°C, which corresponds to the 
season when the heat pipelines in the region under consideration 
are prepared for the heating season. 

 
Figure 6. Temperature scale for the season 

It should be noted that thermal measurements can be carried 
out in different seasons when the temperature of the environment 
varies considerably over the seasons. When researching at another 
time of year, the visual temperature scale should be replaced by 
another scale reflecting temperature values that coincide with the 
seasonal ones. 

When constructing temperature scales, it should be noted that 
the operating temperature range for the pyrometer is from 
minus 10°С to +50°С. But with negative values of the ambient 
temperature, the measurement error is significantly increased. 
Therefore, further temperature scales were built only for ranges in 
which the pyrometer measurement error did not exceed 1.5 %. 

4.4. The software development 

The software was developed in Android Studio 3.3.1, an 
application created for the Android platform with JDK ver. 11.0. 

Let's consider the life cycle of the application. On the initial 
phase of the application, the task should be sent to diagnostic teams 
for inspection of the area. 

Using the Firebase Cloud Messaging (FCM), the system server 
sends messages to clients about current tasks. There is an ability to 
send notifications (up to 2K bytes) and data messages (up to 4K 
bytes). 

Upon receiving the assignment, the diagnostic teams on a duty 
car are headed to places of information gathering. After their 
arrival, the system reads its GPS coordinates and sends a message 
to the server about the diagnostic team location. 

The diagnostic team of specialists measures the temperature 
values using pyrometers. Data via Bluetooth 4.0 technology are 
transmitted to a tablet/notebook storing a local database in SQLite. 
When the tablet is connected to the Internet, information is sent to 
the cloud database. 

After completing the inspections by the diagnostic team, other 
services (mobile clients) will receive a message through the FCM 
for further works on the territory. 

Using the web version of the application helps to create reports 
based on the data collected. The JasperReports library is used to 
generate reports on the server.  

The UML Class Diagram of the developed application is given 
in ''the help file'' in the code repository. The shared code that would 
be good for further researching by other scientists is also placed 
there. 
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The following classes were developed: 

CurrentApplication – the class responsible for the life cycle of 
the application. It performs one or another action depending on 
the state of the application. 

PointModel is the class responsible for representing the single 
point information that is displayed on the map. 

PointPackModel – a class serving as a container for the 
PointModel list. 

BaseActivity is the base class (parent) for all Activity entity. 
This class is responsible for the elements with visual content. 

BaseMapActivity is a class with the basic functionality of 
Google Map. 

SplashActivity is the class responsible for displaying the 
application loading screen. 

MainActivity is the class responsible for displaying a map with 
functional points.  

5. Experimental Results and Analysis 

Figure 7 shows screenshots of the interface of the developed 
Android application. 

In Figure 7 you can see the map and two buttons. The button 
"Location" is responsible for the current location of your mobile 
device (or tablet). The button "Open" is responsible for opening a 
file from the database needed to build a heat map. 

The file was filled via a Bluetooth-port with results of 
temperature measurements made a pyrometer Testo 805i. 

From the analysis of the heat map in Figure 7, the place of heat 
energy leak from the underground pipeline can be seen (in the area 
highlighted by a yellow square). It is possible to speak about the 
presence of heat leaks based on the temperature gradient 
constructed on the scale in fig. 6. The red color inside the selected 
two spots (in the color spots above on the map there is no such 
color at all, or it is represented in an insignificant proportion to the 
area of the whole spot) indicates the presence of heat leaks in these 
places of the heating main. In the developed system, accurate geo-
coordinates (latitude and longitude) of the section of the break of 
the underground heating main are registered and available to the 
repair team (see Table 1). These coordinates can be refined by 
more frequent pyrometric measurements at a previously diagnosed 
area and marked on a Google map of a larger scale. Then it will be 
possible, with higher sampling, to perform image segmentation of 
the spot of the color scale for sensors of the automated system of 
technological control [28]. The maximum spot area, indicated in 
the red inside, will show a more accurate accident section. This 
will allow the positioning of repair equipment directly above the 
area of the heating main break. The accuracy of diagnosis is limited 
only by the measurement interval of the device (3 seconds) and the 
speed of movement of the operator of the diagnostic team. 

Automated fixation of the geo-coordinates of the accident site 
with their plotting on the terrain map is performed in none of the 
methods described in the literature.  

   
a. 

 
b. 

Figure 7. The heatmap showing the breakdown (а) on the thermal pipeline  
and its eliminated (b) 
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With the data of the developed IMCS, it is also possible to 
conclude that after the detected leakage point along the pipe main, 
the temperature over the surface of the underground heating pipe 
has been reduced to the ambient temperature on the date of 
measurement (green labels in Fig. 7, but without a color gradient 
according to the developed temperature scale for the studied 
season). 

After the computer diagnostics were carried out, the received 
data was transferred to the corresponding repair company. The 
unearthing of the heating pipeline by the found coordinates of the 
breakthrough has confirmed the fact of the accident precisely in 
the detected place of the heating main. It was discovered as a result 
of temperature measurements and reflected in Figure 7, a. The red 
color in the center of the spot corresponds to the raised 
temperature. And Figure 7, b shows the same place, but already 
with the eliminated breakthrough (see the yellow rectangle). 

The advantages of the proposed method are that the repair team 
can operate independently of the work schedule and the location 
of the diagnostic team specialists. When the repair team arrives at 
the place of heat energy leakage, the brigadier is authorized on 
Firebase by any mobile device (smartphone, tablet, etc.). In this 
case, his profile in any social network can be used – Google, 
Facebook, Twitter, etc. 

When the access to the heat map of the thermal pipeline has 
given, brigadier of the repair team can compare the own GPS 
coordinates with the coordinates received from the cloud service. 
Then it is able to combine the repair equipment accurately 
(excavator, pump, etc.) with detected places of the heat energy leak 
from the heat map. 

6. Conclusion 

Based on the analysis of the methods the detection of the 
thermal energy leak places on thermal pipelines, the relevance and 
necessity of developing new analytical models and software for the 
search and mapping leaks on heating mains with the help of heat 
maps have been established. 

An analytical model for forming a heat map and calculating its 
statistical parameters was proposed. The convert of the 
temperature values of a non-contact digital pyrometer from an 
underground heating main to the image of the RGB color model 
using the parameters of the HSV color model was substantiated. 

A software application for building heat maps based on 
measured temperature data for the Android platform with JDK 
11.0 version was developed. Introduced Firebase Authentication, 
integrated with popular social services. Due to the heat map 
layered on Google Maps, the repair team got the opportunity 
access to detected places of the heat energy leak regardless of the 
work schedule and the location of the diagnostic team. 

Experimental researches with the developed IMCS for the 
needs of urban housing and communal services for detection 
places of heat energy leak in the city underground thermal mains 
due to pipe accident have been carried out. The conducted studies 
confirmed the sufficient accuracy of the results for the optimal 
location of repair equipment on detected places of the pipe 
breakthrough. 

The perspective of further development of the thermographic 
method to detect the places of heat energy loss using the IMCS and 
cloud services has shown. 

As a development of the method, it can be supplemented, 
besides the technology of processing surface temperatures, also 
with information technologies of visual information processing on 
purpose more accurate geo position of heat leaks [29]. 

In the future, the proposed method for the diagnosis of thermal 
outflows can be used for both technical and biological objects. For 
each of the goals, it will be necessary to build separate temperature 
scales in the appropriate temperature range based on the proposed 
analytical model. Also, the pyrometric equipment should also be 
selected with the accuracy of measurement and the price of 
dividing the scale corresponding to the constructed temperature 
scale. 

The developed system has a lower cost (up to 50 times) 
compared with similar thermographic systems based on thermal 
imagers. Also, the proposed system is safe for the operator 
compared to diagnostic systems based on ultrasound, radiation and 
electromagnetic non-invasive methods for monitoring heat leaks 
described in the analyzed literature. 
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 A new microstrip patch antenna for ultra-wideband applications is presented in this paper. 

The design and performance of the antenna component are discussed. The propounded 

antenna is mounted on a compact FR-4 substrate having dimensions 20 x 30 x 1.6 mm3 with 

relative permittivity εr=4.3. The rectangular patch antenna is slotted with two types; 

rectangular and semi-circle slots so as to ensure a broad bandwidth. The results reveal that 

the antenna covers the frequency range of 3.1–7.5 GHz with a reflection coefficient reduced 

to -55 dB and a maximum gain of 5.9 dB. The details of the simulated and measured results 

for reflection coefficient are presented, showing a good agreement between them. To 

analyze the effect of the slots, the surface current distribution is investigated. The 

performances of good impedance matching are achieved within the operating band. 

Simulations are performed using CST Microwave Studio. The propounded antenna can be 

deployed for UWB applications and other radio communication services systems such as 

high-resolution radar, military communication, communications and sensors, position 

location and tracking. 
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1. Introduction  

UWB technology has recently attracted significant attention in 

wireless communications thanks to its main features in particular 

high bandwidth and data rate, ensuring secure communication in 

military applications. The world of ultra-wideband (UWB) has 

changed in very recent history. In February 2002, the FCC (Federal 

communications commission) issued a ruling that UWB could be 

used for commercial applications on unlicensed basis as well as for 

radar and safety applications. The decision authorized very low 

power spectral density emission in a bandwidth ranging from 3.1 

to 10.6 GHz [1-3]. UWB appears to be a technology very 

promising for wireless communications at very high levels data-

rate, high-precision radar and imaging systems. UWB systems use 

short pulses (of the order of the picosecond), repeated at a certain 

rate that can be up to several giga-impulses per second, offering 

thus a very high bandwidth with a very low transmission power 

level. This offers UWB systems the possibility of coexisting with 

other systems.  

To fulfill the demand in this type of communications, many 

research on UWB antenna design have been published. Most of 

them focused on patch antennas because of their simple structure, 

small size, low cost, low complexity, light weight, and high-speed 

data rate. They are considered as good candidates for UWB 

applications among many versions of UWB antennas. 

Nevertheless, micro-strip patch antenna has narrow bandwidth. 

To resolve this problem and obtain the desired performances, 

many methods are used. The typical technique focus on cutting 

slots of several forms in the radiating element, the ground plane, 

and the feed line. Nowadays, many slot shapes are available and 

discussed by various researchers [4-6]. Slot antennas have proven 

to be useful in that context. However design and placement of these 

slots on the radiating element is challenging as compared to the 

other traditional techniques. The purpose of this project is to design 

a micro-strip patch antenna for UWB applications that covers the 

frequency range of 3.1–7.5 GHz. 

2. Design and Configuration of the Antenna 

The propounded antenna is a rectangular patch antenna which 

is fed by a micro-strip line and mounted on a dielectric substrate 

named FR4-lossy, with thickness h=1.6mm and relative 
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permittivity εr=4.3, having dimensions of 20 x 30 x 1.6 mm3. 

These specifications for the substrate are a part of material 

parameters window on CST Microwave Studio. The material used 

in the patch and the ground is lossy copper with a thickness of 

Mt=0.035mm as given in Tab .1. The width of the line  feeding is 

3 mm and the length is 14.5 mm. The partial ground plane is also 

used with the propounded antenna geometry as shown in Figure 1. 

To investigate the impact of various antenna’s characteristics 

(different slots), a meticulous parametric study was performed. 

The parametric values of the propounded antenna are shown 

in Tab.1. The antenna is excited by a 50-Ω micro-strip feed line. 

The parameters measurement of the patch are calculated using the 

following formulas [7]: 

 

Table 1: Parameter values of the propounded antenna 

Parameters Values (mm) 

L 30 

W 20 

Lp 7 

Wp 16 

Lg 14 

Wg 20 

h 1.6 

Mt 0.035 

Wf 3 

Lf 14.5 

a 10 

b 1.5 

c 4.5 

d  2.5 

e 1 

f 8 

g 1 

h 0.75 

o 0.5 

r1 2.5 

 

To amplify the coupling between the feed line and the slots, 

multiple slots are introduced in order to broaden the operating 

bandwidth of the antenna. Having a quite large slot is logical 

transition to obtain wide bandwidth from an aperture-coupled 

patch. The first two slots are designed by combining rectangular 

and semi-circle slots placed in a juxtapose way [8-10]. In addition, 

different other rectangular slots are included in the radiating 

element. The structure of the antenna design is illustrated in Fig .1. 

 

(a)  

   

(b)  

Figure 1 Design of the propounded UWB antenna (a) Top (b) Bottom  

To improve the performance of micro-strip patch antenna, it is 

advisable to design a combination of two or more slots on the 

radiating element. This can be observed from the discussed 

literature survey that a micro-strip patch antenna with slots can be 

designed for wireless applications [11]. The technique employed 

in this paper retains the same elementary structure of the antenna 

with different slots included in the radiating element. In order to 

obtain a wide bandwidth, a rigorous investigation on different 

parameters in terms of feed width (Wf), feed length (Lf) and 

different slots width and length was performed. From the analysis 

we found the optimum dimensions of above parameters to be 3 

mm, 14.5 mm respectively for the feed line, to meet the 

http://www.astesj.com/
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requirement. The slots dimensions and other antenna’s parameters 

are listed in Tab .1 on the basis of undertaken parametric analysis. 

Figure 2 presents the simulated reflection coefficient of the 

antenna, the antenna without rectangular slots and the antenna 

without semi-circle slots. When different slots are included, a wide 

bandwidth is achieved from 3.1 to 7.5 GHz with three resonant 

frequencies at 3.9, 5.95 and 7.3 GHz. Effect of using different slots 

is shown. We notice that the propounded antenna is the best 

candidate to meet the requirements in terms of UWB bandwidth. 

The flow chart of the propounded antenna’s design methodology 

is presented in figure 3. 

 

Figure 2 Simulated reflection coefficient of the propounded antenna, the antenna 

without rectangular slot and the antenna without semi-circle slots 

3. Results and Discussions 

The propounded UWB antenna is designed by opting for the 

optimal values of above parameters in order to cover the frequency 

range 3.1- 7.5 GHz. Both numerical and experimental tests have 

been achieved to assess the effectiveness of the propounded 

antenna and the results are presented in this section. Toward this 

end, the antenna was fabricated on FR4-lossy substrate (30 x 20 x 

1.6 mm3) with dielectric constant of Ɛr = 4.3. Figure 4 depicts the 

fabricated antenna for  experimental verification. 

The reflection coefficient of the antenna has been analyzed 

using CST Microwave STUDIO simulator and verified using 

another electromagnetic simulator HFSS as shown in Figure 5. A 

3.1–7.5 GHz frequency range below     -10 dB of return loss S11 

is obtained. The reflection coefficient (S11), measured in decibel 

(dB), can be calculated using the formula: 

𝑆11 = −20𝑙𝑜𝑔10 |
𝑍𝑖𝑛 − 𝑍0
𝑍𝑖𝑛 + 𝑍0

| 

Where Z0 is the characteristic impedance of the 50 Ω SMA 

port and Zin is the driving point impedance of the antenna. Figure 

5 shows a comparison of the simulated reflection coefficient using 

both CST and HFSS. The results corroborate that there is a good 

agreement between the two simulations with a small variation as 

the two softwares use different numerical techniques, finite 

integration technique, a relative of FDTD for CST Microwave 

Studio and Finite Element Method (FEM) for HFSS [12]. 

 

Figure 3 The flow chart of the propounded antenna’s design methodology. 

 

Figure 4 Photograph of the fabricated UWB antenna 
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The UWB antenna was measured after fabrication to examine 

the performance of the proposed approach. Measured reflection 

coefficient is achieved by vector network analyzer. The measured 

and simulated reflection coefficients of antenna are compared in 

Figure 6. From measured results, we can notice that the antenna is 

operating with a       -10dB bandwidth from 3.1 to 7.5 GHz. A good 

agreement  between simulation and measurement results is 

observed with a little discrepancy which is mainly owing to the 

fabrication margin. It could also be because to the impact of the 

feeding cable, feeding connector and the antenna fixation support 

as the structure is small. 

 

Figure 5 Simulated reflection coefficient of the propounded antenna 

 

Figure 6 Measured and simulated reflection coefficient of the UWB antenna 

The electromagnetic solver, CST Microwave STUDIO, is used 

to numerically analyze and improve the antenna’s configuration. 

Figure 7 presents the simulated results of the propounded antenna 

with the rectangular slot combined with semi-circle slots width, 

from 0.5 to 1.5 mm. It should be noticed that one variable at the 

time was varied, the others being constant. It is apparent that the 

bandwidth for UWB band decreases as the width decreases from 

1.5 to 0.5 mm. Consequently, it is concluded that b= 1.5 mm is the 

optimal value for the bandwidth from 3.1 to 7.5 GHz, covering the 

whole UWB range with three resonant frequencies at 3.9, 5.95 and 

7.3 GHz.  

 

Figure 7 Simulated reflection coefficient response of the antenna as a function of 

“b”. All other parameters are the same as listed in Table 1 

The propounded UWB antenna has an acceptable quasi 

omnidirectional radiation pattern needed to receive information 

signals from all directions. Figure 8 presents three-dimensional 

radiation patterns at three frequencies 3.9, 5.95 and 7.3 GHz. The 

gain of the antenna  attain 3.26 dB at 3.9 GHz, 4.55 dB at 5.95 GHz 

and 5.90 dB at 7.3 GHz. 

 

(a) 

 

(b) 
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(c) 
Figure 8. 3D radiation patterns of the propounded antenna at (a) 3.9, (b) 5.95 and 

(c) 7.3 GHz. 

 

                 (a)                                                       (b) 

 

(c) 

Figure 9 Surface Current distributions at (a) 3.9 GHz, (b) 5.95 GHz and (c) 7.3 

GHz 

Surface current distribution has been depicted in Figure 9 and 

analyzed at discrete frequencies (a) 3.9 GHz, (b) 5.95 GHz and (c) 

7.3 GHz, to give a physical perception and have a deeper 

understanding on the resonant behavior of the antenna. Figure 9 (a) 

and (b) shows that the surface current distributions are mainly flow 

and distributed though along the rectangular slots and the feed part. 

From Figure 9 (c), it can be observed that most of surface currents 

are concentrated on the edges of the interior and exterior of semi-

circle slots. Effective coupling between different slots affords 

wide-band matched impedance bandwidth, therefore, the surface 

current is distributed evenly over the radiating patch. The 

maximum gain of the propounded antenna is presented in Figure 

10. As expected, the antenna has a good gain over the whole 

operating frequency range with a maximum gain up to 5.9 dB.  

The simulated radiation efficiency of the antenna is presented 

in Figure 11. It can be noticed that the antenna reaches a maximum 

radiation efficiency of 81% and more than 60% over the whole 

UWB frequency range. 

  
Figure 10 The gain of the propounded antenna 

 
Figure 11 simulated radiation efficiency of the antenna 

A comparison between our antenna and other published 

research is demonstrated in Table 2 in terms of their dimensions, 

bandwidth, gain and applications, in order to reinforce the concept 

of design. The almost stable radiation pattern with gain up to 5.9 

dB makes our antenna suitable for being used for UWB 

applications.  

Table 2 A comparison between the propounded antenna and other published work 

References Dimensions 

(in mm) 

Bandwidth 

UWB 

Gain at 

resonant 

frequency 

(dB) 

Applica-

tions 

[13] 13x15 3.07-11.64 5.49 UWB 

applications 

[14] 22x24 2.8-11.4 3.6 

5.4 

UWB 

applications 

[15] 27x32.42 3.1-5.2  

5.8-10.6 

2.33 

5.49 

UWB 

applications 

Our work 20x30 3.1- 7.5 3.2 

4.5 
5.9 

UWB 

applications 
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4. Conclusion 

The micro-strip patch antenna is easy to manufacture, 

replaceable, low profile and highly efficient. Such antennas are 

strongly recommended in satellite and wireless communication. In 

this paper, a new UWB patch antenna is presented with a wide 

bandwidth from 3.1 to 7.5 GHz with three resonant frequencies at 

3.9, 5.95 and 7.3 GHz. The optimized structural parameters have 

been reached after many optimization and parameter sweeps on 

antenna performance. The propounded antenna can be used in 

multiple UWB applications that requires a wide bandwidth and 

reduced return loss at the operating frequency of the frequency 

range. The simulated results provide that, the maximum bandwidth 

attained numerically is 4.4 GHz due to the multiple slots used in 

the antenna. The results have revealed that our new fabricated 

antenna is definitely highly convenient for UWB applications such 

as high-resolution radar, military communication, 

communications and sensors, position location and tracking. 
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 Vowel classification is an essential part of speech recognition. In classical studies, this 
problem is mostly handled by using spectral domain features. In this study, a novel 
approach is proposed for vowel classification based on the visual features of speech 
waveforms. In sound vocalizing, the position of certain organs of the human vocal 
system such as tongue, lips and jaw is very effective on the waveform shapes of the 
produced sound. The motivation to employ visual features instead of classical 
frequency domain features is its potential usage in specific applications like language 
education. Even though this study is confined to Turkish vowels, the developed method 
can be applied to other languages as well since the shapes of the vowels show similar 
patterns. Turkish vowels are grouped into five categories. For each vowel group, a time 
domain speech waveform with an interval of two pitch periods is handled as an image. 
A series of morphological operations is performed on this speech waveform image to 
obtain the geometric characteristics representing the shape of each class. The extracted 
visual features are then fed into three different classifiers. The classification 
performances of these features are compared with classical methods. It is observed that 
the proposed visual features achieve promising classification rates. 

Keywords :  
Vowel recognition 
Speech waveform  features 
Image processing 
ANN 
SVM 
XGBoost 

 

1. Introduction 

Vowel classification has been an attractive research field with 
growing intensity over the recent years. It is closely related to voice 
activity detection, speech recognition, and speaker identification. 
Vowels are the main parts of speech and the basic building units of 
all languages and an intelligible speech would not be possible 
without them. They are the high energy parts of speech and also 
show almost periodic patterns. Therefore, they can be easily 
identified by time characteristics of their speech waveforms. Each 
vowel is produced as a result of vocal cord vibrations. The 
frequency of these vibrations is known as pitch frequency, which 
is a characteristic feature of the speech and the speaker. Pitch 
frequency variations occur mainly at voiced parts which are mostly 
formed by vowels. Consequently, vowels are an important source 
for features in speech processing. 

Detecting the locations of the vowels in an utterance is critical 
in speech recognition because their order, representing the syllable 
form of the word, can help in determining the possible candidate 
words in speech. In addition, voice activity detection can be 

accomplished by determining the voiced parts of the speech which 
are mainly constituted from vowels. Speech processing 
technologies using spectral methods are also dependent on vowels 
and other voiced parts in speech. These methods are mostly built 
on the magnitude spectrum representation, which displays peaks 
and troughs along the frequency axis. Voiced segments of speech 
cause such peaks in the magnitude spectrum. The frequencies 
corresponding to the peaks, known as formants, are useful for both 
classifying the speech signal and identifying the speaker. Therefore, 
vowels are inevitable in the area of speech processing [1]. 

There are quite a number of studies on vowel classification in 
the literature. Most of them are based on frequency domain 
analysis using features such as formant frequencies [2,3], linear 
predictive coding coefficients (LPCC), perceptual linear prediction 
(PLP) coefficients [4], mel frequency cepstral coefficients (MFCC) 
[5,6,7,8], wavelets [9], spectro-temporal features [10], and spectral 
decomposition [11]. However, there are fewer studies using time 
domain analysis [12, 13]. There are also vowel classification 
studies for the imagined speech [14]. 
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Although most of the studies on speech recognition make use 
of the acoustic features, the visual characteristics obtained from 
speech waveform shapes can also carry meaningful information to 
represent the speech. Shape characteristics, for example, envelope 
of the waveform, area under that waveform, and some other 
geometrical measurements can be utilized for classification 
purposes. Extracting these properties can be accomplished by basic 
image processing techniques such as edge detection and 
morphological processing. In other words, a speech waveform can 
be treated as an image. The notion of visual features is perceived 
as the shapes of the mouth and lips in general, and used also in 
vowel classification [15]. There exist some articles in the literature 
concerning the speech and sound signals as an image. Many of 
them utilize visual properties from the spectral domain. Matsui [16] 
et al. propose a musical feature extraction technique based on scale 
invariant feature transform (SIFT), which is one of the feature 
extractors used in image processing. Dennis et al. [17] use visual 
signatures from spectrogram for sound event classification. 
Schutte offers a parts-based model, employing graphical model 
based speech representation, which is applied to spectrogram 
image of the speech [18]. Dennis et al. [19] propose another 
method for recognizing overlapping sound events by using visual 
local features from the spectrogram of sounds and generalized 
Hough transform. Apart from these time-frequency approaches, 
Dulas deals with the speech signal in the time domain. He proposes 
an algorithm for digit recognition in Polish making use of the 
envelope pattern of the speech signal. A binary matrix is formed 
by placing a grid on the speech signal of one pitch period. 
Similarity coefficients are, then, calculated by comparing the 
previous and next five matrices around the matrix to be analyzed 
[20, 21]. Dulas also implements the same approach for finding the 
inter-phoneme transitions [22].  

In this paper, we propose the visual features obtained from the 
shapes of speech waveforms to classify vowels. We are inspired by 
the fact that one can determine the differences among the vowels 
by visually inspecting their shapes. The proposed approach, called 
herein Speech Vision method (SV), henceforth considers the 
speech waveform as an image. The images corresponding to the 
respective vowels are formed from two-pitch period speech 
segments. After applying several image processing techniques to 
these waveform images, some useful geometrical descriptors are 
extracted from them. Later, these descriptors are used for training 
Artificial Neural Network (ANN), Support Vector Machine 
(SVM), and eXtreme Gradient Boosting (XGB) models to 
recognize the vowels. Experiments show that comparable 
recognition rates are obtained. The use of visual features makes a 
clear distinction between the application areas of classical 
frequency domain approach and our suggested method. A 
possibility of application is in the field of language education, 
especially language learning of a foreign language, where one 
needs to test learner’s pronunciation of vowels, or the learner tries 
to make the shape of the vowel as he/she sees both his/her own 
pronunciation and the ideal shape of the corresponding vowel on a 
screen for example. By the same token, the method could also be 
used in the speaking education of those with hearing disabilities. 
Another alternative area of application would be text to speech 
conversion tasks, in which ideal vowel shapes could be used in 
order to enhance the quality of the digital speech. 

This paper is organized as follows. After this Introduction part, 
in Section II we discuss vowels and their properties. Section III 
presents the proposed method in details. Tests and results are given 

in Section IV, and a comparison with other vowel classification 
studies in the literature is carried out in Section V. Finally, 
conclusions and discussion appear in Section VI. 

2. Characteristics of Vowels 

In the Turkish language, there are 8 vowels and 21 consonants. 
The vowels are {a,e,ı,i,o,ö,u,ü}. There are 44 phonemes, 15 of 
which are obtained from vowels and the rest from consonants. The 
production of vowels basically depends on the position of the 
tongue, lips and jaw. For instance, for the vowel “a”, tongue is 
moved back, lips are unrounded and the jaw is wide open. 
Therefore, all the vowels are generated differently depending on 
the various positions of the parts of the mouth. By considering the 
shape of the mouth, Turkish vowels are distributed as given in 
Table 1 [23]. According to this table, there are several categories 
for the vowels. For example, {a,ı,o,u} are vocalized with the 
tongue pulled back, while {e,i,ö,ü} are vocalized with the tongue 
pushed forward. Similarly, {a,e,ı,i} are generated with lips 
unrounded and {o,ö,u,ü} are generated with lips rounded. We 
establish vowel groups to be classified in this study according to 
the position of lips and jaw.  

Table 1: Classes of Turkish vowels 

 Unrounded (lips) Rounded (lips) 

Wide 
(jaw) 

Narrow 
(jaw) 

Wide 
(jaw) 

Narrow 
(jaw) 

Back 
(tongue) 

a ı o u 

Front 
(tongue) 

e i ö ü 
 

When a voice plot is stated, it is basically meant to be the graph 
of voice intensity against time. A sample plot of a recorded vowel 
is given in Figure 1. 

 
Figure 1: Waveform of Vowel “a” 

It is noted that the vowel has a certain waveform. If we take a 
closer look, we can see that there is a repeating pattern in the 
waveform. This pattern is illustrated in Figure 2. The duration of 
each repeating pattern is known as the pitch period. This pattern 
keeps repeating with slight perturbations until the intensity starts 
to die off. When we focus on an interval of one pitch period of 
waveforms of all the vowels, we obtain the shapes illustrated in 
Figure 3. The vowels used in this paper come from a database [24]. 
As seen in that figure, each waveform generally differs from others 
in terms of appearance. The similar pattern can be experienced in 
certain English vowels, which sound like their corresponding 
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Turkish counterparts. Figure 4 shows these vowels chosen from the 
words within parenthesis. 

The argument in this study is that the vowels can be identified 
by examining their waveform shapes as an image. In other words, 
visual features extracted from the waveform images can make 
vowel classification possible without the need for spectral features 
such as MFCC, LPCC and/or PLP coefficients. From this point of 
view, the proposed technique contributes to the feature selection 
part in speech processing. Therefore, some of the image processing 
and machine vision techniques are applied to those waveforms. 
The main novelty of this work lies in providing visual features for 
speech waveforms. 

 
Figure 2: Repeating Patterns in Vowel “a”

 

 
a  

 
e 

 
ı 

 
i 

 
o  

ö 
 

u 
 

ü 

Figure 3: Sample Pitch Period Plots for 8 Turkish Vowels 

 
a  (by) 

 
e  (bat) 

 
ı  (father) 

 
i (beet) 

 
o  (boat) 

 
ö  (burr) 

 
u  (book) 

 
ü  (abuse) 

Figure 4: Sample Pitch Period Plots for 8 of the English Vowels 

 
Figure 5: Proposed Method for Vowel Classification 

 

Figure 6: Operations in the “Visual Processing of ROI”

1050 1100 1150 1200 1250 1300 1350 1400

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

in
te

ns
ity

samples

Extraction of ROI 
from Speech 
Waveform 

Visual Processing 
of ROI 

Classifier    (ANN, 
SVM & XGB) 

Speech 
Signal 

Identified   
Vowel Class Extraction of    

Shape Features 

Obtaining  
BW Image 

Edge 
Detection 

Morphological 
Processing 

Filtering Vowel 
Image 

http://www.astesj.com/


H. Tora et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 16-24 (2019) 

www.astesj.com     19 
 

3. Speech Vision Methodology 

The overall view of our proposed method is shown in Figure 
5. In addition, Figure 6 shows the operations carried out in 
“Visual Processing of ROI” block. Our method comprises four 
main parts: the first is the extraction of Region of Interest (ROI), 
the second is visual processing of ROI, the third is extraction of 
shape features, and the fourth is the ANN/SVM/XGB part, 
where inputs are formed from the matrix and fed into the 
previously trained model to obtain a classification result. The 
following subsections explain the functions of each block in 
detail. 

 
Figure 7: A Sample Closed Shape of Double Pitch Periods 

3.1.  Processing of region of interest 

The input speech signals are segmented into two-pitch 
length waveform images as seen in Figure 7. The reason for 
choosing double pitch periods is that the shapes of a single, 
double, and triple pitch periods are compared, and two 
consecutive pitch periods give the highest scores in 
classification. As can be seen in Figure 8a, the image contains 

little jagged edges because of the noise level and the style of the 
speaker. In order to make vowel recognition speaker 
independent, one should dispose of those rapid ups and downs. 
Hence, we apply a sequence of image processing operations to 
smooth these details and, consequently, obtain a more general 
appearance of the waveform.  

A selected waveform image to be processed is shown in 
Figure 8a. Then, a range filter which calculates the difference 
between maximum and minimum gray values in the 3x3 
neighborhood of the pixel of interest is applied to the obtained 
gray-level image. The resulting image can be seen in Figure 8b. 
After this, we determine the edges of this image using Sobel 
algorithm with a threshold value of 0.5. 

The image obtained is shown in Figure 8c. Following this, 
we apply a morphological structuring for line thickening, whose 
result is given in Figure 8d. Then, we clear the edges and borders 
using 4-connected neighborhood algorithm and obtain the 
image shown in Figure 8e. Following this operation, we erode 
the image and close it using a morphological closing method, 
whose result is shown in Figure 8f. Finally, the gaps on the 
background are flood-filled while changing connected 
background pixels (0's) to foreground pixels (1's). The result is 
seen in Figure 8g. A closing operation is applied to this figure 
and the resulting image is later contained in the smallest 
rectangle as depicted in Figure 8h. In the morphological    
operations performed on the images, we used structuring 
elements of line with length of 3 and angles of 0 and 90 degrees, 
as well as diamond with size of 1 and disk with size of 10. 

3.2. Extraction of shape features 

The geometric features that characterize the waveform 
image seen in Figure 8h are presented in this section. Since the 
aim is to analyze the rough shape rather than the detailed one, 
the features are selected in a way that represents the general 

  
  

(a) Original image (b) Gray level−range filtered image (c) Image after the Sobel edge 
algorithm (d) Image with lines thickened 

    

(e) Image with lines cleared (f) Image eroded and closed (g) Background gaps filled (h) Image contained in the 
smallest rectangle 

Figure 8: Steps for Image Operations 
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silhouette of the waveform. The authors in [25] used ten features 
describing the general silhouettes of aircraft. In this study, we 
use these features along with the orientation angle as an 
additional feature.  Table 2 lists these features. They are 
calculated by using the function of regionprops in Matlab [26].  
In the features F1, F2, F6, and F11, the white region in Figure 
8h, referred to as the image region, is approximated by an ellipse. 

The followings are the descriptions of the features; 

Table 2: Features Obtained from the Processed Image 

Feature Name of the feature 

F1 Major axis length 

F2 Minor axis length 

F3 Horizontal length 

F4 Vertical length 

F5 Perimeter 

F6 Eccentricity 

F7 Mean 

F8 Filled area 

F9 Image area 

F10 Background area 

F11 Orientation angle 

F1- Major axis length: the length of the longer axis of the 
image region in pixels. See Figure 9. 

F2- Minor axis length: the length of the shorter axis of the 
image region in pixels. See Figure 9. 

F3- Horizontal length: horizontal length of the image 
region in pixels. See Figure 10. 

F4- Vertical length: vertical length of the image region in 
pixels. See Figure 10. 

F5- Perimeter: perimeter of the image region in pixels, 
shown in red. See Figure 10. 

F6- Eccentricity: a parameter of an ellipse indicating its 
deviation from the circularity, whose value ranges from 0 
(circle) to 1 (line). 

F7- Mean: the ratio of the total number of 1’s in the binary 
image to the total number of pixels. 

F8- Filled area: the total number of white pixels in the 
image. 

F9- Image area: estimated area of the object in the image 
region which is correlated with the filled area. The area is 
calculated by placing and moving a 2x2 mask on an image. 
Depending on the corresponding pixel values in the mask, the 
area is computed. For example, if all the pixels in the mask 
are black, then the area is zero. When all are white, then the 
area equals one. The other distributions of pixels in the mask 
result in area values between zero and one.  

F10- Background area: estimated area of the black region 
in the image. 

 
Figure 9: Major Axis, Minor Axis, and Orientation Angle 

 
Figure 10: Horizontal and vertical lengths, and perimeter 

F11- Orientation angle: the angle between the horizontal 
axis and the major axis of the ellipse approximating the image 
region. See Figure 10. 

 All the features describe the spatial domain properties 
of the underlying image. On the other hand, these images are the 
time domain representations of the speech signals. Thus, 
classifying the images corresponds to recognizing the speech 
sounds. Adopting such simple features in speech recognition 
leads to promising results, as shown in our experiments. 

3.3. Classifiers 

A general description of the employed classifiers is given 
here in order to facilitate a better understanding. We utilized 
three widely used classifiers in our study; namely ANN, SVM, 
and XGB method. It is well known that these are among the 
strongest classification tools for pattern recognition applications. 
They are all able to classify nonlinearly distributed input 
patterns into target classes. The classifiers are trained using the 
features in Table 2.  

When sounding a vowel; the position of mouth, tongue, and 
lips is the key factor. The dotted and non-dotted (front and back) 
vowels in Turkish are quite similar in the way that only the 
position of the tongue changes when sounding the dotted and 
non-dotted vowels. Out of the eight vowels in Turkish, five 
vowel classes are formed in this study, combining ‘dotted’ 

major axis  

minor axis  
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vowels with non-dotted ones. Those combined vowels were: ‘ı’ 
and ‘i’, ‘o’ and ‘ö’, ‘u’ and ‘ü’. Besides, the vowels ‘a’ and ‘e’ 
are treated as separate classes. Therefore, these five vowel 
classes are considered as the outputs of the classifier.  

Following a parameter optimization, an ANN is constructed 
with a multi-layered feed forward network structure having 11 
inputs, 5 outputs, 2 hidden layers with 22 and 13 neurons, 
respectively. A hyperbolic tangent is chosen as activation 
function. The network is trained by back propagation algorithm. 

As another classifier, SVM is implemented using the kernel 
Adatron algorithm, which optimally separates data into their 
respective classes by isolating the inputs, which fall close to the 
data boundaries. Hence, the kernel Adatron is especially 
effective in separating sets of data which share complex 
boundaries. Gaussian kernel functions are preferred in this study. 

As a third classifier, a decision tree-based XGB method is 
used. Again, following a parameter optimization, a multi-class 
XGB model is employed with 89 booster trees having a 
maximum depth of three, whilst default values are used for the 
rest of the parameters. 

4. Tests and Results 

For the design of experiments, 551 samples are used; 
consisting of 100, 88, 90, 76, 197 samples for Class1 through 
Class5, respectively, for vowel classification. The vowels are 
parsed from the diphone database developed in [24]. Noisy 
conditions are not considered because we aimed to use the 
classification of the ideal shaped waveforms in different 
applications as opposed to classical voice recognition 
techniques. The data are randomized in order to achieve a fair 
distribution, 80% of which is used for training, 15% for testing, 
and the remaining 5% for cross validation. The ANN and SVM 
are trained until the results cannot improve the validation set any 
further. The Neurosolutions software is used for this process 
[27]. During the training process how the mean squared training 
error changes for the SVM and ANN is illustrated in Figure 11 
as an example. The Python software is used for XGB modeling 
and training [28]. 

A statistical error and R-value analysis is made on the test 
data in order to compare the produced outputs of the trained 
models with the actual values that indicate whether estimations 
succeed or not. The results of this analysis appear in Table 3 and 
Table 4 for the training and test sets respectively. It can be seen 
from the tables that ANN and XGB perform better in terms of 
almost all criteria with XGB having a slightly better 
performance. ANN performs very well on all vowel classes 
except Class 4, i.e. ‘o’ and ‘ö’ vowels in Turkish; whereas XGB 
has more than 80% sensitivity on all classes. In Classes 1 and 3, 
there is a 100% correct classification for all classifiers. 

In both tables, MSE is Mean Squared Error, NMSE is 
Normalized Mean Squared Error, and R is linear correlation 
coefficient.  NMSE is calculated as follows: 

   
  

       (1) 

 

 

where P is the number of output processing elements (neurons), 
N is the number of exemplars in the data set, yij is the network 
output for exemplar i at processing element j, and dij is the 
desired output for exemplar i at processing element j. Since 
NMSE is an error term, values closer to zero denote better 
predictability. MSE is simply the numerator of NMSE.  

 
(a) 

 
(b) 

Figure 11: Mean Squared Error as (a) SVM and (b) ANN Training 

Another statistically meaningful variable used for 
predictability performance is the correlation coefficient R. It is 
used to measure how well one variable fits on another, linear 
regression wise. In our case, these variables are predicted 
against the desired outputs. The R value is defined as: 
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where y is the network output, and di is the desired output. 
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Table 3: Statistical Parameter Analysis and Comparison over Training Sets 

 
Table 4: Statistical Parameter Analysis and Comparison over Test Sets 

 

The mean squared error (MSE) can be used to determine how 
well the network output fits the desired output, but it does not 
necessarily reflect whether the two sets of data move in the same 
direction. For instance, by simply scaling the network output, we 
can change the MSE without changing the directionality of the data. 
The correlation coefficient R solves this problem. By definition, 
the correlation coefficient between a network output y and a 
desired output d is defined by Eq. (4). The correlation coefficient 
is limited to the range [-1 1]. When R = 1, there is a perfect positive 
linear correlation between y and d; i.e., they vary accordingly. 
When R = -1, there is a perfect linear negative correlation between 
y and d;  

i.e., they vary in opposite ways (when y increases, d decreases by 
the same amount). When R =0, there is no correlation between y 
and d; i.e., the variables are called uncorrelated. Intermediate 
values describe partial correlations. 

We evaluate the performances of all classifiers in terms of 
sensitivity, specificity, accuracy, and precision. These parameters 
are statistical measures for classification. Values close or equal to 
100% are desirable. They are related with true positive (TP), true 
negative (TN), false positive (FP) and false negative (FN) values, 
as explained below: 

TP: Number of cases belonging to a certain class that are 
correctly classified. 

TN: Number of cases not belonging to a certain class that are 
correctly classified. 

FP: Number of cases belonging to a certain class that are 
incorrectly classified. 

FN: Number of cases not belonging to a certain class that are 
incorrectly classified. 

These parameters are calculated by the following equations: 

TPSensitivity
TP FN

=
+  

                                            
(3) 

TNSpecificity
TN FP

=
+  (4) 

TPPrecision
TP FP

=
+  

             
(5) 

TP TNAccuracy
TP FP FN TN

+
=

+ + +  
             

(6) 
 Table 5 shows the performance results of the classifiers 

adapting the proposed features on the basis of sensitivity, 
specificity, accuracy and precision. As can be seen, the 
performance of each classifier justifies that the visual features can 
be successfully employed in vowel classification. It is noted that 
the ANN and XGB classifiers perform better than the SVM. Since 
the XGB method is decision tree-based, and not a black-box, it is 
possible to see which features are more useful in the model as 
shown in Figure 12. In fact, this is a score that denotes the goodness 
of each feature during the building of the boosted decision tree 
model based on the splits. The more the feature is used in split 
decisions, the higher the score.  The overall score for a feature is 
calculated as the average of the scores of that feature across all 
decision trees of the model. 

 
Figure 12: Feature Importance’s for XGB Model 

In order to show the effectiveness of the offered visual features, 
the same vowel classes are also classified by utilizing the MFCCs, 
which are commonly used for speech recognition. Table 6 depicts 
the sensitivity results obtained from the proposed and MFCC 
features classified by all three classifiers. This table also includes 
the classification performance of the study in [7] which classifies 
the Turkish vowels by MFCCs using ANN. 

It is fair to say that the proposed SV method yields better results, 
on average, on all classes with the exception of Class 2(E). It is 
observed that unlike the case of visual features, when MFCCs are 
used SVM performs slightly better than ANN and XGB.  

SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB

MSE 0.0149 0.00127 0.0013 0.00588 0.0302 0.0045 0.0047 0.00133 0.0027 0.00665 0.01883 0.0049 0.0079 0.0396 0.0052

NMSE 0.0997 0.0085 0.009 0.04328 0.0222 0.034 0.03534 0.01003 0.0021 0.0567 0.16061 0.1343 0.03407 0.017 0.025

R 0.9668 0.99724 0.9876 0.9875 0.9914 0.9921 0.98271 0.99672 0.9855 0.98464 0.91815 0.9528 0.98898 0.9917 0.9901
Sensitivity 

(%) 100 100 100 100 100 100 100 100 100 100 99.554 100 100 100 100

Class 4(O -Ö ) Class 5(U-Ü)
Performance

Class 1(A) Class 2(E) Class 3(I-İ)

SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB 
MSE 0.0205 0.0006 0.0005 0.0987 0.04529 0.0095 0.01309 0.0004 0.0006 0.07955 0.04946 0.031 0.1074 0.0519 0.063 

NMSE 0.1398 0.0041 0.005 0.78047 0.35815 0.089 0.08244 0.00255 0.0034 0.62906 0.39109 0.3824 0.48823 0.2359 0.2628 
R 0.94 0.99836 0.9993 0.62122 0.83046 0.9172 0.95904 0.99895 0.9808 0.61131 0.78621 0.8086 0.71667 0.8796 0.8781 

Sensitivity  
(%) 100 100 100 54.17 73.68 93.33 100 100 100 80 84.62 80 86.21 93.55 87.88 

Performance Class 1(A) Class 2(E) Class 3(I-?) Class 4(O-Ö) Class 5(U-Ü) 
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Table 5: Classification Parameter Analysis and Comparison over Test Sets (%) 
 

 
Table 6: Comparison of Methods Using MFCCs and Proposed Visual Features 

Method Class 1(A) Class 2(E) Class 3(I-İ) Class 4(O-Ö) Class 5(U-Ü) 

ANN (proposed visual features) 100 73.68 100 84.62 93.55 

SVM (proposed visual features) 100 54.17 100 80 86.21 

XGB (proposed visual features) 100 93.33 100 80 87.88 

ANN (MFCC) 83.33 80 66.67 57.14 63.63 

SVM (MFCC) 85.71 80 77.78 66.67 60 

XGB (MFCC) 50 70 60 60 90 

ANN Method  in [7] (MFCC) 88 81 76 78 81 

Table 7: Comparison of Various Vowel Classification Studies 

Ref.No Language Input Features Clasifier Performance 

7 Turkish MFCC ANN 80.8 

29 Australian 
English 

Frequency 
Energy Levels 

Gaussian 
&ANN 88.6 

30 English MFCC SVM 72.34 

31 English Formant 
frequencies ANN 70.5 

32 English Formant 
frequencies ANN 70.53 

33 English Tongue and lip 
movements SVM 85.42 

 

34 
Hindi MFCC HMM 91.42 

35 Hindi 

Gammatone 
Cepstral 

Coeficients + 
MFCC + 
Formants 

HMM 91.16 

36 Hindi 
Power 

Normalized 
Cepstral 

Coefficients 
HMM 88.46 

Speech 
Vision 
(SV) 

Turkish 
Time Domain 

Visual 
Features 

ANN 90,37 

SVM 84,08 

XGB 92,24 

 
4.1. Comparison with Relevant Studies 

In order to evaluate the performance of the SV approach more 
objectively, a literature search on various vowel classification 
performances is also carried out. In detail, a brief comparison is 
given in Table 6 with the results of another study; however, this 

study also contained Turkish vowels [7] whereas we are keen to 
look into the success rates of vowel classification in different other 
languages. On the other hand, it should be pointed out that the 
indirect comparison here is just to give a rough idea about the 
performance of the SV approach among other vowel classification 
results in general.  

Harrington and Cassidy conducted a study on vowel 
classification in Australian English, using frequency energy levels 
with Gaussian and ANN classifiers [29]. Indeed, there are a 
number of studies classifying English vowels with SVM and ANN 
classifiers using MFCC and Formant Frequencies [30, 31, 32]. 
Another study was also conducted using tongue and lip movements 
to classify English vowels with SVM [33]. In addition, there are a 
few studies on vowel classification in the Hindi language using 
various frequency domain features and employing Hidden Markov 
Model (HMM) classifiers [34, 35, 36]. A comparison of these 
various studies with our SV approach, in terms of sensitivity, is 
given in Table 7. 

5. Conclusion and Discussion 

This paper describes a novel approach introducing visual 
features for classifying vowels. The proposed approach makes use 
of the geometric features obtained from speech waveform shapes. 
Shape-based features from speech signals have rarely been 
employed for speech recognition. On the other hand, the features 
that are widely used are usually in the transform domain, i.e. 
spectrograms. However, the techniques using spectrograms 
involve computational costs due to the Fourier transform 
calculations. In our approach, the recorded two-pitch long speech 
waveform is first processed to extract the visual features. For this 
purpose, the waveform is treated as an image. Therefore, several 
aforementioned image processing techniques are utilized. Then, 
the features are obtained from the processed waveform image. 
Finally, ANN, SVM, and XGB classifiers are trained for the 
vowels to be classified. The test results show that using visual 
features accomplish quite satisfactory performances.   

SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB SVM ANN XGB

Sensitivity 100 100 100 54.17 73.68 93.33 100 100 100 80 84.62 80 86.21 93.55 87.88

Specificity 100 100 100 97.4 98.78 94.25 100 100 100 92.31 95.45 98.85 88.89 94.29 97.1

Accuracy 100 100 100 87.13 94.06 94.12 100 100 100 91.09 94.06 96.08 88.12 94.06 94.12

Precision 100 100 100 86.67 93.33 73.68 100 100 100 53.33 73.33 92.31 75.76 87.88 93.55

Performance
Class 1(A) Class 2(E) Class 3(I-İ) Class 4(O -Ö ) Class 5(U-Ü)
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It is fair to say, in comparison with the success rates of classical 
speech features; our speech vision approach introduces a 
promising performance. As it can be clearly seen in Table 7, it has 
the highest performance with the XGB classifier, which is slightly 
above 92%, among all the compared studies. Additionally, our 
neural network and SVM classifiers result in better or comparable 
scores with the others. Thus, it is clear that the proposed visual 
features work well for Turkish vowel classification.  

These features can be used in applications where the visual part 
would make a difference such as in teaching hearing disabled 
individuals to speak. Although we applied the proposed features to 
Turkish vowels, it could be adapted to other languages easily, since 
the vowels in all languages share similar characteristics in the time 
domain. Combining both acoustic and visual features for vowel 
classification can be considered for future work. 
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 Currently, information security is among the main characteristics that must be achieved 
within the security of private and public organizations worldwide. For this reason, globally 
recognized algorithms such as the AES, IDEA, RC5, DES, RSA are researched with the aim 
of identifying the most suitable and obtaining a greater degree of security and speed of 
encryption in order to mitigate the information vulnerabilities between processes and be 
applied as a feasible alternative in an electoral process. The deductive method was used to 
analyze the information obtained in the references. After the study it is possible to conclude 
that to improve security in the processes of public organizations in Ecuador it is necessary 
to implement cryptographic mechanisms. 
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1. Introduction  

The arrival of Information Technologies for the digital 
communications of the organizational processes, security 
problems have increased in an increasing way, that is why it is 
important to know about the different existing algorithms in order 
to reduce security problems of the information[1]. In the last 
decade there have been incidents where computer systems are 
vulnerable in the presence of hackers, cybercriminals and 
hacktivists, for such events governments have analyzed the 
negative effects that can cause these attacks and have developed 
different defense strategies to deal with the different attempts of 
intrusions. Most private and public organizations implement the 
use, creation or customization of cryptographic algorithms 
specialized in safeguarding the security of digital communications.   

Why is it imperative to implement immutable algorithms in the 
processes of public organizations in Ecuador? 

 It is necessary to ensure the security of the information of 
possible attacks of theft, and to guarantee the security in the 
communications between the processes of the public organizations 
of Ecuador. 

The general objective of the research is to establish a 
cryptographic algorithm could use a public institution of the 

Ecuadorian state that provides greater security in the 
communication and treatment of information. 

The articles analyzed in relation to the subject are: 

Performance analysis of encryption algorithms for security[1], 
A Comparative and Analytical Study on Symmetric[2], Dessign of 
new security algorithm[3], Comparative Analysis of NPN 
Algorithm & DES[4], Proposed Symmetric Key Cryptography 
Algorithm[5], Comprehensive Study of Symmetric Key and 
Asymmetric Key Encryption Algorithms[6], Performance 
Evaluation of Cryptographic Algorithms: DES and AES[7], DES 
and AES Performance Evaluation[8], Differential fault analysis 
against AES-192 and AES-256 with minimal 
faults[9] ,Implementing the IDEA Cryptographic Algorithm in 
Virtex-E and Virtex-II FPGAs[10], User Defined Encryption 
Procedure for IDEA Algorithm[11], Performance evaluation for 
CAST and RC5 encryption algorithms[12], Selection of parameter 
‘r’ in RC5 algorithm on the basis of prime number [13] , Design 
and implementation of algorithm for des cryptanalysis [14], A-
RSA: Augmented RSA [15], High speed implementation of RSA 
algorithm with modified keys exchange[16]. 

The deductive method was used to analyze the information 
obtained in the references and identify the characteristics of each 
of the security algorithms; that allow improving the security of 
organizations. This method is taken in view of the fact that the 
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information obtained must be analyzed to consider the qualities 
presented by each of the algorithms. 

In this research phase it can be obtained that AES cipher 
algorithm is the most efficient due to its features, working together 
with hardware and software for the application of cryptography in 
digital communications processes. 

2. Materials and Methods 

2.1.1 Materials 

Cryptography is the skill of writing in an enigmatic way, that 
is, it is a process of transformation of any data readable to an 
encrypted data. This ensures that the data can’t be objective of any 
attack coming from the organization or outside it. For the 
interaction of processes applying cryptography it is necessary to 
apply the encrypted method and decrypted method[2].  

This science allows the secure transmission of sensitive 
information in unsafe processes so that it can’t be interpreted by 
third parties[3]. 

Cryptography, in addition to providing confidentiality and 
privacy, within its main features that it provides are: authentication, 
data integrity, non-repudiation, etc[4,5]. The two main methods 
are Symmetric Key Cryptography and Asymmetric Key 
Cryptography[6]. 

Immutable Algorithm refers to the fact that the data it handles 
within its encryption process are not going to be modified or 
altered, the immutable algorithms are algorithms that work in 
blocks, for that reason not even a single bit of each output of the 
round. 

2.1.2 Definition AES Algorithm 

AES is used as a standard algorithm for US federal 
organizations. AES consists of a key mechanism of 128 bits, 192 
bits and 256 bits. Starting from an initial key of 16 bytes (128 bits), 
which we can show as a block or matrix of 4x4 bytes, 10 keys are 
generated, these resulting keys plus the first key are called 
subkeys[7,8]. 

The algorithm is classified into AES-128, AES-192 and AES-
256 which have 10 rounds, 12 rounds and 14 rounds respectively. 
Each of the rounds is composed of 4 transformations, unlike the 
last round. These transformations are: SubBytes, ShiftRows, 
MixColumns and AddRoundKey, as mentioned the last round 
lacks a transformation which is MixColumns[9]. 

• SubBytes: It consists of 16 identical boxes (8x8). In this 
step, a non-linear substitution is performed where each 
byte is replaced with another, that is, Sbij = S(aij). The 
denotative is SB. 

• ShiftRows: In this step a transposition is carried out, each 
row of the box moves cyclically in different 
displacements. Row 0 does not scroll, row 1 moves by 1 
byte, row 2 moves by 2 bytes and row 3 by 3 bytes. The 
denotative is SR. 

• MixColumns: This is a mixing operation that runs in the 
columns of the box, coupling the 4 bytes in each column 
using a linear transformation. The denotative is MC. 

• AddRoundKey: This is an XOR operation bit by bit with 
the key of the round. 

 
Figure 1: Process AES (Advanced Encryption Standard). 

2.1.3 Definition IDEA Algorithm 

IDEA is an encryption algorithm that works with a block of 64-
bit flat text. It implements a 128-bit input key that it uses to 
generate 52 subkeys of 16 bits each. The decryption process is the 
same encryption process but applied in reverse[10].  

The encryption stream contains a total of 8 rounds, after the 
round number 8 performs a transformation in the output. Its 
operation consists of the first four sub-blocks are 16 bits of key 
which combines them with four blocks of 16-bit flat text. The exit 
of each round is the entrance of the next round[11].  

IDEA is an encryption algorithm that is based on the concepts 
of confusion and diffusion, implementing elementary operations, 
are the following: 

• XOR 

• Sum of module 216 

• Module product 216 + 1 

In a round of IDEA: 

 1. Multiply X1 by sub-key Z1. 

 2. Add X2 with sub-key Z2. 

3. Add X3 with sub-key Z3. 

4. Multiply X4 by sub-key Z4. 

5. XOR between step 1 and step 3. 

6. XOR between step 2 and step 4. 

7. Multiply step 5 by subkey Z5. 
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8. Add the step 6 and step 7. 

9. Multiply step 8 by subkey Z6. 

10. Add the step 7 and step 9. 

11. XOR between step 1 and step 9. 

12. XOR between step 3 and step 9. 

13. XOR between step 2 and step 10. 

14. XOR between step 4 and step 10[11]. 

Transformation of the output: 

1. Multiply X1 by sub-key Z1. 

2. Add X2 with sub-key Z2. 

3. Add X3 with sub-key Z3. 

4. Multiply X4 by sub-key Z4[11] 

 
Figure 2: Process IDEA (International Data Encryption Algorithm)  

2.1.4 Definition RC5 Algorithm 

RC5 was created by the cryptographer Ronald Rivest and is a 
symmetric method block cipher algorithm. Its operation is simple 
and very fast since it only implements three classes of 
computational operations (such as XOR, shift, etc.) and a 
minimum memory consumption[12]. 

To encrypt the entry of the block is a plain text that is divided 
into 2 sub-blocks A and B, the output of this block is an encryption 
text of 2 w-bit length. Equation(1) shows the operations to 
encrypt[13]. 

 

 

 (1) 

 

 

To decrypt the cipher text, it is treated as a data block and again 
divided into two sub-blocks. Therefore, one can arrive at the 
deduction that the decryption method is the inverse of encrypting. 
Equation(2) shows the operations to encrypt[13].  

 

 

(2) 

 

 

 

 
Figure 3: Process RC5 (Rivest Cipher 5)  

2.1.5 Definition DES Algorithm 

DES is a symmetric key encryption algorithm, it is among the 
first encryption methods that was implemented commercially, it 
was mainly used as a security standard for the processing of federal 
information in the US. It is an encryption algorithm that operates 
on data bocks, 64-bit blocks, with a 56-bit secret key. It has 16 
rounds each with two permutations[14].  

The encryption process consists of two permutations called P 
boxes, which correspond to preliminary permutation and last 
permutation, and sixteen rounds of Feistel. Each of the 16 round 
uses a different 48-bit key-key generated by the encryption key that 
implements a predefined algorithm.  

The f function of Feisnel is composed of four sections: 

1. Box expansion P 

2. Mix of box P. 

3. Replacement 

4. Permutation 
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Figure 4: Process DES (Data Encryption Standard) 

2.1.6 Definition RSA Algorithm 

RSA was founded in 1978 and is an asymmetric cryptographic 
algorithm named after its founders Rivest, Shamir and 
Adelman[15]. It is one of the most popular and recognized for the 
exchange of keys, digital signatures, encryption of data blocks. 
RSA uses an encryption of variable size of blocks and a key of 
variable size.  

It uses 2 prime numbers to generate the public key and private 
keys, its size is from 128 to 4096 bits. These two different keys are 
used in order to encrypt and decipher[15]. It should be noted that 
RSA is absolutely slow in its methods of encrypting and 
decrypting; therefore, it is not recommended for large data[16]. 

RSA encryption is simply a modular expression. The module 
"n" is not more than the product of 2 large prime numbers (between 
100 and 300 digits) chosen at random, both the public key and the 
private key is obtained from the following equation (3). 

e = d-1 mod Ø(n)   (3) 

The encryption operation is performed by public keys "n" 
and "e" of the following equation (4). 

C = Me (mod n)   (4) 

While to recover the original message from the encrypted 
message is done with the equation (5). 

M = Cd (mod n)   (5) 

2.1.7 Methods 

We analyzed the available data of the different cryptographic 
algorithms AES, RC5, IDEA, DES and RSA and it was deduced 
from the analysis which would be the best to apply it within the 
public organizations of Ecuador and as a possible alternative of 
security in digital electoral processes. 

Secondly, the following characteristics have been considered 
as the relevant points to proceed to evaluate the cryptographic 
algorithms AES, IDEA, RC5, DES and RSA. 

Table 1: Selected features for the evaluation of the AES, IDEA and RC5 
algorithms 

Characteristic AES IDEA RC5 DES RSA 

Type Symmetric 
Algorithm 

Symmetric 
Algorithm 

Symmetric 
Algorithm 

Symmetric 
Algorithm 

Asymmetric 
Algorithm 

Key length 
(bits) 

128 bits 
192 bits 
256 bits 

128 bits 
128 bits 

56 bits 
128, 256, 

1024, 2048 
y 4096 bits 192 bits 

256 bits 

Block size 128 bits 64 bits 
32 bits 

64 bits - 64 bits 
128 bits 

Number of 
Rounds 

10, 12 o 
14 8 12 16 - 

Then algorithms were implemented using Netbeans 8.2 as a 
development environment. The algorithms are programmed in 
JAVA language under OS Windows 10. The test platform is a 
laptop (ASUS Q504U) with Intel Core i5-7200U CPU 2.5GHZ 
2.71GHZ and 12GB of RAM. 

The speed test consists of the time that an encryption algorithm 
takes to transform a plain text. The speed test helps us measure the 
performance in units of time. In this paper we also consider the 
decryption speed for the algorithms to be evaluated. 

3. Results 

3.1. Cipher Test 

In this test we have used 3 files of different sizes, 1 Mb, 10 Mb, 
and 100 Mb; which will be the files to be encrypted in order to 
obtain the times when encrypting the file. We have to keep in mind 
that each cryptographic algorithm uses different key sizes. 

Table 2: Results of the cipher times obtained for the cryptographic algorithms 
with their different keys. 

FILE  (MB) 
AES IDEA RC5 DES RSA 

256 BITS 128 BITS 256 BITS 256 BITS 128 BITS 

1 MB 21 ms 40 ms 67 ms 70 ms - 

10MB 59 ms 242 ms 617 ms 418 ms - 

100MB 1489 ms 1920 ms 1874 ms 3804  - 

3.2. Decryption Test 
 In this test we perform the decryption of the files of the 
previous test in order to obtain the time it takes for each algorithm 
to decrypt. 

Table 3: Results of decryption times obtained for cryptographic algorithms. 

FILE  (MB) 
AES IDEA RC5 DES RSA 

256 BITS 128 BITS 256 BITS 256 BITS 128 BITS 

1 MB 36 ms 46 ms 67 ms 56 ms - 

10MB 230 ms 390 ms 617 ms 474 ms - 

100MB 2125 ms 2269 ms 2745 ms 3825  - 
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3.3. Analysis of result 

     In the following table we show a weighting assigned to each 
cryptographic algorithm by the characteristics of key strength and 
encryption speed. The assigned value corresponds to the value 
obtained by each algorithm (1 to 3, with 3 being the highest value 
and 1 being the lowest). As a result, we can show that the AES 
algorithm provides greater security and the IDEA gives us less 
security compared to the RC5 algorithm, and as the algorithms of 
less security this DES and finally we have the RSA algorithm. 

Table 4: Analysis of the results. 

Characteristic 
Cryptographic Algorithm 

AES IDEA RC5 DES RSA 

Key strength  3  2 3 1 3 

Encryption speed  3  1  2 2 - 

Decryption speed  3  2  3 1 - 

Total 9 5 8 4 3 

 In the following figure we can compare the weights and show 
that the algorithm AES has better results in comparison with the 
algorithms IDEA, RC5, DES and RSA. It is worth noting that the 
RSA algorithm could not be performed because it is only capable 
of encrypting data of less than 254 bytes and the files under test 
exceeded its maximum quota. 

 
Figure 5: Analysis of results. The evaluation diagram by characteristic of each 

cryptographic algorithm is shown 

a. The AES cryptographic algorithm has a value of 3 in the 
key strength characteristic, this indicates that it has a 
greater number of combinations among the other 
analyzed algorithms IDEA and RC5. 

b. AES cryptographic algorithm has a greater number of 
stages (rounds), this means that its design is more 
complex than the IDEA and RC5 algorithms. 

c. The cryptographic algorithm AES has the highest number 
in encryption speed however it has the same value in 
deciphering as algorithm RC5. This means that both are 
fast, however, the AES cryptographic algorithm is faster 
at the time of encrypting. 

4. Discussion 

 The majority of developed countries adopt the use of 
proprietary algorithms since these are designed to their needs and 
vulnerabilities, there are developing countries which implement 
the use of immutable algorithms, with the observations made on 

the cryptographic algorithms it is possible to show that the 
cryptography has a fundamental role in information security. 

The results obtained in this investigation were the criteria of 
the authors on the importance of the information; it is considered 
that the AES algorithm can be an alternative to improve the 
security of the information for a process of a public organization 
of Ecuador or any other organization. 

For this, it was obtained as a result that the AES cryptographic 
algorithm is the most optimal, according to the score obtained; 
Within the research, the variables that characterize it were 
identified: key strength, block size, number of rounds and 
encryption speed; characteristics mentioned by the authors of the 
references(1-16). 

AES exceeds the algorithms DES, RC5, IDEA, RSA; both in 
hardware and in software, it is considered as a combination of 
security, speed, performance and applicability. It also provides 
greater security by its multiple possible combinations between 
block sizes, as well as in the use of longer keys and its 3 possible 
numbers of rounds. 

Can speak of immutability on the AES encryption algorithm; 
its method of encryption of rounds provides us with the security 
that the exit data of each round can’t be altered on the way to the 
entrance of the next round. 

The implementation of the AES cipher can be considered as a 
reference for the design of the security of the processes of public 
organizations of Ecuador, as well as possible viable alternative for 
an electoral process. 

It is concluded that with the implementation of the AES cipher 
algorithm to improve the security of the information and the 
treatment thereof, guaranteeing the availability, integrity and 
confidentiality of the communications and services offered by the 
public organizations of Ecuador.  

5. Conclusion and Future Work 

The cipher algorithms play a very important role in the 
security of the processes inside and outside the organizations, our 
work in the research was to study the algorithms AES, IDEA, RC5, 
DES and RSA. By implementing the AES Algorithm, it was 
obtained that it is the fastest algorithm and gives us greater 
security.  

It is advisable to achieve a degree of security in the keys, for 
this it is necessary to take into consideration the use of extensive 
keys, alphanumeric keys, keys with the use of uppercase and 
lowercase, use of special characters; this way we can delay the 
time in which he performs a brute force attack on a cryptographic 
algorithm. 

The training of IT staff in cryptology, since in the future they 
could be responsible for technological advancement and 
implement their own cryptographic algorithms. Reinforcing 
information security policies in organizations, since the 
established rules could be violated due to ignorance or negligence. 

It is recommended as future works the analysis of algorithms 
with the use of Hash methods to guarantee the integrity of the data 
against brute force attacks. 
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 Recently, wireless sensor network (WSN) gets more concern due to the robustness in the 
latest communication technology iteration such as big data, IoT and 5G. Such daily usage 
of these technologies includes smart home, smart farming, smart traffic control etc. 
Moreover, WSN becomes the best preference for mobile objects in data accumulating in a 
wild range area. Routing distance, signal interference and routing computational cost give 
a significant impact to the WSN nodes lifetime. Unsynchronized node time allocation slot 
and neighbor discovery are the main factors in the energy consumption issue faced by the 
WSN. Higher energy consumption reduces the network lifetime and WSN nodes 
performance. This paper discusses the optimization of energy-topology (E-T) factors for 
distributed time division multiplexing algorithm (TDMA) slot scheduling for high-speed 
data link capacity. The E-T factor is based on the influence of residual energy and topology 
on the time slot allocation. Both node residual energy and topology information have shown 
a respectable impact on the TDMA node slot allocation. Moreover, the numbers of 
neighbors and the network residual energy have been proved both nodes execution time 
and energy utilization can be reduced in the algorithm. The algorithm performance has 
been evaluated based on the previous experiment parameters with new high-speed data 
link. The experimental results have shown a significant improvement in residual energy 
consumption for the proposed optimized TDMA slot allocation 
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1. Introduction  

The recent revolution in the current Internet technology is the 
Internet of Things (IoT). It becomes a new communication 
technology enabling the development of the connection between 
different types of platforms like smart home, smart traffic 
monitoring system, autonomous vehicles, military operation, 
environment monitoring, sizeable agricultural area monitoring, 
cave and mining hole etc. [1]. Moreover, it becomes the main 
reason for the interconnection and co-operation between cloud 
computing, mobile Internet, distributed network and many more. 
Today, it slowly overtaking the modern wireless 
telecommunications, it’s a novel paradigm. The Wireless Sensor 
Network (WSN) is the medium between this interconnection 
communication. It consists of sensor nodes handling the 
information transfer between source and sink or base station. Fig. 
1 shows the common WSN architecture.  

The usage amount of the WSN nodes growth as much as the 
IoT grows. All real-time systems totally depend on a wireless 

sensor for various tasks, such as data collection, environmental 
monitoring or even decision making according to the event occurs. 
Recently, advanced technology makes communication devices 
smaller with highly integrated low power consumption. 
Sometimes those devices are including tiny microprocessors 
supplied by the tiny scale of energy [2]. The WSNs is a 
combination of advanced micro devices that are used in collecting 
the IoT data due to its real-time processing system and easy 
deployment capability. It is cost effective, low power 
consumption, easy to implement with a multifunctional wireless 
system that bridge between physical space and information space. 
One of the greatest advantages of the WSN is it can distribute over 
a large geographical area which can be even between two cities or 
countries or can be into the ocean to monitor events like 
earthquake, tsunami etc.  

However, the main limitation of WSNs is limited energy 
resource and lifetime where the sensor node is powered by small 
batteries. In addition, it is hard to change or add a new battery or 
energy resource due to rugged environments. For example, in the 
military and dangerous experimental works like checking volcano 

ASTESJ 

ISSN: 2415-6698 

* Amir Rizaan Rahiman, Email: amir_r@upm.edu.my 
  
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 31-37 (2019) 

www.astesj.com   

https://dx.doi.org/10.25046/aj040305  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj040305


A.R. Rahiman et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 31-37 (2019) 

www.astesj.com     32 

eruption, war zone monitoring, and deep-ocean search and rescue 
are benefited from the WSN. The period of monitoring would be a 
few days, months or years. For a large and long period network, 
only battery power is a suitable and efficient solution to power to 
the nodes. Generally, in a wireless environment, low energy 
efficiency and high data rate network become a challenging topic 
since the sensor nodes usually battery driven. Thus, managing the 
limited power supply in a proper and efficient way becomes an 
important task for the assisted IoT WSN [3]. Other factors of WSN 
nodes breakdown are continuously changing of network and 
wireless signal interruption. Power breakdown becomes a new 
challenge of the WSN time slot allocation and optimization.  

 
Figure 1: The WSN Architecture 

Sensor nodes mobility and unfitting time slot allocation create 
a complicated network topology [4]. For instance, the dynamic 
network topology of the IoT networking and unutilized neighbor 
nodes discovery resulting in transmitting more message than usual. 
This will cause more energy consumption and reduce network 
performance. It is known that fast battery draining is among the 
major limitation of the WSN nodes. Therefore, most of the 
researchers are working to get better performance of the WSNs 
focusing on the time slot allocation topological [5 – 18]. However, 
these algorithms still have some limitations due to the node’s 
distribution factor. Some of the solutions work efficiently for 
randomly distributed nodes but consumes more accessing time and 
energy in assigning the neighbor nodes. Another limitation occurs 
include limited data link capacity and network topology and 
coverage range. Recently, the network range (e.g., industrial and 
experimental) becomes broader (e.g., a manufacturing company, 
rural development monitoring, geographical network etc.). For 
example, even for smart traffic management system requires long 
distance network to monitor vehicle movement. On the other hand, 
every technology moving forward to catch up with high-speed 
Internets like 3G, 4G and some developed countries already tested 
the 5G. 

The two attentions of this paper are: 

• To overcome the range limitation of the mesh topology by 
analyzing the optimized energy-topology (E-T-DRAND) 
with star topology that supports long-range network. 

• To analyze the optimized algorithm behavior with a 
minimum of 10 Mbps data link capacity. The reason is, the 
existing E-T-DRAND algorithm capable to allocate time 

slots without collision and can implement priority control 
with minimum message complexity that helps to reduce 
the energy consumption.  

The simulation of this study was implemented on Object TCL 
(OTCL) environment in NS2.35 platform to evaluate the 
performance of optimized E-T-DRAND algorithm. The 
simulation results show improvements in message complexity, 
running time, number of rounds, and energy consumption. The 
rest of this paper is as follows. Background of the WSN 
scheduling algorithms and their related works are being discussed 
in Section 2. Section 3 explains the analysis mechanism of the 
proposed optimized algorithm. The performances of the 
experimental works are being discussed in Section 4. Section 5 
concludes this paper.  

2. Related Works 

2.1. The WSN  

The WSN consists of an outsized amount of sensor nodes 
where the nodes transfer the information from source to sink or 
base station. The sensor nodes play an important role to get better 
performance form the network, long service time efficient and low 
energy consumption. In addition, slot allocation, resources 
management makes the node energy consumption and 
performance getting better. The WSN main issue is establishing an 
energy-efficient routing protocol that gives a significant impact on 
the sensor lifetime. Several studies were developed to focus on 
improving the efficiency of the nodes energy utilization. 

2.2. DRAND and E-T-DRAND TDMA Slot Scheduling  

The TDMA energy-based distribution scheduling topology 
algorithm in IoT has been proposed by [5]. The mesh topology 
has been considered where the proposed E-T-DRANT (mainly 
analyzed the DRAND) being added an extra decision by referring 
to residual energy among the WSN nodes and the neighbor nodes. 
Since the time slot for both DRAND and E-T-DRAND is identical, 
the residual energy information with the priority control algorithm 
is being combined during allotting the time slot. The difference 
between DRAND and E-T-DRAND is the neighbor nodes 
discovery phase.  

In E-T-DRAND, when one hop receives the broadcasted 
message with the energy information, the energy information table 
for the neighbor is being updated. Therefore, the two-hop neighbor 
receiving two-hop nodes of energy information. It is helpful for the 
nodes to manage nodes within two hops. The information of 
residual energy is being captured and stored in the information 
table for sending the requested time slot assignment. On the other 
hand, the time slot allocation control in E-T-DRAND scheduling 
is implemented by adopting an energy topology factor wherein the 
DRAND is done randomly. There are four stages for time slot 
allocation, IDLE, REQUEST, GRANT and RELEASE. The 
priority control algorithm helps in minimizing the node allocation 
process by putting some rules (e.g. less residual energy have higher 
priority). These rules ensure that only one node is applying for the 
time slot allocation to avoid a collision. The outcomes for both 
slots scheduling can be present by three complexity analysis, i) 
TDMA time slots allocation without collision, ii) Maximum and 
minimum message delays, and iii) Message transmission delay. 
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The DRAND has been improved in terms of the balancing message 
complexity, time complexity. Therefore, the previous work 
improves the efficiency of the TDMA slot scheduling. 

2.3. Energy Efficiency in WSN Nodes   

Jian Shen et al. [6] proposed a protocol named energy-efficient 
centroid-based routing protocol (EECRP) for WSN-assisted IoT. 
The work proposed a clustering algorithm that constructs the node 
residual energy based on node position. The algorithm clusters the 
nodes to dead nodes and cluster head (CH) nodes and has shown 
reducing the energy consumption average, especially for long-
range communication without affecting the network lifetime. The 
Distributed TDMA Slot-scheduling (DTSS) algorithm for WSNs 
has been proposed by Bhatia and Hansdah [7]. The DTSS priority 
is to perform the scheduling with schedule length restriction 
requirement to a maximum degree of interference graph and 
accessing time. In the algorithm, the node needs to know only the 
intended receiver IDs and its advantage is the neighborhood nodes 
can take different slots simultaneously. To extend the wireless 
network lifetime in the IoT network, Hakan et al. [8] optimize the 
energy-aware for the Routing Protocol for Low Power and Lossy 
Networks (RPL). The work used Contiki OS which enables the 
emulation of extensive support for IoT protocols and being carried 
out by the Cooja simulation tool of Contiki OS which enables 
emulation of a wide variety of embedded hardware.  

Nguyen et al. [9] work to focus on energy harvesting-aware 
routing for the WSN with the IoT. The algorithm is able to adapt 
with a different traffic load from the different application together 
with the residual energy and the arrival harvesting energy. The 
authors also proposed a model arrival-harvested energy prediction 
model at the WSNs nodes that include the stochastic characteristic 
of the ambient energy sources. In addition, a new parameter called 
“extra bakeoff” that combined with the energy prediction process 
to define the route to forward the packet with the cost metric has 
been introduced. In order to ensure the heuristic WSN service 
selection and composition with respect to the service classes, Zhou 
et al. [10] coincide sensor node with various sensing 
functionalities. The cooperative integration and strategy satisfy 
certain independent concurrent users request that control energy 
efficiency and minimize the WSN service problem. 
Compartmental clustering model of an opportunistic signal in 
WSN for nodes energy efficiency has been proved by [11]. The 
opportunistic signal of the optimal cluster partition is obtained 
through the compartmental model rather than the state-of-the-art 
attenuation models. Thus, the energy efficiency of optimal 
clustering is utilized from those signals which are carried out from 
various sources in an indoor environment.  

Switching the roles between the sensor nodes to guarantee the 
WSNs energy consumption has been suggested by [12]. The nodes 
lifetime and fair evolution of energy level are guaranteed in this 
work by the positioning of sensor nodes such as a distance between 
the nodes in the network. Software-defined WSN has been 
proposed by [13] to reduce the data transmitting overhead between 
the sensor nodes. The proposed centralized routing algorithm 
increases the network lifetime in terms of the WSNs nodes 
consumption. Enabling IoT for underwater WSNs with balanced 
energy consumption by adaptive routing protocol for the sensor 
node been proposed by [14]. The underwater WSNs becomes 

difficult to work due to multifold limitations (e.g., power 
consumption, path loss, and inadequate bandwidth). To prolong 
the lifetime of underwater WSNs, a new routing protocol called 
balanced energy adaptive routing (BEAR) has been proposed.  

Zhang et al. [15] proposed the energy-harvest wireless sensor 
network (EH-WSN) algorithm (environment-based harvesting 
energy) to prolong the network lifetime. However, energy 
harvesting poses lots of limitation which is difficult to achieve in 
the real-life. The algorithm adopts a double-stage capacitor 
structure to ensure node synchronization in situations without 
energy harvesting and uses an integrator to get ultra-low power 
measurement. Adjusting the sensor timeslot according to the 
environment changing to minimize the energy consumption in the 
TDMA channel accessing method has been proposed by [16]. In 
this work, all the sensor nodes used a fixed timetable slot for 
transmitting the data. The work is suitable for long time monitoring 
since the TDMA cannot be implemented in a scenario where the 
environment remains constant. If the environment is unchanged, 
the timeslot size remains the same, which is not the best solution 
for the WSN network.  

A stochastic model in capturing the node predicted energy 
consumption by a schedulable sensor per cycle of operation has 
been proposed by [17]. The sensor node minimum and maximum 
energy consumption per cycle are being computed by the Semi-
Markov theory can determine it expected life cycle. The particle-
swarm optimization solution being proposed by [18] to emphasize 
the optimal energy efficiency (EE) problem. The work optimizes 
the harvesting time and transmits power for non-orthogonal 
multiple access (NOMA)-based wireless powered WSN (WPSNs) 
with EE maximization for the wireless energy TDMA. A novel 
mode for clustering the cluster head (CH) and the cluster formation 
in the WSN has proposed by [19]. The sensor network divides the 
nodes into zones (based on residual energy and distance) as per 
geographic locations. The clustering will be initiated when the CH 
residual energy become below the threshold value.  

The above algorithms discuss and propose the distributed 
TDMA scheduling algorithms that improve the time slot allocation 
performance to some intensity by proposing several reliable 
solutions. Though, the difficulties, high energy consumption, 
message complexity and collision problem still ongoing which 
need more attention and further study. 

3. Optimized E-T-DRAND Time Slot Scheduling 

In this paper, the existing E-T-DRAND algorithm is being re-
evaluated and optimized by comparing with existing performance 
records from the aspect of message complexity, time complexity, 
number of experiment rounds, and energy utilization. The 
algorithm is being re-implemented in a randomly distributed 
network mode, where there is no central node and the algorithm 
being executed in more than one node at the same time. The 
neighbor nodes amount becomes the important factor and the node 
energy being represented as residual energy. The residual energy 
definition refers to the following “Energy Topology factor”:  

 Ε  Τ → F (Ei  + α x Ti + Ni ) (1) 

Parameter Ei refers to the residual energy of node i while 
parameter F is the sorting priority algorithm. The coefficient 
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parameter α refers to the number not being allocated neighbor 
nodes and α ∈ [0, 1]. Ti is the number of neighbor nodes and Ni is 
the neighbor nodes energy information. The optimized algorithm 
improves the E-T-DRAND algorithm by adding neighbor node 
energy information among the WSN nodes where the 
characteristics are similar to the  DRAND.  

3.1. Neighbor Node Discovery 

Fig. 2 shows the pseudo code for neighbor node discovery. The 
optimized algorithm uses the “HELLO” message containing the 
node residual energy information. In addition, the message also 
being used to manage the priority of the nodes time slot allocation. 
The information was used for updating energy information for the 
single-hop neighbor. For the two-hop neighbor, it is being 
discovered from the energy information table of the single-hop 
neighbor. Thus, when a start receiving the broadcast message, the 
node can get the energy information inward two hops. The node 
updates the released information with real-time energy 
information. During sending a request for time slot assignment, the 
nodes capture and store the residual energy information, thus, it 
helps the node to manage and optimize all the nodes within two 
hops from its own. 

1. oneHopNeighbor[i]: Array of one hop neighbor nodes 
2. twoHopNeighbor[j]: Array of two hop neighbor nodes 
3. do {getOneHopNeighbor(i): collect data for one-hop 

neighbor 
4. while {message.NdType == FirstHop)) 
5. do{getTwoHopNeighbor(j): collect data for two-hop 

neighbor} 
6. while{ getOneHopNeighbor == true || message.NdType == 

SecondHop}}} 

Figure 2: Neighbor discovery pseudo code 

3.2. Implementation 

The most important entity in the WSN is proper TDMA slot 
allocation when the network dynamically changes. The improved 
E-T-DRAN is being implemented as the following:  

• The energy topology factor always being scheduled 
together with the time slot allocation. During the time slot 
allocation request, at a first time, only one node can send 
a message. The time slot allocation process has four states 
namely, i) IDLE, if no request, ii) REQUEST, need to do 
time slot allocation or discover a new neighbor, iii) 
GRANT, the neighbor node time slot allocation successful 
and iv) RELEASE, no acknowledgement from the node.  

• The priority control is being implemented together with 
time slot allocation. If any node has less residual energy, 
more neighbor node will get high priority. The first 
distributed priority order is based on the number of 
neighbor nodes and the “HELLO” message priority 
broadcast, see Fig. 3. More neighbor means node consume 
extra energy when the time slot allocation fails. On the 
contrary, when the node residual energy is lower, all next 
one-hop nodes neighbor will get higher priority, the 
additional overhead of these nodes increase energy 
consumption when the failure of the time slot allocation. If 
any node decides to allocate a time slot but the nodes in its 

two hops occupy less residual energy, the node will stop 
and declining its priority.  

1. Int Node A; 
2. Int Node B; #one-hop neighbor 
3. Int Node C; #two-hop neighbor 
4. Ticket_number[]: Priority array 
5. Value initialization: ticket_number[A] +=neibourCount; 
6. do {ticket_number[B]++} 
7. while { has_unslotted_one-hop neibor_node B && 

has_smaller_residual_energy(unslotted_one-hop 
neibor_node B} 

8. do {ticket_number[C]++} 
9. while { (has_unslotted_two-hop neibor_node C && 

has_smaller_residual_energy(unslotted_two-hop 
neibor_node C} 

10. do {Send a requested time slot packet, and transit 
current state to REQUEST;}  

11. while {max(ticket_number[])==ticket_number[A]) 

Figure 3: Priority control pseudo code  

4. Experimental Setup and Evaluation 

To evaluate the algorithm described in Section 3 is being 
implemented on the network simulator NS2.35 which is one of the 
best network simulators for multiple network models. The 
simulator version 2.35 has been chosen due to its scalable 
operating environment based on the Object TCL (OTCL) 
environment. To draw the nodes and the interface measurement 
NSG2.1.jar file is being used to draw the nodes and the interface 
measurement. The topology consists of 250 nodes, randomly being 
distributed on 300 X 300 m planes, see Fig. 4. The network nodes 
have 50 m broadcast communication range with a link capacity of 
10 Mbps. The topology irregularity is extended to the maximum 
reflects by the randomness of the nodes. The experiment has been 
carried out 10 times similar to the configuration experiment in [5].  

 
Figure 4: The topology structure of NS2.35 simulation. 

The performance schemes of the experiment are evaluated and 
presented from different aspects that are message complexity, time 
complexity and energy consumption. The number of neighbor 
nodes varies from 5 to 55 in the two hops range and the simulation 
parameters are shown in Table 1. We evaluate the proposed 
environment and algorithm by comparing with original ET-
DRAND algorithms from the aspects of message complexity, time 
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complexity, number of rounds, energy consumption. As we know 
the distributed system does not have any central node so different 
nodes are executing the program and algorithms at a time. The 
performance evaluation of the experiment presents here through 
statistical results in figure 4. 

Table 1: Performance Metrics 

Parameters Values 
Number of nodes 250 
Link capacity 10 Mbps 
Broadcasting range 50 m 
Initial energy 1900 mA 
Receiving energy 15 mA 
Transmitting energy 20 mA 
Idle energy 5 mA 
Average delay 1s 
Message Selection Randomly 

4.2. Message Complexity 

For the experiment, the message selection is randomly and 
message complexity metric refers to a number of messages being 
broadcasted over any nodes. The number of messages broadcasted 
depending on the node neighbor size for the time slot allocation.  

 
Figure 5: Number of messages in time slot allocation.  

The average number of messages being broadcasted is shown 
in Fig. 5. The figure shows the average number of messages for a 
node to acquire a time slot in different size of neighbor nodes, 
where the performance between the existing result and the 
optimized algorithm is similar when the neighbor modes less than 
40. When the number of the neighbor node increases more than 40, 
then the existing experiment result takes more messages due to a 
low datal ink rate. The experiment result takes 20.7% less than the 
previous experiment because when the data link capacity has been 
increased. This result shows that with high data link rate, the 
optimized E-T-DRAND algorithm reduces message complexity. 

4.3. Running Time Complexity 

Fig. 6 presents the average running time of existing ET-
DRAND algorithm and the improvement result in the range of the 
different neighbour nodes successfully allocating the time. When 
the number of nodes reaches more than 30, the running time keeps 

increase. As we know, more nodes mean many messages and 
many collisions. Therefore, when the number of nodes more than 
30, the collisions happened regularly due to collision slot request 
occurs continuously. However, the ET-DRAND algorithm 
performs better than DRAND algorithm when the number of 
nodes increases and the amount of message increase. The result 
confirms the optimized work takes almost the equal running time 
for time slot allocation and resource allocation with the previous 
algorithm.  

 
Figure 6: Average running time in time slot allocation. 

4.4. Number of Rounds 

Note that, this experiment is being carried out using a high-
speed data link Internet. Fig. 7 above shows the average number 
of rounds successfully took to complete the time slot allocation. 
The running time shows the number of rounds/circle the 
experiment took to discover all the neighbor nodes. With the 
number of neighbour nodes increases, it is necessary to allocate 
time slots after multiple rounds.  

 
Figure 7: Number of rounds required in time slot allocation. 

On the other hand, the running time, the collision increases 
with the increase of nodes. As mentioned above, the high data link 
shows an improvement when the neighbor nodes are above 45. 
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The experiment takes less round in allocating successful time slot 
and increase the resources allocation. 

4.5. Average Energy Consumption 

Fig. 8 shows the node average energy consumption for 
different size of neighbor. The experiment result shows less 
energy consumption when the neighbor nodes less than 20. On the 
contrary, the result shows the similarity with the previous 
experiment. However, when there are more than 40 nodes the 
nodes consume 5-6% more energy. This is due to the high 
collision. Since the experiment was done using high data link 
Internet, so more messages are passed, and more collisions occur. 
The experiment result proves that E-T-DRAND stills the best 
solutions in terms of time slot allocation and energy consumption.  

 
Figure 8: Neighbor nodes average energy consumption. 

 
Figure 9: Neighbor nodes residual energy consumption. 

4.6. Neighbor nodes residual energy consumption 

Fig.9 summarizes the average neighbor nodes energy 
consumption after the experiment being repeated 10 times. It 
shows that the nodes group between 30 and 40 consumes less 
energy than others while the highest energy consumption hold by 
the neighbor nodes 70. This residual energy is to observe the node 
lifetime and nodes performance. 

5. Conclusion 

With the IoT, anything can be controlled and monitored, but 
for the WSN the power limitation and resources utilization issues 
make a boundary limit for the network performance improvement. 
In the distributed network environment, power consumption 
issues become the main challenges where lacking concentration 
on time and energy consumption of the WSN nodes makes IoT 
improvement slowly. In this study, the proper way for time slot 
allocation by combining with energy topology factor has been 
investigated. The allocation of the time slot for the MAC protocol 
in WSN have been analyzed and present the behavior of the 
algorithm in the mesh topology. The randomly distributed nodes 
causing the collision would increase the execution time. By 
updating the node time allocation with energy topology, the 
energy consumption of neighbor node can be reduced due to the 
randomness. The energy topology factor of the distributed TDMA 
slot-scheduling algorithm improves the percentage of nodes 
performance and reduces message complexity. The world moving 
for fast Internet like 4G and 5G where the 5G can be one of the 
best ways to improve communication. In future, implementing E-
T-DRAND algorithm with the 5G networks that is our next goal 
in reducing energy consumption and improves the WSN for the 
IoT to collect huge data. Since the big data made a huge impact 
on information technology and business, both the WSN and the 
IoT indirectly play their rules.  
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 The research programme reported in this paper is set within the framework of our research 
under the theme of ICT support for Active Healthy Ageing (AHA). This longitudinal 
empirical research is focused on the study of the impact on the management of cardio-
vascular disease if supported by sustained health monitoring using wearable connected 
devices.  One of the key objectives is stress monitoring and its classification during the daily 
routine of life thus enabling psycho-physiological monitoring to study the correlation 
between emotional states including variable stress levels and the evolution and prognosis 
of cardiovascular disease. In this paper, the calibration phase will be studied in order to 
distinguish between two emotional states: i) meditation and ii) stress condition. For this, 
the Heart Rate Variability (HRV) features are used as extracted from the RR interval and 
a support vectors machine (SVM) classifier deployed which resulted in 74% and 87% 
recognition accuracy based on HRV data for the recognition of the two emotional states, 
namely meditative, and, stressed, respectively. 

The main objective is to prevent Cardio-Vascular Disease (CVD) in healthy people and to 
treat those who already suffer from it.  Creating a reference database was our first step in 
this research project. The sensor choice was made based on doctors’ recommendations. 
The work methodology was as follows: first validate the « objective data » issuing from the 
calibration state. Second, set up the automatic algorithm and detect automatically the 
patient’s emotional states during the experimentation period (subjective data). Third 
analyse the physical activities correlated to the blood pressure and emotions. This study 
has involved the challenge of distinguishing the influence of stress versus relaxation on the 
Cardio-Vascular function and in particular on the risk of exacerbation of pre-existing 
Cardio-Vascular Disease.  
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1. Introduction  

The Internet of Things (IoT) represents a vision of ambient 
intelligent devices to support smart environments, lifestyles and 
hyper-connectivity based on the semantic interoperability of 
network-centric sensor devices as connected objects [1]. It 
represents different types of connection (Bluetooth, wireless, etc.) 
between several sensors within pre-established protocols. The 
connected objects reach several areas and fields.  They can be 
found in the thermal energy  sector, automated manufacturing, 
smart agriculture, intelligent buildings and healthcare sector. They 
are linked and connected in order to record, communicate and 
exchange data in real-time (Figure 1). 

Chao Li [2] mentioned that by 2020 the number of connected 
sensors worldwide would reach 50 billion. It means that in less than 
5 years the sensors number have almost doubled (in 2015 it was 25 
billion objects). Combining these sensors with computer science 
tools like big data would increase the French gross domestic 
product (GDP) by 7% in 2025 [3] 

 

 

 

Fig. 1.  Data exchange and connected devices ( Pixabay) 

Hata [4] maintains that our world is mainly composed of three 
major fields: the environment and its influence on human beings, 
the technology that enables the sensing and perception of the 
environment and the physiological and emotional data of the 
human beings themselves, which in this study in multi-modal 
HealthCare Monitoring are connected through sensor devices by a 
complex system-of-systems that includes many operators and 
exploits the IoT architecture.  When operating a healthcare system, 
the patient’s environment must be managed ensuring their security 
and safety. The number  of connected sensors and the necessity to 
record data in continuous and anonymous way, accurately using a 
self-synchronised data acquisition method constitute the 
paradigmatic challenges in this domain. The sensors measure 
various parameters and provide real-time data streams that need to 
be processed for data fusion and model building. Hata’s health 
management framework [4] is based on a causality model as is this 
case study. Sensors measure the psycho-physiological states of the 
user as well as the relevant states of their living environment and 
the interaction between them. Emotions and human responses are 
closely related to hormone balance and the environment (lifestyle, 
work-style).  In order to analyse emotion, the fact that feelings are 
personally interpreted must be taken into consideration. Some 
people cannot or will not identify their feelings and even if they do, 
it is still a subjective assessment. For example, a person might 
state: “I feel stressed” but physiologically it may that the person is 

just “tired”, or may state “I feel relaxed” while the data indicates 
that they are stressed. The intercommunications between several 
areas in addition to the complication of administrating data and 
decision-making have to be taken into consideration. 

2. Cardiovascular diseases  

As mentioned in 2017, cardiovascular disease was one of the main 
causes of death in the world (according to the World Health 
Organisation). This affects 17 million people all over the world. 
CVD mainly concerns heart stroke and blood vessels. These 
diseases are not infections and cannot be passed from person to 
person. There are different types of CVD, the most common being 
coronary disease which causes one death in three in the United 
States every year (source centres for diseases control and 
prevention). In France, the main cause of death is due to CVD by 
33% compared to 5% from digestive system diseases (source 
INSERM- INSEE). This kind of chronic disease is controlled by 
risk factors. Some of them cannot be changed like age, gender, 
family history. However, others can be moderated such as physical 
activities, obesity, high blood pressure, etc. by reducing those risks 
with healthier and better life style choices. This is the main 
objective of this study: to ensure better health care system using 
information technology. Chest pressure, heart pain, shortness of 
breath, nausea and feeling heartburn are the main symptoms of 
heart attack. These aspects are warnings that our body sends us of 
a dysfunction in our body.  

Kernay [5] emphasised the importance of preventing, controlling 
and treating hypertension diseases, with high priority worldwide 
especially for developed countries. As figure 2 shows, being in 
developed or developing countries does not make a significant 
difference in hypertension risks. Being able to avoid hypertension, 
coronary disease, and peripheral arterial disease among other CVD 
is a worldwide healthcare system challenge. The European 
Cardiovascular Disease report for 2017 [7], shows that despite the 
age, sex and ethnicity difference between European citizens, CVD 
still the leading cause of death in Europe. 

The aim is to prevent the disease if possible and to manage its 
treatment using data-analytic tools and connected sensors. Three 
main factors for CVD have been chosen with doctor’s 
rrecommendations: Physical activities, regulation blood pressure 
and controlling emotions. 

 
Fig. 2. Developed and developing countries: hypertension statistics (Source [6]) 
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In this paper, a methodology will be presented to describe the main 
idea and objectives, define the experimentation protocol, explain 
the sensor choice and show the main results segmentation. 
However, the most challenging part in this research is controlling 
emotions for stress. For that, how emotion can be detected is 
explained based on a complex system of heart rate variability.  

3. Heart rate variability 

The heart rate variability measures the inter-beat interval. 
Analysing heart rate variability based on RR interval was the focus 
of the research. Much research has been conducted to show that 
there is a link between the emotional state, physiological and 
physic activities. 

The HRV analysis can be divided into three areas: the long term 
(within 24hrs), the short term (about 5 min) and the ultra-short term 
(less than 5 min). Some research proposes the ultra-sort term from 
1 min to 4 min [8].  Between the time domain, the frequency 
domain and the nonlinear metrics there are about 50 indicators for 
HRV. Monitoring people during daily routine life was the focus of 
this research. The calibration phase duration is about 10 minutes of 
meditation (calm respiration in order to calculate the heart rate 
frequency in a resting state) and 15 minutes of stress (stressful 
games like the Stroop colour test, mental arithmetic, etc.). The RR 
interval is being recorded with a frequency of one per second.  In 
the literature, the HRV analysis has been analysed for a short-term 
duration and 24hr measurements. There is a total absent of studies 
conducted on ultra-short term. The purpose of this research is to 
bring out several indicators relevant to identifying each emotional 
state during ultra-short-term testing. 

The Autonomic Nervous System (ANS) is the part of the nervous 
system in our body that regulates the function of human organs and 
the cardiac muscles and glands. It is the vital system for controlling 
many phenomes in our body: such as temperature changes sending 
extra blood to some organs, causing a slower heartbeat, etc. This 
system is divided in two main areas: the parasympathetic system 
and the sympathetic system. They serve the same organs but have 
opposite roles. While one excites our body and supports fight or 
flight reactions to the environment, the other calms it down.  When 
feelings of anxiety, panic, fear, happiness, etc.  are experienced, 
these are initiated by our sympathetic system thus preparing the 
body for physical activities and emotional responses.  In other 
words, “stress and emotions” are evoked mainly by the 
sympathetic system while “relaxation and calm responses” are 
evoked by the parasympathetic system.  The analysis of emotions 
is the focus of this work on stress based on HRV that was 
calculated from the RR interval extracted from the heart rate 
monitor belt. The data recording is 1s for each observation. There 
is not a unique indicator that can categorise the HRV. This complex 
system takes into consideration the paradoxical behaviour between 
the parasympathetic system and the sympathetic system as well as 
the respiratory mechanism. In much research, the LF/HF ratio 
(Low Frequency/High Frequency) has been considered reliable in 
presenting sympathovagal balance. Wilhelm [9] confirms that 
using this ratio for a two-dimensional representation framework 
can help in stress recognition. However, using only this indicator 
is not enough for this research thus analysing daily data including 
different kinds of emotion, such as fear, panic, happiness, stress, 

satisfaction, etc.  This paper presents the potential benefit of using 
a Support Vector Machine (SVM) to identify mental stress based 
on heart rate variability.  The complexity of heart rate indicates the 
flexibility of the Autonomic Nervous System (ANS) and 
sympathovagal modulation effects on HR variability. Several HRV 
indicators were taken into consideration from the time and 
frequency domains to Poincaré and statistical analysis. The 
objective was  to distinguish between the effects of sympathovagal 
fluctuations and emotion on HR variability. 

Emotions and the way they are expressed are different from one 
person to another. Many studies were conducted into this area, and 
most of them show that having a positive attitude, surrounded by 
positive feelings, helps people to live longer compared to those 
who are always feeling angry, afraid and stressed. In 1977, the 
American psychologist Caroll Ellis Izard classified emotions into 
ten categories; joy, surprise, sadness, anger, disgust, contempt, 
shame, fear, guilt, interest or excitement. As cited, stress is not 
technically an emotion.  It is a feeling that based on a reaction or a 
stimulus. A recent study in 2018 [10], based on the state-of-the-art 
of 37 publications showed that heart rate variability is a reliable 
indicator for stress recognition.  

4. The proposed work and other related works 

This is not the first work undertaken on stress and HRV as 
mentioned in the related work in the paper. But the novel 
contribution is that this work will be the first to separate different 
kinds of emotion during daily life. No related work has been 
conducted that mentioned how to distinguish between happiness, 
being angry, stressed or feeling relaxed. No related research 
undertook daily monitoring for patient/participants. 

There have been no previous studies deploying a similar 
methodology of longitudinal real-life study of the psycho-
physiological correlates of evolution and exacerbation of cardio-
vascular conditions. This study was initiated responsive to earlier 
mainly clinically controlled studies [11], [12], [7] which involved 
data capture in the context of a few specifically detectable activities 
(such as preparing food, climbing stairs, using a smartphone, etc.). 
As of 2018 some work has been mainly concerned with feature 
extraction [9]; others have used various approaches for stress 
detection e.g. a survey approach [10], saliva and cortisol level [11]. 
Others have used controlled studies to evaluate the impact of fast 
food consumption [12] lifestyle in terms of cardio-vascular disease 
risk and some have involved data capture in an IOT-enabled 
controlled smart home context [13]. The approach followed here is 
distinguished by being based on an ambulant environment (rather 
than being clinically controlled), connected-devices-enabled 
continuous data measurement including contemporaneous self-
expression recordings of the participant’s perceived feelings and 
mood. The project objective is to extract information and 
correlations from different types of data (corporal and sentimental) 
and to bring up analysis that will present the impact of these 
variables and features on cardiovascular diseases in terms of 
prevention and treatment. The experiments started with data 
acquisition involving healthy individuals paving the way for 
addressing sensor integration, data acquisition, storage and 
integration issues and evaluating the experimental set-up for the 
future. This paper explains the project methodology, experiments 
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already conducted and those planned to be carried out within 
INSEAD-Sorbonne Université. Firstly, the sensor choice was 
explained, secondly, the concept and objectives were described and 
demonstrated and the questionnaires were tested and validated.  
Finally, the experimentation and analysis tools were defined. 
sensors currently available on the market can support the 
measurement of three categories of data regarding the cardio-
vascular function; namely: i) the physiological parameters such as 
activity level, ii) arterial pressure, iii) stress level. The research 
purpose is to build an automatic system detection capable of 
recognising different types of emotion and to categorising feelings 
and mood according to heart beat, arterial pressure among several 
other variables. Moreover, the work’s contribution is to ensure 
monitoring participants while they are wearing sensors during their 
daily life. Despite the fact that not all the stress-creating factors are 
manageable, the conducted experience gave rise to reliable data 
that illustrate participants’ spontaneous feelings and mood. As the 
experimentation has been conducted over a long period, the part 
that concerns data storage and management had to be handled 
securely. 

5. Materials and methods 

5.1. Wearables sensors 

Before launching this research, a literature review was conducted .  
The idea was to study the types of existing sensors on the market 
and to the research carried out already [8]. The sensor choice was 
based on three hypotheses that are explained as follows: 

1. Blood Pressure or the blood circulation is highly correlated 
with cardio vascular diseases[14, 15] and thus identifying the  
flow of blood circulation with a connected sensor remains an 
important part to maintain a stable blood pressure. Hastie and 
Gluszek [16, 17] mentioned that it is essential to measure 
heart rate variability in order to manage and control the risk 
of having a cardiovascular disease. 

2. Nutritional attitude and physical activities are two important 
factors that people should take into consideration in order to 
prevent the apparition of cardiovascular diseases [18]. 

3. Feeling overwhelmed, anxious, stressed among several other 
feelings, are factors that can be the main cause for the 
appearance of chronic diseases. These cognitive and 
emotional factors, have not yet been measured in an  
ambulatory approach [13, 19, 20].  
 

To satisfy the hypothesis mentioned above and to set up this 
experiment, 3 connected objects were selected. They will measure 
the physical activity, the blood pressure and heart rate variability. 
So each participant was given a connected tensiometer, a heart rate 
monitor belt and a smart watch. 

Tensiometer 

Following a study of user acceptance, reliability and wearability 
criteria, the tensiometer «Rest» AD761f was selected as one of the 
sensors to be integrated within the body area sensor network (see 
Fig.3). Tensiometers of this brand are among the first to have 
passed the European Society of Hypertension (ESH) protocol [21], 
[22]. This device enables the detection of a person's rest condition 
using the Hemodynamic Stability Determination technique (HSD). 

 
Fig. 3.  Rossmax tensiometer 

The smartwatch ActiGraph  

Dinseh [23,24], states that the actigraph is one of the most reliable 
widely used accelometers in scientific research. This smart watch 
is an activity monitor (Figure 4) tested, tried and approved by many 
researchers and practitioners [25, 26] as a reliable sensor giving 
accurate data. As the trial was over a long period and the objective 
was to monitor people during their daily life, many limitations 
were imposed on the sensor choice. It had to be small, discreet, 
user friendly, giving reliable data. As the sensor placement affects 
the degree of data accuracy, all participants were asked to carry this 
connected device in the same position on their waist (Figure 4) 

Both raw and calibrated data were extracted at a range of sampling 
frequencies (ranging from 30 Hz to 100 Hz).  

 
Fig. 4. Actigraph sensor worn 

The heart rate monitoring belt: Polar H7 

For emotional state monitoring and measurement specifically 
stress, a state-of-the-art analysis of the emotional states sensing 
technology was performed as well as a study of the readymade 
solutions for this which could be mass-scalable. To quantify 
emotions and feeling many tools and techniques are available 
specially to measure stress among other feelings. This mental 
pressure and feeling is one of the main factors that accentuates the 
appearance of CVD among chronic diseases [19] [20] [55]. 

Marek and Hamilton [33, 34] specified measuring HRV as a 
reliable technique for categorisation of several kinds of emotions. 
For this reason participants were equipped with the heart rate 
monitor belt to measure HRV based on the RR interval (figure 5) 

 
Fig. 5. The Heart Rate Monitor Belt 
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5.2. Methodology 

The methodology was based on the aim of this work, to treat people 
with CVD and to prevent the apparition of chronic diseases 
especially cardiovascular ones. This project methodology was 
centred on studies that explain the association between the 
emotional states and heart rate variability [35, 36]. 

One of the important emotion types to be monitored is stress which 
can lead to CVD, specifically chronic stress increasing blood 
pressure and exacerbating CVD; the physiological and 
psychological reactions to stress can manifest as both anxiety and 
depression. The stress monitored was real life stress and not 
induced or simulated for experimental purposes [37]. Vaping and 
smoking, being overweight or obese, the absence of physical 
activities, being anxious and stressed are factors that will put 
healthy participants at risk. The trial duration was 15 days in which 
participants wore the three sensors according to the user manual. 
No restriction was imposed. Participants were not asked to change 
their daily routine nor to be more active. This study is distinguished 
by the fact that the key psycho-physiological data relevant to 
cardio-vascular function was captured continuously over a long 
period to support offline analysis, rather than on a one–off 
diagnostic basis. This trial was validated in three steps. First, the 
experts decided the inclusion and the exclusion criteria to select 
different participants.  Second, three online surveys were tested on 
the UTC team. According to their feedback more questions were 
added. Third, the procedure was validated and all the 
experimentation protocol was validated by the INSEAD ethical 
committee. 

5.3. The experimental protocol 

This project was established in collaboration with the Institut 
Europeen d’Administration des Affaires (INSEAD). The 
experimentation protocol took the welfare of the participants into 
consideration. The main research goal is to measure some variables 
via the sensors and devices and to extract features from this data. 
The main work needs to be done on patients with CVD. 
Nevertheless, the study with the INSEAD lab was performed on 
healthy people. A database reference was necessary and so the trial 
was launched with participants with no chronic diseases who were  
closest to the sociodemographic criteria of France. 

Before launching this experiment, two main exclusion criteria were 
imposed: having a chronic disease and not reaching the age of 
majority (18-19 years old).  People would wear the sensors every 
day during the trial. Physiological and emotional parameters will 
be measured continuously. 

Candidates were assigned coded identities, which were transmitted 
once the trial started. The protocol ID is ID February2018/1. It was 
approved by the Ethical Committee in INSEAD. All data are 
anonymously collected and treated.  

A quantitative study was performed before starting the recordings. 
First doctors from different specialities (neurologist, cardiologist 
and generalist) were questioned.  This enabled the categorisation 
of the three main areas that will affect chronic diseases generally 
and CVD specifically.  Next a focus group was set up with the UTC 
lab in order make sure that all the questions are clear and easy to 

understand (as few questions have medical terms). Age, antecedent 
diseases, physical activity, eating habits and emotion were the 
main features that doctors proposed to focus on. An emotional 
eating a validated questionnaire concerning emotion and eating 
was conducted inspired by Garaulet et al. [38].  

The three main questionnaires were implemented on Qualtrics 
(within INSEAD Sorbonne université). Each participant had to 
enter his/her own code to express how the study was conducted. 
The main three surveys are as follow: 

1. The pre-selection questionnaire: Selecting people 
according to the inclusion criteria 

2. Before experiment questionnaire: Analysing participants’ 
physical activity, eating habits, the general assessment of 
the candidate's health (smoking, alcohol, obesity ...). 

3. After experimentation questionnaire:the main purpose is 
to study the candidate's satisfaction with the experience, 
focus on participant’s recommendation, find out if the 
experiment helped candidate to change his/her dietary 
habits and becoming an active person. 

a) Procedure 

The trial duration is 2 weeks; during which candidates must wear 
three connected objects. The heart rate monitor belt should be worn 
at least 2-3 hours per day. The tensiometer for morning and 
evening measurements and the activity tracker all day long. 

After selection of each participant, a meeting took place with them 
in order to explain experimentation’s protocol. Participants were 
informed that we created a forum free place to ask questions and 
exchanging with each other and giving their feedback about the 
experience. They were given a user manual re the tools, how and 
when to wear sensors.  They were also given a notepad in which to  
write down their feelings, physical activities and emotions while 
they are wearing the sensors. 

They were also told that the experiment was not to be regarded as 
an alternative to any medical or other treatment and informed about 
the FORUM, a free and anonymous point of exchange of ideas to 
be used to analyse participants’ responses [39], enabling 
participants to write their feelings anonymously, their issues as 
well as their remarks and questions. Before starting the experience, 
candidates had to read and sign the protocol. Once the study is 
over, they have to bring back the sensors to INSEAD and so getting 
a financial compensation for their effort during this trial (Figure 6) 

 
Fig. 6. The description of the experimentation protocol 
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b) Subjects 

Before recruitment began, the intention was to have a population 
similar to the French population described by the INSEE; 23 men 
and 22 women. However, recruiting people depends on their 
flexibility, motivation, availability and eligibility.  The trial 
duration was 4 to 5 months during which 53 participants took part 
wearing the devices for 15 days each. Candidates were from 
different socio-professional categories, different levels of study 
and age category. In this section, some statistical results of the 
population are presented and participant feedback. 

As the graph shows (Figure 7) almost 40% of our population are 
healthy people with no cardiovascular disease who are aged over 
40 years. Recruiting men for this study was not a simple task. 

 
Fig. 7.   Age Categories 

The final population is composed of ¾ women and ¼ men. 
Obtaining certain variables during sensor initialisation enabled the 
comparison of the participants’ measurements.  The Body Mass 
Index (BMI) is calculated as follows: BMI = mass / height^2. The 
interpretation is as follows: 

• If BMI <= 18.5 : the participant is in underweight area 
• 18.5 <BMI <= 25 : the participant is in a normal weight area 
• 25 <BMI <= 30  : the participant is overweight 
• 30 <BMI <= 35  : the participant is in a moderate obesity area 
• 35 <BMI <= 40  : the participant is in a severe obesity area 
• 40 <IMC  : the participant is in an obesity morbid area 
57% of participants have a normal weight with only 4% having 
morbid obesity (see Figure 8). 31% is the wear time validation for 
less than 40% of participants. This shows that participants were 
motivated to carry out the experiment 

 
Fig. 8. Obesity Level 

6. HRV and calibration phase 

Heart rate variability is highly used for emotions analysis like 
anxiety, fear and specially stress. In fact, the HRV is described by 
several parameters and biomarkers. There are features that are 
calculated in the statistical domain, time serial domain and others 
are in the frequency domain. One powerful biomarkers for stress 
detection based on HRV analysis is the LF/HF ratio (Low 
frequency/ High frequency). 

The interpretation is based on two hypotheses: the ratio LF/HF 
must be interpreted. If its value is less than one it shows that the 
person is feeling relaxed, sleeping or just resting. Otherwise it 
means that the participant is carrying out a physical activity, 
running or feeling stressed  

The first HRV analysis of recordings on Kubios, showed the 
confirmation or the two hypotheses mentioned above (Figure 9 and 
10) 

 
Fig. 9. Kubios HRV analysis that shows a participant doing a physical activity 

 
Fig. 10.  Participant in rest condition (yoga class) 

Before starting this experiment with the collaboration with 
INSEAD Sorbonne Université, a « blind test » was set up with the 
UTC member lab. The idea was to make sure that the equipment 
and sensors are connected and that they were friendly user.  

While analysing the HRV based on participants, notes (on the 
notepad) it was deduced that sometimes there is no correlation 
between what is written on the notepad and the HRV analysis. In 
fact, emotions are our personal interpretation. For example, 
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participant A can write on the notepad ‘feeling stressed’ and while 
analysing data of participant A we found that he was not stressed. 
In addition, the fact that people sometimes have difficulty 
identifying their feelings has to be taken into consideration. It was 
therefore decided that ‘reliable data’ was needed which meant 
recording data while observing what is actually happening. This 
was called that the ‘calibration state’. Games were developed to 
stress people. Before starting the experimentation, participant had 
to spend 20 min of recording ‘reliable data’ starting with 10 min of 
deep respiration and meditation. After that 10 minutes of playing 
stressful games that are reported as follows: Starting with 3 
minutes of a mathematical mental exercise, next playing the ball 
game for 3 minutes and finishing with the Stroop Colour Word 
Test, the cognitive stressful test. These games were developed 
using Visual Studio and Scratch (Fig. 11). Despite the fact that the 
game’s idea is validated in advanced research [40], it was decided 
to develop them so they can be user friendly in an interactive way 
and adjust the speed games, another helpful factor for boosting the 
participant’s stress. Before launching these games, they were 
trialled on 13 users from the UTC Lab and the graphical interface 
was adjusted according to their feedback and remarks. 

 
Fig. 11.  Interactives games 

7. Support Vector machine 

To analyse the HRV there are distinct techniques that enabled the 
extraction of several features. The support vector machine is often 
used in statistical machine learning theory to solve classification 
issues in several areas in the medical field. Lanata [41] used this 
algorithm to identify horses’ response to human fear and 
happiness. Mirhoseini [42] used it to detect early cardiac death 
while this pattern recognition classifier was also used for health 
care applications based on Heart Rate Variability [45-50] 

The main use of this supervised algorithm is to distinguish between 
two classes (or more). Having a set of points in a feature space, 
each point is associated to a label. The dispersion of a group of 
points with the description is made up of a straight line or a 
hyperplane (in the context of two dimensions).  

Nevertheless, the problem of machine learning only functions if 
the data has a linear structure, which is not the case here where the 
SVM with RBF Kernel (Radial Basis Function Kernel) was used 
to overcome this. 

8. Results 

Fred Shaffer and Roman Baevsky [43] [44] mentioned all the state 
of the art of research that has used the ECG signal and RR interval 
to interpret the HRV. The results shown in this section, concern the 

calibration phase. An Ultra short-term period (less than 5 min of 
analysis).  Corresponding features were extracted and some 
statistical variables were added. A feature was created [24] for 
arrhythmia detection (if the HTI <= 20.42 and RMSSD<= 0.068 
then the heart rhythm is normal, and if the HTI> 20.42 then there 
is a presence of arrhythmia).  The ‘HRV Tool’ implemented by 
Marcus Vollmer [53] on Matlab was used; in order to extract some 
features from the RR signal. During this calibration phase 34 
participants were chosen and the data divided into two categories: 
stress label and relaxation label. Work was chosen with a signal 
processing ‘windows of 90s with recovering of 50% [45]. The 24 
selected features are described in the table 1. 

Table 1. Different features 

Domain Features 
Time Domain  
 

SDSD, PNN50, NN50, RMSSD, HRV 
triangular index (HTI) Mean RR, 
Standard deviation, coefficient of 
variation, rrHRV and TINN[44] , [45] 
 

Frequency Domain  
 

VLF = Very Low Frequency (0.0033-
0.04 Hz), LF= Low Frequency (0.04-
0.15 Hz), HF = High Frequency (0.15-
0.4 Hz), pLF, pHF and LF/HF 
ratio[46],[47] 

Statistics analysis  
 

KURTO, Skeww, Interquartile, 
Arrythmia (that detect the arrhythmia 
corresponding to [44]) 
 

Poincare plot  
 

SD1, SD2 and SD1SD2ratio, 
approximate entropy (ApEn)[49] ,[50] 
 

 

The data was divided into two datasets: 80% for training data and 
20% for test data. We made a k fold (k= 5) so the final obtained 
value is an average of the 5 iteration inside the SVM model.  The 
table below shows the main results with 74.44% of good 
recognition rate: 

Table 2. Confusion Matrix 

 Class 1 Class 2 % good 
recognition rate 

Class 1 48 38 55.81 % 
Class 2 17 115 87.12 % 

 
9. Discussion and conclusion 

Our study mainly concerned monitoring patients with chronic 
diseases at home and controlling heart rate variability with 
wearable sensors. The experimental protocol was conducted with 
50 participants who were equipped with 3 connected objects 
which. they had to wear for 15 days and to record, on the notepad 
provided, what they were doing (activity level) and how they were 
feeling throughout the day. Before launching this experiment and 
in order to ensure the accuracy of the acquired data, each 
participant had to undergo a « calibration phase ». In this paper the 
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methodology and the results obtained from analysing the calibrated 
data are presented. The SVM on the RR measurements were 
applied to interpret the heart rate variability based on the activity 
and stress levels during any period of observation.  

34 RR interval signals, including two different beat types (stress 
and meditation) were selected. 24 features were selected and the 
support vector machine algorithm was applied. The HRV signal 
extraction from each RR interval showed over 74% of accurate  
recognition.  The optimisation of the use of features and thus the 
reduction of the error rate will be the aim of future work. The 
algorithm has a recognition accuracy of over 87% for class 2 that 
indicates the stress induced from playing games.  The population 
was divided by age and gender in order to obtain a more efficient 
classification [54]. 
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 The study proposed a self-driven guidance walker through user-oriented integration design. 
The common two-wheel drive performs left and right turn. By reducing the weight of the 
walker body, the durability of the battery can be increased. Secondly, we use a foldable 
structure so that the walker can be conveniently stored in a small space. A small number of 
sensors are required to reduce the complexity of signal processing. The front sensors of the 
walker are infra-red and ultra-sonic detectors, which determine and evade obstacles. The 
walker handle has three to five force sensors. The combination of the pressure data from 
these sensors can be used to determine the intent of the user, like turning or stopping. 
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1. Introduction  

With the significant improvements in health science; the 
population of the senior citizens over 65 years old will be 15% by 
the year 2025 in Taiwan. Visually impaired persons often 
encounter difficulties in living an independent life. They need 
assistive devices to reduce visual obstacles. 

Most of the seniors prefer to stay at home. When visually 
impaired people are unable to complete activities in their lives, 
they cannot participate in social activities. The assistance is vital 
for them to participate in ordinary life. Postmenopausal changes 
decrease the ability for visually impaired women to maintain 
postural stability [1]. Elderly blind persons had a slower walking 
speed, shorter stride length and longer time of gait [2].  

In [3], the author addresses the motivation of elders to initiate 
exercise. The elderly are less active than the general population. 
Fear of injury is a common concern. Therefore, an exercise 
environment and regimen must be safe. Gradual exercise 
progression, increasing duration and frequency is significant. 
People should have the ability to exercise independently [4]. They 
should be able to maintain a sense of safety throughout the 
exercise. 

1.1. Smart environment 

Wireless technology evolved in recent years, designers can 
bring it to people with accessibility and ergonomic thinking. Many 
products found are based on a technology perspective and are less 
conceived from a user perspective. Article [5] suggests a way of 

deploying ubiquitous computing to cope with these difficulties. A 
friendly environment reveals itself by talking to the user with a 
ubiquitous module prototype.  

Smart cane [6] offers voice and vibration alert. There is an 
antenna at the front of the guide stick to sense the RFID tag in the 
room. The guide wand transmits the signal to the blind person. 
Sometimes the contents of the tag cannot be read for a fast moving 
stick.  

1.2. Active assistants 

Active assistive walker usually has navigation ability. CMU 
developed robotic assistant in 2002 which lead the users to the 
destination. An active assistant gather environmental information, 
achieve obstacle avoidance with sensors. More sensors could 
increase the processing load and system cost. 

An extended Kalman filter is applied to mobile robot 
navigation in a public environment which relies on geometric 
beacon [7]. Leonard et al. [8] used the geometric beacons for 
mapping and localization. The depth camera’s data provides 
indoor localization. Received signal strength (RSS) constructs the 
radio maps through different data sets and the environment's 
coordinates [9]. 

Another study of Tsukiyama [10] proposed a monitoring 
system of solitary elderly based on urination, kitchen work, and 
physical cleanliness. The system monitors health status by using 
water flow sensors attached to faucets. Semi-autonomous control 
provided simple access through a handheld device. In case of 
problems, the robot contacts informal caregivers using 
teleoperation [11]. Another study [12] predicts the possible 
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movement according to the output of the force sensor, the direction 
of motion conveyed by varying the center of mass elevation. A 
semi-passive walking robot designed using antagonistic actuation 
[13] with two pairs of legs, parallel links, and one torso. The robot 
could walk on horizontal surfaces while hung on the bar to prevent 
falling. The toe length is sensitive with lateral distance, and gait 
pattern of robot locomotion [14]. Gait function can be used as 
reference data in the control process. A passive exoskeleton 
developed with a clutch-spring mechanism and calf muscles. The 
engaging and disengaging timings were optimized through 
simulation for extending knee joint application [15]. 

The active assistants face the challenge of a trade-off between 
computing power and weight. The pursuit of the function increases 
the power consumption. Excessive functionality also makes the 
user unable to learn or unable to afford it. Heavy parts and large 
battery are also challenges for this to be implemented in living 
situations.  

2. Concept design and prototyping 

We proposed the concept design of an active walker with less 
weight [16, 17] to fulfill the need of the elderly. Smartphones have 
remote access and communication ability through the USB or 
Bluetooth connection.  

2.1. Design process 

Many of the previous designs focused on special features. 
From the user interviews, we found that such a model is large in 
size and complicated to construct, which makes it difficult to use. 
Complex functions also result in increased power consumption and 
battery drain. Here, conceptual design proposed from the 
perspective of human factors with an appropriate function, size, 
and weight. 
 Figure 1 shows the design process, and user reflection was collect 
with ergonomic consideration. The design process set a priority of 
design goal and tradeoffs of product concepts to confirm feasibly. 

The digital model creates a prototype 3D printing which 
utilized in user evaluation. Electrical parts and interface module 
are placed with mechanical elements. An existing smartphone app 
has a built-in position sensor and voice notice. The measured data 
and user’s feedback results are collected to adjust the pressure 
sensing parameters to acquire better control.  

 
Figure 1: The design process of the people-oriented electromechanical integration 

design 

As shown in figure 1, the ergonomic consideration ensures 
user's requirements and functional integration. Evaluation test 
confirms the product features through a series of measurements. 

2.2. Electrical components and sensors 

The electronic parts and mechanical components are combined 
to achieve appropriate functions through system integration. The 

electrical components primarily follow sensing and control 
circuits.  

The walker's body has sensor units placed in front to determine 
and evade obstacles. The block diagram (Figure 2) shows the 
existing technologies such as motor controllers and sensors, which 
have widely been used in different fields. We proposed a link 
between pressure sensing and user intent. 

2.3. Mechanical parts and chassis 

The structural and mechanism components are configured with 
CAD system. The walker’s handle (Figure 2) has pressure monitor 
sensors. The handle sensors located corresponding to palm and 
finger contact areas. The pressure gathered from the distribution of 
charges with thin-film sensors. The pressure distribution helps to 
verify the current status of the user and adjust the walker's speed 
(Figure 3). 
 The relationship between the visually impaired and the walker is 
like the way people lead them. 

 
Figure 2: Functional block diagram using a smartphone to control, some software 

builds in the mobile app. via the Bluetooth interface. 

The user configures the parameters of the walker to fit an 
individual's need. Typically, the handle has three to five sensors. 
The combination of the data from these sensors can determine the 
intent of the user (turning or stopping). 

 
Figure 3: Perspective view of walker leads the visually impaired in the moving 

target. 

3. Ergonomic design 

The ergonomic design follows some rules; detail concerns: 1) 
the adjustable handle accommodates users of different heights 
within weight limit; 2) easy control and reduces the applied force; 
3) fashionable style that is apart from handicap stereotypes.  
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3.1. Overall image  

Primary purpose of the assisted walker is to take a walk with 
the visually impaired. Through the pre-set path and speed, the 
assisted walker allows the elderly to be involved in minor exercises 
in daily life, hence promoting a healthier lifestyle. The image of 
handicap is subjective to the acceptance of users. They are 
sensitive to negatively perceived in a social context. The form of 
the assisted walker is more aesthetically pleasing to customers, 
which may remove some of their mental pressures in purchasing 
and using the walker. 

3.2. Weight and dimension 

In [16] participants performed different lifting tasks, with three 
lifting heights. The working heart rate of the participants showed 
a significant difference during lifts. One of the design targets is to 
make it less heavy so that an individual can lift it comfortably. Put 
the user's needs to the forefront, the weight of the walker was 
reduced to avoid injury and easy to carry. So we need to choose to 
remove unnecessary elements and function. 

The weight of the car is 23Kg referring to the requirements of 
airline baggage which is a reasonable load for user. The parts are 
selected and configured under the premise of this weight limit. 

3.3. Way of control 

Safety is an important consideration for the elderly. To avoid 
the sudden rotation caused by the interference of walking, we set 
the stop button near the thumb. When the elderly consciously can't 
follow or is too fast, they can manually stop the helper to prevent 
potential danger. 
 A user may choose the assistive mode and listen to the related 
information. Seniors face usability issues related to physical, 
mental, and cognitive impairments. Most of the elderly have 
limited experience with technology.  

Observing the guidance for blind people is helpful for walker 
design. Usually, people follow the below steps to activate by a 
sighted person. 

Offer an elbow and back up to the person's outstretched hand. 
Walk at a comfortable pace by remaining a slightly behind. 

Keep arms bent at a 90-degree angle. The visually impaired 
person will remain a half step behind as you begin walking. 

Stop when you need to turn around and tell your follower. He 
or she will release your arm and wait until you offer it again. 

Imagine that when we assist the elderly in crossing the road, 
we also support him or her on one side; so this is a more natural 
form of assistance. We choose one-handed operation; the 
prerequisite is that the elderly can still walk normally. It also 
avoids interference with the machine while holding both hands.  

4. Evaluations 

The measured pressure determines the user's intention. The 
implement procedures are described in Figure 4. 

4.1. Moldable clay 

Moldable clay was used to demonstrate deformation during 
initial test. The handle was wrapped with clay evenly. The 
deformation of clay is related to the pressure distribution during 
usage. 

User’s operations would be recorded in the change of shape to 
determine possible positions of sensors. 

 
Figure 4: The ergonomic study and implement procedures 

 
Figure 5: The side view of the pressure detector located on the handle (red dots are 
high-pressure area). The leading edge (Front or Ft.) is the direction of movement, 

and the trailing edge (Bk.) is the side of user. 

There is less variation among the elderly in terms of palm-size. 
We choose the positions of sensors according to the magnitude of 
geometrical change (Figure 5).  
 When the old man is led forward, he may be towed and fall if the 
walker runs fast. If the walker turns quickly, the users also have 
challenges to follow. The sensors acquired the intent and 
conditions of the elder; so that the robot can adjust its speed. 

 
Figure 6: Sensor contact location 

4.2. Pressure distribution 

As shown in Figure 6, a user holds the handle during a walk. 
We adjusted the speed and direction of movement based on the 
pressure distribution. The purpose is to understand the appropriate 
location to detect the action intently. In this experiment, the driver 
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did not have a built-in processor and measurement device, so an 
external sensor and wire is employed to transmit directly to the 
host PC for subsequent design.  

 
Figure 7: Measurement of pressure distribution. 

We will start with five sensors and then re-evaluate that of 
fewer sensors (3 or 4) in a suitable position based on the pressure 
distribution observed from the clay. 

Five sensors 

We collect walking data of five sensors with five participants 
(Figure 7) to identify the pressure distribution. The measurements 
is based on the following situations.  

• Condition 1：Right-hand control, go forward and 
intend to turn left, 

• Condition 2 ： Right-hand control, go ahead and 
expect to turn right, 

• Condition 3：Right-hand control, go forward and 
plan to stop. 

The measured results are listed in Table 1-3. 
Table 1: Pressure of left turn 

User Thumb Index Middle  Ring Little 

A Low High Medium Low Low 

B Medium High Low Low Low 

C Low High Low Low Low 

D Low Low Low Low Low 

E Low Low Low Low Low 

We find some variation in Table 1-3, such as: 

• Table 1: the index finger of participant A.B.C is different 
from that of participant D and E. 

• Table 2: the little finger pressure of participant E is different 
from that of others. 

• Table 3: the index finger pressure of participant B is 
different from that of others. 

Table 2: Pressure of right turn 

User Thumb Index Middle  Ring Little 

A High Low Low Medium High 

B Medium Medium Low Low High 

C High Low Low Low High 

D High Low Low Low High 

E High Low Low Low Low 

Table 3: Pressure of sudden stop 

User Thumb Index Middle  Ring Little 

A Low Medium Medium Medium Medium 

B High Low Low Low Low 

C Low High High High High 

D Low High High High High 

E Low High High High High 

Discussion 

Depending on the size of the participant’s hand, some users 
apply pressures by the palm, which made the finger pressure to be 
less apparent. This variation causes a limitation of using pressure 
data to determine the user’s intent.  

The way to overcome this difference is to reduce the 
unnecessary sensors and to tailor the handle’s shape according to 
the size of the user's hand. Just as people buy a shoe with a specific 
size, the handle’s shape needs to fit the user's hand. 

The personal handle can be printed in a 3D facility at a 
reasonable cost — the specific handle shape made according to the 
clay model, and adjusted 3D model by reverse engineering. 
Afterwards, the sensors are then placed in the correct position of 
the handle. 

Three / four sensors 

The price of the sensor is high, so we hope to know the possible 
placement position with a limited number of sensors. Three and 
four sets of sensors placed to record the user's main motion intent 
sequentially. The user holds the handle and records the pressure at 
each position. Based on observations, we infer the position of the 
sensor that is suitable for the user. 

The measurement of three/four sets of sensor placement 
summarized in (Figure 8, 9). The position for the three sets of 
sensors for different users is not exactly the same, which is due to 
the difference in the size of the palm and personal holding habits. 

According to the three intentions we want to distinguish 
(scenario: left turn, right turn, and stop), the test results of the three 
sensors (Figure 8). We found that the three values at sensor 1 are 
identical; there is a significant difference in sensor 2; the right turn 
is similar to the stop at sensor 3. Although the sensor 2 is able to 
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resolve the three intents, in order to improve the reliability of the 
results, we continue to try four sensors. 

 
Figure 8: Pressure test results when using three sensors. The three lines represent 
the values of the pressures presented at each sensor when three actions are 
performed (left turn, right turn, and stop). The pressure sensing distribution is 
different when performing three actions. 

The fourth pressure sensor was added to the first section of the 
finger joint (the leading edge of the walking handle). As shown in 
Figure 9, the test results of the four sensors are shown in the figure. 
We found that the three values of intent at sensor 1 are identical; 
there is a notable difference at sensor 2; the right turn is still similar 
to the stop at sensor 3; there is a significant difference at sensor 4. 
The sensor 2 and 4 are able to verify the three intents reliably. 

 
Figure 9: Pressure test results when using four sensors. The three lines represent the 
values of the pressures presented at the four sensors when performing three actions 
(left turn, right turn, and stop). The difference in pressure sensing distribution is 
more obvious when performing three kinds of actions. 

4.3. Pressure variation with time 

Thin-film sensor applied to acquisition the pressure variation 
with time — f sensors placed on the different contact area.  
The sensor is 0.208mm thick and 14mm in width and sensing 
diameter is 9.53 mm (Figure 10). The sampling rate is 20 Hz and 
the data is fetched through the serial port. 

The measured pressure is plotted in Figure 11; the maximum 
force occurs in two situations: while turning, or when the walker 
hits an object. The maximum value does not last long (0.3-0.4 
sec.). The result of the fourth sensor near the middle finger is 
shown in Figure 11(a), it can be found that in the temporary stop 
operation situation, the value of the fourth sensing zones becomes 
significantly more extensive, and scenarios can be separated. The 
measured data show that the 'stop' scenario, the sensor provide 
good variation to distinguish it at 10.6 sec. Figure 11(b) has a 
gently varying waveform showing a continuous force-applying 
state, and a glitch shows a collision. 

 
Figure 10: Thin-film sensor and configurations 

 
(a) 

 
(b) 

Figure 11: Sensor’s responses: (a) the second sensor during turns left, (b) the 
fourth sensor during the collision and stop. 

We divide the value of the sensor into three different levels; 
low-level (< 5%), high-level (>14%), the median level in between. 
If the signal maintained at the same level for a certain period, the 
phenomenon presented a user’s action. The maximum pressure 
value maintained for 0.3 sec during turning moment (Figure 11.a). 

 
Figure 12: Flow chart of the Arduino sensing module 
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4.4. Implementation 

The sensing module of the walker can implement with 
Arduino, which connects the four pressure sensors to the analog 
input pins of A0 to A3 (digital value 0-1023). The percentage of 
the Y-axis on the left side of Figure 11(b) represents the maximum 
measured value of the pressure sensor. We set a high pressure zone 
is above 14% (digital value 143), and a low pressure zone is below 
5% (digital value 51), and a medium zone between the two (range 
5%-14%). For example, in 2sec time (sampling rate is 20 Hz), the 
high pressure value is in the range of 0.75 seconds to 1.3 seconds, 
1.75 seconds to 2.0 seconds; the low pressure time is between 0.1 
seconds and 0.45 seconds, and the rest is medium pressure value. 
When maintaining the same level for a period of time, we can 
compare the pressure distribution of the four pressure sensors to 
predict the user's intention. The sensing module determines the 
rotation or deceleration through a logic judgment and controls the 
rotation speed of the motor through the voltage value of the output 
pin (Figure 12). There are many applications on the phone that 
handle positioning and navigation. The sensing module can also be 
connected to the mobile phone via Bluetooth, and the action to be 
performed is notified to the elderly by the voice of the mobile 
phone without being overwhelmed. 

5. Conclusions 

The walker is suitable for elderly in public environments, such 
as hospitals or retirement homes. The concept design emphasized 
on ergonomic features; such as weight reduction, folding, sensing 
the user’s intent, and the like. Physical prototype and hardware 
circuit implementation is ready-to-expand Arduino module to 
perform force sensing. The smart phone app helps the elderly to 
move in a safe environment. 
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 The article of given research presents the mathematical and computer modeling of flame 
attenuation in narrow channels for different fire extinguishing and explosion suppression 
compositions. Such kind of flame distribution and attenuation could be considered for 
different media and channels but in this case it was considered for narrow channels. The 
effect on the combustion reaction is possible with gas mixture components concentration 
reducing, cooling the combustion zone and slowing down of chain reactions with the help 
of a phlegmatizing or inhibiting substances, of which the most universal and perspective 
are powder materials. Therefore, a necessary condition for solving the problems of 
developing effective flame arresters is to find common indicators and properties of 
substances that can become criteria for their phlegmatizing ability. The computer model in 
MatLab was created for methane allowing the choice of diameter and length of channel 
and velocity of explosion suppression composition, showing the dependence of temperature 
on length of channel. 
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1. Introduction  

This paper is an extension of work originally presented in 2018 
IEEE International Conference" Management of Municipal Waste 
as an Important Factor of Sustainable Urban Development" 
(WASTE). The influence of flame propagation as a result of heat 
losses from the reaction zone is the main factor of ensuring 
explosion safety for combustible gas systems. Thermal losses 
make it impossible to spread the flame beyond certain boundaries 
of composition and instrumental conditions. The mechanism of 
thermal losses plays a leading role in solving the emerging 
problems of explosion safety. The objective is to provide a general 
introduction to the Mechanics of heat transfer, together with its 
elementary applications to Solid and Fluid Mechanics. As result it 
would assimilated the principal concepts and laws governing the 
kinematics and dynamics of deformable media. In addition, this 
research should understand the application of this theory to the 
cases (i) of infinitesimal Thermo-Elasticity, and (ii) of Newtonian 
and perfect Fluid Mechanics [1-4]. 

2. Description of Problem 

Mathematical and computer modeling provided a medium of 
exchange for the diverse disciplines (Mechanics and IT) utilizing 
mathematical or computer modeling as either a theoretical or 
working tool. Equal attention was given to the mechanics, 
methodology and theory of modeling with an attempt to advocate 
either mathematical or computer modeling, or a combination of the 
two, in an integrative form [5-7]. When burning in a narrow 
channel, the key to the mechanism of thermal losses from the 
reaction zone is the conductive heat conductivity to the walls of 
the channel. In this case, the reaction zone of obviously explosive 
gas systems is cooled. In sufficiently narrow channels, heat loss is 
possible, leading to quenching even of the most rapid-blowing 
known explosive systems. This feature combustion in narrow 
channels used in flame arrestors with narrow channels separating 
apparatus in which possible initiation foci combustion fire-
retardant protected by the surrounding space, filled with a 
potentially explosive environment. The gas and flame have no 
other way out of the dangerous apparatus. 
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Figure 1:  Flame attenuation in narrow channels 

The Figure 1 shows a diagram of a flame in a flat channel. As in 
the classical formulation, approximations are used about the 
constant density, heat capacity, and thermal conductivity of the 
gas. 

 
 Figure. 2: Temperature distribution from wall to center of channel 

This Figure 2 represents the temperature distribution from wall to 
center of channel. Identifying the relevant heat transfer processes 
on a heating when the foamed insulation sheet of channel is placed 
on inner surface and on the outer surface of channel. To avoid 
singular solution, the round configuration of channel is preferred. 

3. Flame attenuation, mathematical modeling 

Processes with heat regeneration include filtration combustion of 
gases, where the flame can stabilize in microchannels between the 
solid phases, even if the dimensions of the microchannels are 
substantially smaller than the critical diameter determined from the 
initial temperature. Combustion in this case is possible provided 
that the gas phase is surrounded by walls with a temperature 
exceeding the ambient temperature. This work can be considered 
as a continuation of the classical works on flame propagation 
taking into account the transfer of heat from the combustion 
products to the fresh mixture by an inert medium due to its high 
thermal conductivity. 

Combustion of gas in a channel with heat exchange is the simplest 
example of a system with a convective heat recovery method. A 
characteristic feature of combustion in such a system is the thermal 
interaction between the combustion products and the fresh mixture 
through the heat-conducting wall. In this linear configuration, 

unlike devices with special combustion chambers, the flame 
stabilizes inside the inlet tube. This mechanism of flame 
stabilization is typical for small-sized systems with recirculation of 
heat. Studies of the dynamic behavior of a flame in a system with 
counter-current heat transfer make it possible to study the 
characteristics of combustion in systems with heat recovery, and 
also covers a whole series of new phenomena.  

It is necessary to solve the Cauchy problem for the one-
dimensional heat equation (a second-order partial differential 
equation that describes the temperature distribution in a given 
region of space and its variation over time) using parallel 
programming tools. The problem is solved for a homogeneous heat 
equation (the system is insulated) on the interval [0, L]: One-
dimensional dimensionless equations for temperature have the 
form 

Here the dimensionless time t is measured in units of correlation 
between thermal properties of gas in channel and adiabatic velocity 
of gas, i.e. æ/Vb², the dimensionless spatial coordinate x is in units 
of æ/Vb, where æ is the thermal diffusivity of the gas, and Vb is 
the adiabatic velocity of the flat flame. The channel wall 
temperature θ and the gas temperature T are measured in terms of 
the adiabatic flame temperature Tb [8-10]. 

The subscripts 1 and 2 refer to the fresh mixture and combustion 
products, respectively. The gas velocity V is measured in units of 
Vb. The dimensionless heat transfer parameter Ω = 4Nu/Pe² is 
related to the Nusselt number Nu=αdₒ/λg and the Peclet number 
Pe=Vbdₒ/æ, which are determined for the channel of height dₒ 
(here α is the heat transfer coefficient; λg is the thermal 
conductivity of the gas). The boundary conditions for equations (1) 
far from the flame have the following form: 

 where T0 is the initial temperature of the fresh mixture, Tw is the 
wall temperature at the hot end of the channel. 

Thus, Equation (1) together with boundary conditions (2) at the 
ends of a narrow channel determines the spread of the flame in the 
channel. In this case, the temperature distribution in the channel is 
calculated (the flame temperature of the combustible gas and its 
mixture before and after mixing, the temperature of the channel 
walls and their combination are taken into account) as a function 
of time. Also, the differential equation of the second order includes 
the velocities and accelerations of the temperature change. The gas 
characteristics were calculated from some physical parameters: 
thermal diffusivity of the gas, dimensionless heat transfer 
parameter (as correlation of numbers of Nusselt and Peclet), heat 
transfer coefficient; the thermal conductivity of the gas. Thus, 
taking into account the boundary conditions (2), the boundary 
value problem was modeled and coded in Matlab. 

4. Numerical calculations in MatLab 

The numerical realization of heat transfer process was 
implemented in MatLab, and Adomian Decomposition Method 
was used for calculation of components of displacement of parts 
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of fire extinguishing powders and burning reagents. This 
calculation needs to use some special functions for discretization 
of components of temperature. 

% variable definition 
Nx = 11; 
Ny = 101; 
X = 1.0; 
Y = 10.0; 
dx = X / (Nx - 1); 
dy = Y / (Ny - 1); 
dt = 1e-4; 
  
% matrix definition 
% initializing temperature in our  fire extinguishing and explosion 
suppression compositions 
U1 = ones(Nx, Ny) * (-10); 
U2 = ones(Nx, Ny) * (-10); 
U3 = ones(Nx, Ny) * (-10); 
  
% initializing temperature on right border in our fire extinguishing and 
explosion suppression compositions 
for j=1:Ny + 1 
  U1(Nx, j) = 25; 
  U2(Nx, j) = 25; 
  U3(Nx, j) = 25; 
end 
  
% loop till it converges 
while 1 
%     Using Adomian Decomposition Method to solve this eq 
    A = 1 / (dx * dx); 
    B = - (1 / dt + 2 / (dx * dx)); 
    C = 1 / (dx * dx); 
    gamma = zeros(Nx); 
    beta = ones(Nx) * (-10); 
     
%     First loop using the definition temperature by X axis 
    for j=2:Ny - 1 
        for i=2:Nx 
            F = -(discretize(U1, "y", i, j) + U1(i, j) / dt); 
            temp_div = B + C * gamma(i); 
            beta(i + 1) = (F - C * beta(i)) / temp_div; 
            gamma(i + 1) = -A / temp_div; 
        end 
%         U2(Nx, j) = - beta(j) / (1 - gamma(j)); 
        for i=Nx:-1:2 
            U2(i - 1, j) = gamma(i) * U2(i, j) + beta(i); 
        end 
    end 
  
    gamma = zeros(Nx); 
    beta = ones(Nx) * (-10); 
  
    A = 1 / (dy * dy); 
    B = - (1 / dt + 2 / (dy * dy)); 
    C = 1 / (dy * dy); 
%     Second loop using of temperature by Y axis 
    for i=2:Nx - 1 
        for j=2:Ny 
            F = -(discretize(U2, "x", i, j) + U2(i, j) / dt); 
            temp_div = B + C * gamma(j); 
            beta(j + 1) = (F - C * beta(j)) / temp_div; 

            gamma(j + 1) = -A / temp_div; 
        end 
        for j=Ny:-1:2 
            U3(i, j - 1) = gamma(j) * U3(i, j) + beta(j); 
        end 
    end 
%     for j=Ny:-1:2 
%         U3(Nx - 1, j) = U3(Nx - 2, j); 
%     end 
% And after every iteration check for convergence 
    if converge(U1, U3) 
        break; 
    end 
% In the end of every iteration - definition of new layer as old, and 
continuation till difference between them become less than epsilon 
    U1 = U3; 
    surf(U3) 
end 
% Plot surface to image easier the result 
surf(U3) 
colorbar 
U3((Nx - 1) / 2, (Ny - 1) / 2) 
  
% This function checks for convergence 
function result = converge (U1, U2) 
% Initial max difference is -1, because of it less than 0, and as we know 
% absolute value of difference never be less than 0 
max_diff = -1; 
% My error rate (Epsilon) 
eps = 1e-4; 
Nx = 11; 
Ny = 101; 
% This loop gets max difference Between old and new layers 
for i=1:Nx 
    for j=1:Ny + 1 
        if abs(U1(i, j) - U2(i, j)) > max_diff 
            max_diff = abs(U1(i, j) - U2(i, j)); 
        end 
    end 
end 
% As the result we get Boolean value  
result = eps > max_diff; 
end 
  
% This function helps me make code easier to understand 
function result = discretize (U, axis, i, j) 
Nx = 11; 
Ny = 101; 
X = 1.0; 
Y = 10.0; 
dx = X / (Nx - 1); 
dy = Y / (Ny - 1); 
if axis == "x" 
    result = (U(i + 1, j) - 2 * U(i, j) + U(i - 1, j)) / (dx * dx); 
else 
    result = (U(i, j + 1) - 2 * U(i, j) + U(i, j - 1)) / (dy * dy); 
end 
end 

 

The basic mechanisms of combustion of gases in systems with heat 
recirculation can be clarified from the study of combustion of gases 
in a narrow channel with a controlled wall temperature. Therefore, 

http://www.astesj.com/


B. Sapargaliyeva et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 53-57 (2019) 

www.astesj.com     56 

studies of gas combustion in micro-channels with controlled wall 
temperature are necessary for understanding processes in both 
microsystems with heat regeneration, where the heating of the 
combustible mixture of gases occurs due to the heat of the exhaust 
combustion products, and for the development of new technologies 
that use combustion of gases in various media. The small 
dimensions of the channel in which combustion occurs allow the 
creation of an almost uniform temperature distribution in the cross 
section. Experiments show that the temperature gradient in the 
walls of the channel, which was created by an external heat source, 
remains practically constant, both with the combustion of gas 
inside the channel and without burning. These observations make 
it promising to use a microchannel with a temperature gradient to 
study the structure of the flame and to test existing models with 
detailed kinetics of chemical reactions. 

Burning studies usually consider gas flows in which transport 
phenomena and chemical reactions play an important role. In order 
to analyze the combustion process, in addition to the chemical 
transformations of the substance, it is necessary to take into 
account the phenomena caused by the release of heat. If we take 
into account the interconnectedness of the above processes, then 
the complexity of the theoretical analysis of combustion becomes 
obvious. 

Advances in the theory of combustion of gases were associated, 
first of all, with the use of simple and at the same time realistic 
mathematical models.  

Software Package of given formulas are special calculations that 
can contain class folders, function, and class definition files, and 
other packages. The names of classes and functions in Matlab are 
scoped to the package folder. A package with name” TED in 
channels” (Thermoelastodynamics in channels) is unique. 
Function and class names must be unique only within the package. 
Using a package provides a means to organize classes and 
functions. Packages also enable you to reuse the names of classes 
and functions in different packages. 

The proposed code of the software product allows you to 
transparently change the approaches to calculation, change the 
parameters to be set. Explicit schemes for solving the differential 
equation are proposed. Also in Matlab, visualization of the 
computational process was carried out.  

The Graphical User Interface GNUI requires the following 
parameters:  
• Diameter of channel (in m),  
• Velocity of motion gas or fluid (in m/sec),  
• Length of channel (in m). 

 
Figure 3: Visualization of flame attenuation in narrow channels in TED in 

channels 

Figure 3 represents the Interface of package and input/output 
parameters. The graph of the dependence of the change in the 
combustion temperature of methane on the length of a narrow 
channel clearly indicates a decrease in temperature during motion 
away from the flame front, which confirms the physical nature of 
the problem and the correctness of the chosen mathematical model. 

Thus, a mathematical model of flame burning in a narrow channel 
has been developed, the properties of burning and quenching of 
gas or liquid in a narrow channel have been studied, depending on 
the combustion temperature and the flame propagation velocity in 
the channel. In this case, the inhibitory properties of the substance, 
flame propagation in thin channels are investigated [11-13]. Based 
on the 2-D model, a computer model was created in MatLab14. 
This model requires the specification of some input parameters and 
provides a graphical representation of the temperature dependence 
of the length of the channel. The computer model allows you to 
transform and supplement the subsequent calculations. 

As a result of computer modeling of combustion processes in a 
system with convective heat recirculation, confirmed by some 
experiments, it was shown that 

- in this system  

a) it is possible to sustain combustion in a channel with a 
diameter less than critical, 

b) combustion with velocities greater than the normal velocity 
of the free flame and gas temperature may exceed the adiabatic 
temperature of the free flame,  

c) the flame is resistant to external influences caused by a 
change in the ambient temperature, changes in the gas flow rate 
and other factors. 

The possibility of flame stabilization in a straight channel with 
a temperature gradient in the walls, which is created by the 
combustion products, is shown. These results allow us to conclude 
that this system is promising for creating, for example, micro-
burners. 

- A new type of instability has been discovered in the combustion 
of gas in micro-channels with a longitudinal temperature gradient 
in the walls of the channel. A feature of this type of flame 
instability is the presence of an inhomogeneous velocity profile of 
the gas in the channel and heat exchange with hot walls. The range 
of values of the gas flow rate at which this type of instability 
manifests itself is found. It is shown that in a radial channel this 
type of instability leads to the formation of rotating flame 
structures, in particular, a spiral flame detected in experiments. 

5. Conclusion 

The mathematical model of flame attenuation in narrow channels 
for different fire extinguishing and explosion suppression 
compositions is given. Such kind of flame distribution and 
attenuation could be considered for different media and channels 
but in given research it was considered for narrow channels. The 
effect on the combustion reaction is possible with gas mixture 
components concentration reducing, cooling the combustion zone 
and slowing down of chain reactions with the help of a 
phlegmatizing or inhibiting substances, of which the most 
universal and perspective are powder materials. As in the classical 
formulation, approximations are used about the constant density, 
heat capacity, and thermal conductivity of the gas. Caushy task 
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for a second-order partial differential equation that describes the 
temperature distribution in a given region of space and its 
variation over time was solved. The numerical realization of heat 
transfer process was implemented in MatLab, and Adomian 
Decomposition Method was used for calculation of components 
of displacement of parts of fire extinguishing powders and 
burning reagents. The interface with input/output parameters was 
launched and tested. A package with name” TED in channels” 
(Thermoelastodynamics in channels) enables to reuse the names 
of classes and functions in different packages. 
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 Birefringence is a known property of anisotropic media where incidence of a single 
propagating wave on a biaxial boundary gives rise to what scientists refer to as an ordinary 
wave and extraordinary wave.  This article explores the anisotropic electromagnetic theory 
that gives rise to the phenomenon of birefringence focusing on both ordinary and 
extraordinary plane wave propagation. The dispersion equation in an unbounded 
anisotropic medium leads to a fourth order polynomial solution for the wave number which 
is shown to be the root cause of birefringence.  Finally, a derivation of the unique properties 
for a partially filled biaxial rectangular waveguide that serves to suppress wave 
propagation in the vertical direction will negate the effect of birefringence in the case of 
the first propagating mode. 
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1. Introduction 

At the invitation of the associate editors of the Advances in 
Science, Technology and Engineering Systems Journal (ASTESJ), 
the author presents the following manuscript on an in-depth 
theoretical expansion of a conference paper previously submitted 
in the Applied Computational Electromagnetics Society (ACES) 
Symposium proceedings in 2018 [1].  Originally, the author only 
discussed the explanation of the suppression effect of anisotropic 
birefringence inside a rectangular waveguide in brief, and the 
author feels that scientific interest in the subject warrants a more 
in depth theoretical examination of the phenomenon.  The author 
has also presented other portions of the theory relating to 
anisotropic wave propagation in a second publication [2].  
Therefore, the author is happy to contribute an expansion on this 
aspect of the anisotropic birefringence theory to a special issue of 
ASTESJ at the invite of the associate editors.  The article will 
focus on how the derivation of the anisotropic wave equation in a 
biaxial anisotropic medium leads to birefringence through a 
fourth order dispersion equation.  The final section will explain 
how constraints on the boundary conditions of modes in 
rectangular waveguides can negate the effect of birefringence.  

 Scientists have understood electromagnetic wave propagation 
in homogeneous anisotropic optical media since the 1950s. At 
optical frequencies, one has to rely on naturally occurring 
crystalline media with anisotropic properties. However, as early 

as 1958 Collin showed that at microwave frequencies, where the 
wavelength is much greater, it is possible to fabricate artificial 
dielectric media having anisotropic properties [3]. 

Recently engineered materials have come to play a dominant 
role in the design and implementation of electromagnetic devices 
and especially antennas.  Metamaterials, MetaFerrites, and 
magneto-dielectrics have all come to play a crucial role in 
advances made in both the functionality and characterization of 
such devices.  In fact, a movement towards utilizing customized 
material properties to replace the functionality of traditional radio 
frequency (RF) components such as broadband matching circuitry, 
ground planes, and directive elements is apparent in the literature 
and not just replacement of traditional substrates and superstrates 
with engineered structures.  A firm theoretical understanding of 
the electromagnetic properties of these materials is necessary for 
both design and simulation of new and improved RF devices. 

Inherently, some of these engineered materials have 
anisotropic properties.  Previously, the study of anisotropy had 
been limited mostly to the realm of optical frequencies where the 
phenomenon occurs naturally in substances such as liquid crystals 
and plasmas.  However, the recent development of a separate class 
engineered materials at microwave frequencies has encouraged 
the study of electromagnetic anisotropy for RF applications.  Low 
loss anisotropic magneto-dielectrics greatly expands the current 
antenna design space.  Anisotropic media provide unique 
properties not available using isotropic media.  These include a 
high effective refractive index reducing the electrical size of 
wavelengths in a medium, relatively low magnetic loss at MHz 
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frequencies, and lower density and weight than traditional 
isotropic ferrite materials.  Anisotropic media can be up to five 
times less dense than traditional ferrites while exhibiting magnetic 
properties with lower loss tangents.  Relevant work in this area 
includes plane wave solutions to propagation in anisotropic media 
[4-6].  Researchers have also performed modal decomposition of 
rectangular waveguides filled with anisotropic magneto-
dielectrics along with in depth analysis of cut-off wave numbers 
and field distributions [7, 8]. 

An anisotropic electromagnetic medium defines permittivity 
(εr) and permeability (µr) as separate tensors where the values 
differ in all three Cartesian directions (εx≠εy≠εz and µx≠µy≠µz).  
This is known as the biaxial definition of anisotropic material 
which is more encompassing than the uniaxial definition which 
makes the simplifying assumption that εx=εy=εt and µx=µy=µt.  The 
anisotropic definition also differs from the traditional isotropic 
definition where εr and µr are the same in all three Cartesian 
directions defined by a single value.  Anisotropic media yield 
characteristics such as conformal surfaces, the focusing and 
refraction of electromagnetic waves as they propagate through a 
medium, high impedance surfaces for artificial magnetic 
conductors as well as high index, low loss, and lightweight ferrite 
materials.  The following sections aim to discuss in more detail 
some RF applications directly affected by the incorporation of 
anisotropic media and will also present a rigorous derivation of the 
wave equation and dispersion relationships for anisotropic 
magneto-dielectric media.  All results agree with those presented 
by Meng, et. al [7, 8].  Furthermore, setting µr = I, where I is the 
identity matrix, yields results that agree with those presented by 
Pozar and Graham for anisotropic dielectric media [6, 9]. 

2. Applications of Anisotropy in Radio Frequency (RF) 
Devices 

Traditionally, the study of anisotropic properties for RF was 
limited to a narrow application space where traditional ferrites 
exhibiting natural anisotropy were the enabling technology.  
These types of applications included isolators, absorbers, 
circulators and phase shifters [10, 11].  Traditional ferrites are 
generally very heavy and very lossy at microwave frequencies and 
those are the two main limiting factors narrowing their use in RF 
devices; however, propagation loss is an important asset to 
devices such as absorbers.  Anisotropy itself leads to propagation 
of an electromagnetic wave in different directions. This 
phenomenon is already important in devices such as circulators 
and isolators [10].  For phase shifters and other control devices, 
changing the bias field across the ferrite controls the microwave 
signal [11].  However, newer versions of some of these devices, 
utilizing FETs and diodes in the case of phase shifters, rely on 
isotropic media to enable higher efficiency devices. 

As early as 1958, Collin showed that at microwave 
frequencies, where the wavelength is larger, it is possible to 
fabricate artificial dielectric media having anisotropic properties 
[3].  This has led some to investigate known theoretical solutions 
to typical RF problems, such as a microstrip patch antenna, and 
extend them utilizing anisotropic wave propagation in dielectric 
media [5, 6].  The anisotropic dielectric antenna shows interesting 
features of basic antenna applications featuring anisotropic 
substrates.  While these solutions establish a framework for 

electromagnetic wave propagation in anisotropic media, they 
simplify the problem by necessarily setting µr=1 and only 
focusing on dielectric phenomena of anisotropy. 

The proliferation of metamaterials research over the last few 
decades exemplifies the growing interest in the area of artificial 
media [12-22].  Metamaterials incorporate the use of artificial 
microstructures made of subwavelength inclusions implemented 
with periodic and/or multilayered structures known as unit cells 
[13]. These devices operate where the wavelength is much larger 
than the characteristic dimensions of the unit cell elements. One 
characteristic feature of some types of metamaterials is wave 
propagation anisotropy [14].  Applications such as directive 
lensing [15], cloaking [16], electronic beam steering [17], 
metasurfaces [18], anisotropic oscillators [19], and optics [20] 
among others all utilize anisotropic media as the enabling 
technology.  More recent research focuses on the proper modeling 
schemes for computational electromagnetics [21] or examining 
phenomenon such as scattering off of anisotropic objects [22]. 

A class of engineered materials exists, known as MetaFerrites, 
that exhibits positive refractive index, anisotropy, and magneto-
dielectric properties with reduced propagation loss at microwave 
frequencies compared to traditional ferrites.  These materials show 
the unique ability to provide broadband impedance matches for 
very low profile antennas by exploiting the inherent anisotropy to 
redirect surface waves thus improving the impedance match of the 
antenna when very close to a ground plane.  Designers have 
demonstrated antenna profiles at 200 MHz to 500 MHz on the 
orders of a fortieth of a wavelength using these anisotropic media 
with over an octave of bandwidth and positive realized gain [2, 23]. 

3. Anisotropic Wave Equation 

The recent development of low loss anisotropic magneto-
dielectrics greatly expands the current antenna design space.  Here 
we present a rigorous derivation of the wave equation and 
dispersion relationships for anisotropic magneto-dielectric media.  
All results agree with those presented by Meng, et. al [7, 8].  
Furthermore, setting µr = I, where I is the identity matrix, yields 
results that agree with those presented by Pozar and Graham for 
anisotropic dielectric media [6, 9]. Incorporating a fully 
developed derivation of anisotropic properties of both εr and µr 
expands upon the simplification imposed by both Pozar and 
Graham that uses an isotropic value of µr=1.  An expansion on the 
results of Meng, et. al given in section 4 develops the waveguide 
theory including a full modal decomposition utilizing the biaxial 
definition of anisotropy versus their simplified uniaxial definition.  
The derivation of anisotropic rectangular waveguide resonance in 
section 6 differs from that of Meng, et. al by addressing the direct 
relationship between boundary conditions and the existence of 
birefringence.  Furthermore, the analysis of anisotropic properties 
is not restricted to double negative materials, which is the case for 
the Meng, et. al studies. 

In order to solve for the propagation constants we will need to 
formulate the dispersion relationship from the anisotropic wave 
equation.  This allows us to solve for the propagation constant in 
the normal direction of the anisotropic medium.  We start with the 
anisotropic, time harmonic form of Maxwell’s source free 
equations for the electric and magnetic fields  

http://www.astesj.com/


G. Mitchell / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 58-62 (2019) 

www.astesj.com     60 

 ∇xE = -jωµoµr⋅H, (1) 

 ∇xH = jωεoεr⋅E, (2) 

where ω is the frequency in radians, εo is the permittivity of free 
space, µo is the permeability of free space, E=xoEx+yoEy+zoEz, 
and H=xoHx+yoHy+zoHz.  We define µr and εr as 
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Combining (1-4) yields  

 
( )

Z Y X Z Y X
oo o

oo x X o y Y z Zo

dE dE dE dE dE dEx y z
dy dz dz dx dx dy

j H x H y H zωµ µ µ µ

    − + − + −    
    

= − + +
, (5) 

 
( )

Z Y X Z Y X
oo o

oo x X o y Y z Zo

dH dH dH dH dH dHx y z
dy dz dz dx dx dy

j E x E y E zωε ε ε ε

    − + − + −    
    

= + +
. (6) 

Using the radiation condition, we assume a solution of 
E(r)=E(x,y)exp(-jkzz).  Now isolate the individual components of 
(5) by taking the dot product with xo, yo, and zo respectively.  This 
operation yields the following equations 

 z z y o x xdE dy jk E j Hωµ µ− = − , (7) 

 z x z o y yjk E dE dx j Hωµ µ− = − , (8) 

 y x o z zdE dx dE dy j Hωµ µ− = − . (9) 

The same procedure assuming a solution of H(r)=H(x,y) exp(-jkzz) 
for (6) yields 
 z z y o x xdH dy jk H j Eωε ε− = , (10) 

 z x z o y yjk H dH dx j Eωε ε− = , (11) 

 y x o z zdH dx dH dy j Eωε ε− = . (12) 

Equations (7-12) allow us to solve for the transverse field 
components of the electric and magnetic fields in terms of the 
derivatives of Hz and Ez as 

 2 2
z z

x o y z
o y x z

dH dEjE k
dy dxk k

ωµ µ
µ ε

 
= − + −  

, (13) 

 2 2
z z

y o x z
o x y z

dH dEjE k
dx dyk k

ωµ µ
µ ε

 
= − −  

,  (14) 

 2 2
z z

x o y z
o x y z

dE dHjH k
dy dxk k

ωε ε
µ ε

 
= − −  

,  (15) 

 2 2
z z

y o x z
o y x z

dE dHjH k
dx dyk k

ωε ε
µ ε

 
= − + −  

.  (16) 

Now that we have relationships for the transverse field 
components, we can solve (1) and (2) for H and E respectively 

 ( ) ( )1
or

H xE jµ ωµ−= − ⋅ ∇ , (17) 

 ( ) ( )1
r oE xH jε ωε−= ⋅ ∇ . (18) 

Taking the cross product of both sides and substituting (1) for 
∇xE and (2) for ∇xH yields [8] 

 ( ) ( )1
r oE xH jε ωε−∇× = ∇× ⋅ ∇ , (19) 

 ( ) ( )1
or

H xE jµ ωµ−∇× = −∇× ⋅ ∇ , (20) 

 ( )1 2
o rr

x xE k Eµ ε−∇ ⋅ ∇ = − ⋅ , (21) 

 ( )1 2
o rr

x xE k Eµ ε−∇ ⋅ ∇ = − ⋅ . (22) 

Equations (21) and (22) represent the vector wave equations in 
an anisotropic medium. 

4. Dispersion Equation for Hz 

We expand the ∇xH term of (22) in terms of (13-16), and take 
the dot product with εr-1 

 
2

o oZ Y X Z

x y

o Y X
o r

z

yx dH dH dH dHx
dy dz dz dx

dH dHz k H
dx dy

ε ε

µ
ε

    ∇ − + −    
   

 
+ − = ⋅ 

 

, (23) 

Evaluating (23) and taking the dot product with the zo direction 
allows us to isolate the Hz component of the magnetic field on the 
right hand side of the equation 

 
222 2

2
2 2

1 1 1 1 yxz z
o z z

y x y x

d Hd Hd H d H k H
dxdz dydzdx dy

µ
ε ε ε ε

− − + + = , (24) 

Setting Ez=0, if we differentiate (13) by d2/dxdz and (14) by 
d2/dydz, keeping in mind that d/dz = -jkz, we arrive at the following 
result 

 ( ) ( )
2 2 2 2

2 22 2 2 2
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µ
ε ε

+
− −

− − =
, (25) 

Combining the d2Hz/dx2 and d2Hz/dy2 terms in (25) gives the 
following second order differential dispersion equation for Hz 

 
22 2 2

2
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o z z
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5. Dispersion Equation for Ez 

We expand the ∇xE term of (21) in terms of (13-16), and take the 
dot product with µr

-1 
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. (27) 
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Evaluating (27) and taking the dot product with the zo direction 
allows us to isolate the Ez component of the magnetic field on the 
right hand side of the equation 

 
222 2

2
2 2

1 1 1 1 yxz z
o z z

y x y x

d Ed Ed E d E k E
dxdz dydzdx dy

ε
µ µ µ µ

− − + + = . (28) 

Setting Hz=0, if we differentiate (15) by d2/dxdz and (16) by 
d2/dydz, keeping in mind that d/dz = -jkz, and plug the results into 
(28), then we arrive at the following result 

 ( ) ( )
2 2 2 2
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Combining the d2Ez/dx2 and d2Ez/dy2 terms in (38) gives the 
following second order differential dispersion equation for Ez 

 
22 2 2

2
2 2 2 2 2 2 0o yo x z z

o z z
o y x z o x y z

kk d E d E k E
k k dx k k dy

εε
ε

µ ε µ ε
+ + =

− −
. (30) 

6. Suppression of Birefringence in a Rectangular 
Waveguide 

Birefringence is a characteristic of anisotropic media where a 
single incident wave entering the boundary of an anisotropic 
medium gives rise to two refracted waves as shown in Figure 1 or 
a single incident wave leaving gives rise to two reflected waves 
as shown in Figure 2. We call these two waves the ordinary wave 
and the extraordinary wave. For low order modes, and especially 
the first mode, a rectangular waveguide suppresses the 
birefringence inherent to anisotropic media by suppressing 
propagation in the vertical direction.  This suppression assumes 
that the dimensions of the waveguide are such that the horizontal 
dimension is at least twice the size of the vertical dimension [10].  
To see how the geometry of the waveguide acts to cancel out the 
extraordinary wave, we need to solve for kz from our dispersion 
equations. 

Equations (26) and (30) yield the following solutions in 
unbounded anisotropic media restricted by the radiation condition 
(previously stated in section 3) 

 ( ) ( ), , x y z
z o

j k x k y k z
E x y z E e

− + +
= , (31) 

 ( ) ( ), , x y z
z o

j k x k y k z
H x y z H e

− + +
= . (32) 

 
Figure 1:  Free space plane wave incident on an anisotropic boundary [9]. 

 
Figure 2:  Anisotropic plane wave incident on a free space boundary [9]. 

Plugging (31) into (30) (equivalently we could substitute (32) 
into (26)) yields a polynomial equation whose solutions give the 
values of kz in the anisotropic medium.  Noting that d2/dx2 = -kx

2 
and d2/dy2 = -ky

2, (30) simplifies to 

 
( ) ( )

2 22 2
2

2 2 2 2
0o y y zo x x z

o z z
o y x z o x y z

k k Ek k E
k E

k k k k

εε
ε

µ ε µ ε
+ − =

− −
. (33) 

Dividing out the 2
o zk E term and multiplying through by both 

denominators gives us the following factored polynomial 

 ( )( ) ( )
( )

2 2 2 2 2 2 2

2 2 2 0
o y x z o x y z z x x o x y z

y y o y x z

k k k k k k k
k k k

µ ε µ ε ε ε µ ε
ε µ ε

− − − −

− − =
. (34) 

Finally, multiplying out (34) yields a fourth order polynomial 
whose roots yield the four values of kz describing the ordinary 
wave and extraordinary wave in the positive and negative 
propagation directions 

 
4 2 2 2 2

4 2 2

( )
0

z z x x y y x y y x o z z

o x y x y z o x x y x o y y x y

k k k k k
k k k k k

µ µ µ ε µ ε µ µ
ε ε µ µ µ ε µ µ ε µ µ

 + + − + 
 + − − = 

. (35) 

Equation (35) is directly responsible for the existence of the 
two ordinary and extraordinary waves that are characteristic of the 
birefringence phenomenon.  In an isotropic medium, the resulting 
polynomial for kz is a second order polynomial, which yields only 
the values for the positive and negative propagation of the single 
ordinary wave.  A fourth order polynomial allows for positive and 
negative propagation of both the ordinary and extraordinary wave 
shown in Figures 1 and 2.   

The suppression of birefringence requires (35) to reduce to a 
second order polynomial.  This is clearly not possible in an 
unbounded anisotropic medium as currently formulated.  
However, the boundary conditions in a rectangular waveguide 
assume that the first resonance suppresses the propagation 
constant in the vertical direction [10].  In other words, ky=0 and 
d2/dy2=0, and this completely eliminates the second Ez term in 
(33).  This simplifies (34) to 

 
2 2

2
2 2 0o x x

z o z z
o y x z

k k
E k E

k k
ε

ε
µ ε

− + =
−

, (36) 

which resembles the form of the traditional second order wave 
equation.  Solving for kz thus leads to the following second order 
polynomial 
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 ( )2 2 2
z x o y x zk k kε µ ε= − . (37) 

Since (37) yields the positive and negative square root of the 
right-hand-side as the two solutions for kz, this indicates the 
existence of only a single propagating wave.  The suppression of 
the ky term in the first resonant mode of the rectangular waveguide 
yields a second order differential equation for the wave number in 
the propagation direction, thereby eliminating the property of 
birefringence for this case.   For a practical validation of this 
theory, the author would point the reader to reference [2].  This 
paper shows an antenna application that exploits the suppression 
of anisotropic birefringence to facilitate wideband impedance 
matching of a cavity backed antenna. 

The reader should remember that (37) applies only to the first 
order resonance mode of the rectangular waveguide.  As higher 
order modes are introduced propagation birefringence will exist 
for some modes depending on the boundary conditions. A similar 
analysis should be carried out for each propagating mode. 
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This paper presents a novel six band frequency reconfigurable antenna
for 2.4 GHz (Lower Worldwide Interoperability for Microwave Access
(WiMAX)), 5.3 GHz (Wireless Local Area Network (WLAN)) and 9.1-
10.2 GHz (X-band) frequency bands. The proposed antenna has a com-
pact size of 22mm×30mm at lower resonance of 4.2 GHz and is printed
on FR4 material with height h =1.6 mm, loss tangent δ= 0.02 and dielec-
tric constant εr=4.4. Multiband phenomenon in the designed antenna is
reached by inserting a circular hole inside a rectangular patch antenna
and rectangular slots in the ground plane. During simulation, the de-
signed antenna exhibits hexa band with S11<-10 dB bandwidth of about
4.76% (4.1- 4.3 GHz), 4.71% (5.21- 5.43 GHz), 16.27% (6.55-7.25
GHz), 1.83% (7.02-7.15 GHz), 0.87% (9.07-9.15 GHz) and 4.90%
(10.02- 10.5 GHz) under simulation. We used HFSS (high frequency
structured simulator) software for simulation of antennas and to find out
the results. We keep changing the design of the antenna, as our objective
is to achieve miniature antenna with better performance than traditional
one.

1 Introduction

Current and future technology trends in wireless com-
munication have increased the demand for patch an-
tennas that can work at various bands with sufficient
bandwidth. Microstrip antennas are one of the basic
components required for wireless Communication. In
the recent years, there has been a rapid and continuous
growth in wireless communication. Nowadays there is
a growing demand for efficient mobile device and good
performance communication networks, thus requiring
more efficiency in the antenna design. In recent years,
active researches in wireless communication focus on
reducing the number of antennas for a large variety
of applications within a single system which becomes
strongly recommended due to physical limits in the in-
stallation space. Hence, it is often desirable to design a
single antenna that could work for various application.

Such design requirements have encouraged antenna re-
searchers to design a multiband antenna with the aim
to improve the wireless quality and increase the appli-
cation coverage [1]–[4]. It is noted that the discovery
of the multiband nature constitutes one maiden revo-
lution in the design of modern antennas. Besides cov-
ering various interesting and challenging applications,
multiband antennas also find their success in the field
of cost, size and high data rate features [1]. Multiband
antennas present the ability to be easily integrated with
control circuits and switching circuits while offering
more excellent reconfiguration. In [1], the developed
multiband patch antenna resonates for seven different
frequencies, while covering X and C band frequencies.
The authors in [5] designed an antenna with a com-
pact size but which operates at four bands. Another
four band antenna for wireless applications is devel-
oped in [3] but it has a O-shape multiband integrated
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wideband monopole antenna. The multiband antenna
developed in [6] delimits, likewise, the space require-
ment with a compact size of 20×20 mm2. In [7], the
authors proposed an antenna for WLAN/WiMAX ap-
plications which has a compact size of 30×28mm2. The
proposed antenna is limited to four band of operations.
The compact metamaterial antenna developed in [8]
has a size of 25×22 mm2 but limited for only triple
band operations. The authors in [9], have designed a
compact monopole patch antenna which has a size of
35×45 mm2 but which also limited to triple band of
operations. The authors in [10] and [11] have devel-
oped antennas with large size which are also limited
to dual and triple band operation respectively.

Although multiband operation and frequency re-
configurability are provided by the above studied an-
tennas, they still suffer from some critical limitations
in terms of number of operating bands, size and an-
tenna gain. This paper aims at developing a compact
multiband reconfigurable antenna such that it can be
readily integrated with switching circuit, wireless end
terminal devices. The proposed antenna design, which
operates at six active bands of as 4.2, 5.3, 6.8, 7.1,
9.1 and 10.2 GHz with a compact size of only 28×30
mm2, consists of a circular slot in the radiating patch.
The slotting technique is employed to alter the surface
current path which makes the proposed antenna to
operate at six bands. The designed antenna, which
resonates for 6 different frequencies which covers mod-
ern wireless services such as Bluetooth and WLAN
(Wireless Local Area Network) frequencies, utilizes mi-
crostripline feed with double stubs to yield multiband
such as 4.1- 4.3 GHz, 5.21- 5.43 GHz, 6.55-7.25 GHz,
7.02-7.15 GHz, 9.07-9.15 GHz and 10.02- 10.5 GHz. In
order to produce the source signal, we have employed,
like the works presented in [11]–[17], an insert fed
method. As will be shown latter, the proposed antenna
design is able to achieve, for all resonant frequencies,
a reflected power which is less than -14 dB. Further-
more, the simulated results showed that the proposed
antenna has VSWR which varies in the range [1-2], and
very good performance in terms of directivity and gain
are achieved. Our design procedure, which uses both
transmission-line and cavity models, was fine-tuned
by the full-wave model using HFSS (Ansoft High Fre-
quency Structural Simulator) version 13.

2 Antenna Design

A basic multiband patch antenna is initially developed,
which enables independent control in multi bands with
good radiation properties and matching while using
a simple geometry and feeding technique. However,
it is limited to four band of operation and simulated
results show that it presents impedance matching is
of poor quality. To deal with this weakness and thus
to attain improved impedance matching in the entire
multiband, a new compact multiband reconfigurable
antenna is designed, in which a circular hole is added
inside the patch with different values of radius R.

The ground plane has dimensions (Ls×Ws) and it
is separated from the coupled element by a gap h. For
a regular rectangular patch without slot [14]–[18], its
resonant frequency of TMmn mode is given by:

fmn =
C

2
√
µrεr

√
(
m
W

)2 + (
n
L

)2 (1)

where C is the light velocity in free space, µr is the
equivalent permeability and εr is the equivalent per-
mittivity. By selecting the feed location, the first two
modes TM10 and TM11 can be excited in the study.
We found that by increasing h, the resonant frequency
shifts to low frequency and the bandwidth of low fre-
quency band becomes narrow while the bandwidth
of high frequency band becomes broad. The antenna
geometry is shown in Figures 1 and 2. Detailed dimen-
sions are listed in Table 1.

Figure 1: Proposed microstrip patch antenna.

Figure 2: Design of the proposed microstrip patch antenna.

3 Simulation Results

The reflection coefficient is a parameter which is used
to quantify how much of an electromagnetic wave is
reflected back at antenna terminals in the transmission
medium. An S11 value (cf. Eq. 2) is measured in dB
and is negative, and expresses the ratio of reflected
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power (Pref ) to incident one (Pin) at port 1, if S11<-10
dB then 90% of power excited is transmitted.

Table 1: Proposed antenna parameters (mm).

Parameters Values (mm)

Patch length (Lp) 30
Patch width (Wp) 22
Feed width (Lf) 2
Feed length (Wf) 25
Ground length (Ls) 40
Ground width (Ws) 40
Height (h) 1.6
e 1
R 0.75

S11(dB) = 20log(
Pref
Pin

) (2)

Figure 3 shows the result of the comparison study
for different values of the parameter R. It is apparent
from Figure 3 that, on the one hand, the widest fre-
quency of multiband antenna is getting for R=0.75 mm
and on the other hand, a very low return loss can be
recorded at the frequency of 6.8 GHz. However, simu-
lated results depict that a poor impedance matching in
the upper Ultra Wideband range from 9.07-9.15 GHz
and 10.02-10.5 GHz is obtained.

Figure 3: Return loss of proposed patch antenna for different values
of R.

Figure 4 illustrates the performance of VSWR for
the proposed microstrip patch antenna, which lies be-
tween 1 and 2 for all resonant frequencies with mini-
mum reflected power which is inferior than -14 dB. The
conclusion derived from the analysis of both Fig. 3 and
4, i.e., simulated results of return loss and VSWR re-
spectively, confirms that the designed multiband patch
antenna ensures obtaining good performance.

The simulation results of gain of the proposed mi-
crostrip patch antenna are shown in Figure 5. The
results emerged from Figure 5 confirm the fact that
the first 3 resonant frequencies, i.e., 4.1- 4.3 GHz, 5.21-

5.43 GHz and 6.55-7.25 GHz, are approximately omni-
directional pattern while the remaining ones, i.e., 7.02-
7.15 GHz, 9.07-9.15 GHz and 10.02- 10.5 GHz. are
directional pattern. Table 2 reports the obtained per-
formances of bandwidth, return loss, VSWR and Gain,
under several resonant frequencies.

Figure 4: Simulated results of proposed patch antenna(R=0.75 mm):
VSWR.

Figure 5: Gain of proposed patch antenna (R=0.75 mm).

Figure 6 shows the 3D radiation pattern for differ-
ent resonance frequencies : (a) for 4.2 GHz, (b) for 5.3
GHz, (c) for 6.8 GHz, (d) for 7.1 GHz, (e) 9.1 GHz and
(f) for 10.2 GHz. As can be seen, simulated results
show similar uni-directional radiation patterns and
very low cross polarization level. At the six frequen-
cies, the radiation pattern achieves the front-back ratio
which is superior than 10 dB.

In order to further analyze the effectiveness of the
proposed antenna design, the current distribution is
also investigated. Figure 7 illustrates the current distri-
bution simulated on the radiating element for different
resonance frequencies : (a) for 4.2 GHz, (b) for 5.3 GHz,
(c) for 6.8 GHz, (d) for 7.1 GHz, (e) for 9.1 GHz and
(f) for 10.2 GHz. It is found that due to the insertion a
circular hole inside the rectangular patch antenna and
rectangular slots in the ground plane, surface current
density is varied significantly. It is flowed an entire
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Table 2: Bandwidth, Return loss, VSWR and Gain for various resonant frequencies.

Resonance fre-
quency (GHz)

Bandwidth
(%)

Return
loss (dB)

VSWR Gain (dB)

4.2 4.76 -31,90 1.05 0.25

5.3 4.71 -18.49 1.27 0.43

6.8 16.27 -42.45 1.01 2.73

7.1 1.83 -25.52 1.11 1.98

9.1 0.87 -10.76 1.81 1.77

10.2 4.9 -15.82 1.38 1.63

(a) (b)

(c) (d)

(e) (f)

Figure 6: The radiation pattern in 3D of proposed patch antenna (R=0.75 mm) at (a) 4.2 GHz, (b) 5.3 GHz, (c) 6.8 GHz, (d) 7.1 GHz, (e) 9.1
GHz and (f) 10.2 GHz

patch at 4.20 GHz and 6.8 GHz. It also emerges that
it mainly flows on feed line and notch cut of the patch
antenna at 5.3 GHz, 7.1 GHz and 11.47 GHz. It flows
on edge and feed line of the proposed patch antenna
at 9.1 GHz and 10.2 GHz. In addition, it can be ob-
served that the current density is more near the edge
rectangular slot WxLp as illustrated in Fig. 7.(a) and
(b), which exhibits the resonance at 4.2 and 5.3 GHz,
respectively. At these frequencies, the current in the
front patch is employed to adjust these resonances.

Near the microstrip line, higher current density is ob-
served which is responsible for the resonance at 6.8
GHz and 7.1 GHz, respectively, as illustrated in Fig.
7.(c) and (d). The larger current path near the slots
WxLp and microstrip line exhibit the resonance at 10.2
GHz, as depicted in Fig. 7.(e) and (f). Note that, the
introduction of the circular hole inside a rectangular
patch antenna modifies the surface current distribu-
tion of the proposed design, so that the total current
length path increases, allowing the designed antenna
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(a) (b)

(c) (d)

(e) (f)

Figure 7: Simulated results of the surface current distribution for the antenna at (a) 4.2 GHz, (b) 5.3 GHz, (c) 6.8 GHz, (d) 7.1 GHz, (e) 9.1
GHz and (f) 10.2 GHz.

to operates at 4.2 GHz, 5.3 GHz, 6.8 GHz, 7.1 GHz, 9.1
GHz and 10.2 GHz frequency bands respectively, as
illustrated in Fig. 7.

4 Conclusion

In this work, we designed a new multiband microstrip
patch antenna for wireless communication. The pro-
posed antenna covers multiple frequencies (i.e., the
frequency range between 2 GHz and 11 GHz). Simula-
tion results showed that the return loss for all resonant
frequencies is less than -14 dB and the proposed design
achieves omnidirectional and bi-directional radiation
pattern. Furthermore, the achieved peak gain is supe-
rior than 5 dB and the simulation results provide the
better outcome for wireless communication.
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1. Introduction and Preliminaries 

This paper was originally published in the Conference: 2018 
International Conference on Advanced Science and Engineering 
(ICOASE), Iraq [1]. It is well known that the concept of 
asymptotically nonexpansive introduced by Goebel and Kirk [2]. 
Additionally, every asymptotically nonexpansive map of a Banach 
space has a fixed point is proved. In [3], Petryshyn and Williamson 
proved the weak and strong convergence for quasi-nonexpansive 
map by using a sufficient and necessary condition. Alber [4], a new 
class of asymptotically nonexpansive is introduced. As well as, 
approximating methods for finding their fixed points are studied.   
In 2014, G. S. Saluja [5] established the strong and weak 
convergence for approximating common fixed point for 
generalized asymptotically quasi-nonexpansive maps in a Banach 
space.  

 Very recently, In [6], the authors proposed an implicit iteration 
for two finite families of generalized asymptotically quasi-
nonexpansive maps. As well as, some strong convergence 
theorems are established. It is useful to point out our findings in 
this area which appeared in [7]. 

Let B be a non-empty closed convex subset of a real Banach 
space M and T be a self-map of B. The set of all fixed points 
denoted by F(T). A self-map T from B into M is called 
nonexpansive map [2] if 

‖𝑇𝑇𝑇𝑇 − 𝑇𝑇𝑇𝑇‖ ≤ ‖𝑇𝑇 − 𝑇𝑇‖ 𝑓𝑓𝑓𝑓𝑓𝑓 𝑇𝑇𝑎𝑎𝑎𝑎 𝑇𝑇, 𝑇𝑇 ∈ 𝐵𝐵 

and is called quasi- nonexpansive map [6] if 𝐹𝐹(𝑇𝑇) ≠ ∅ 𝑇𝑇𝑎𝑎𝑎𝑎  
‖𝑇𝑇𝑇𝑇 − 𝑇𝑇∗‖ ≤ ‖𝑇𝑇 − 𝑇𝑇∗‖ 

 for all 𝑇𝑇 𝜖𝜖 𝐵𝐵 and for all 𝑇𝑇∗ 𝜖𝜖 𝐹𝐹(𝑇𝑇). 

A Banach space M is satisfying:  

• "Opial’s condition if for each sequence (𝑇𝑇𝑛𝑛) in 𝑀𝑀, is 
weak convergence to 𝑇𝑇 implies that 

lim
𝑛𝑛→∞

𝑖𝑖𝑎𝑎𝑓𝑓‖𝑇𝑇𝑛𝑛 − 𝑇𝑇‖ < lim
𝑛𝑛→∞

𝑖𝑖𝑎𝑎𝑓𝑓 ‖𝑇𝑇𝑛𝑛 − 𝑇𝑇‖  
              for all 𝑇𝑇 ∈  𝑀𝑀 𝑤𝑤𝑖𝑖𝑤𝑤ℎ 𝑇𝑇 ≠ 𝑇𝑇". 

• "Kadec-Klee property if for each sequence (𝑇𝑇𝑛𝑛) in 𝑀𝑀 is 
weak convergence  to (𝑇𝑇) together with ‖𝑇𝑇𝑛𝑛‖ 
converges strongly to ‖𝑇𝑇‖ imply that (𝑇𝑇𝑛𝑛) is strong 
convergence to a point  𝑇𝑇 ∈  𝑀𝑀 [7]". 

The aim of this paper, an iterative scheme for two families of 
total asymptotically quasi-nonexpansive maps is established. The 
strong and weak convergence theorems of this scheme for 
approximation of common fixed points in Banach space by using 
suitable conditions are established. For this purpose, let us recall 
the following definitions and lemmas. 

Definition (1.1): "A map 𝑇𝑇  is named asymptotically 
nonexpansive [1] if there is a sequence 
(𝑓𝑓𝑛𝑛) in [0, +∞) with 𝑎𝑎𝑖𝑖𝑙𝑙

𝑛𝑛→∞
𝑓𝑓𝑛𝑛 = 0 and  ‖𝑇𝑇𝑛𝑛𝑇𝑇 − 𝑇𝑇𝑛𝑛𝑇𝑇‖ ≤ (1 +

𝑓𝑓𝑛𝑛)‖𝑇𝑇 − 𝑇𝑇‖, for all 𝑇𝑇, 𝑇𝑇 ∈ 𝐵𝐵,𝑎𝑎 = 1,2, . .. 
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If F(T) ≠ ∅ there is a sequence (fn)in [0, +∞) with lim
n→∞

fn =
0 and ‖Tna − a∗‖ ≤ (1 + fn)‖a −  a∗‖, 
for all a ∈ B, a∗ ∈ F(T) and n = 1, 2, ….Therefore, T is named 
asymptotically quasi-nonexpansive map [10]".  
 
Definition (1.2): "A map T is named total asymptotically 
nonexpansive map [4] if there are null sequences of     postive 
real numbers (fn)n=1∞ , (gn)n=1∞ , n ≥ 1 and  nondecreasing 
continuous function 𝜓𝜓: [0,∞) → [0,∞) with 𝜓𝜓(0) = 0 such as  
∀𝑇𝑇, 𝑇𝑇 ∈ 𝐵𝐵 

‖Tna − Tnb‖ ≤ ‖a − b‖ + fnψ‖a − b‖ + gn". 
T is named total asymptotically quasi-nonexpansive map if 
F(T) ≠ ∅, there are null sequences of postive real numbers 
 (fn)n=1∞ ,  (gn)n=1∞ , n ≥ 1,∑ fin < ∞ and  ∑ gin < ∞∞

n=1
∞
n=1 ,  

and nondecreasing continuous function  ψ: [0,∞) → [0,∞)  
with ψ(0) = 0 such as  ∀a ∈  B and a∗ ∈ F(T) 
‖Tna − a∗‖ ≤ ‖a − a∗‖ + fnψ‖a − a∗‖ + gn.  
If 𝑔𝑔𝑛𝑛 = 0,∀𝑎𝑎 = 1, 2, … therefore T is asymptotically quasi-          
nonxpansive map. 

Definition (1.3)[11]: "Let 𝐵𝐵 be a nonempty closed convex 
subset of a Banach space 𝑀𝑀. A self-map 𝑇𝑇 is named uniformily 
𝐾𝐾-Lipschitzain if there exists a constant 𝐾𝐾 > 0 such that 
‖𝑇𝑇𝑛𝑛𝑇𝑇 − 𝑇𝑇𝑛𝑛𝑇𝑇‖ ≤ 𝐾𝐾‖𝑇𝑇 − 𝑇𝑇‖, ∀ 𝑇𝑇, 𝑇𝑇 ∈ 𝐵𝐵. 

Definition (1.4)[12]: "A map 𝑇𝑇:𝐵𝐵 → 𝑀𝑀 is named demi-closed 
with respect to 𝑇𝑇 ∈ 𝑀𝑀 if for each sequence (𝑇𝑇𝑛𝑛) 𝑖𝑖𝑎𝑎 𝐵𝐵, (𝑇𝑇𝑛𝑛) is 
weak convergence to 𝑇𝑇 and 𝑇𝑇(𝑇𝑇𝑛𝑛) is strong convergence to 𝑇𝑇. 
Hence 𝑇𝑇 ∈ 𝐵𝐵 and 𝑇𝑇(𝑇𝑇) = 𝑇𝑇. If (𝐼𝐼 − 𝑇𝑇) is demiclosed which 
means if (𝑇𝑇𝑛𝑛) is weak convergence  to 𝑇𝑇 𝑖𝑖𝑎𝑎 𝐵𝐵 and (𝐼𝐼 − 𝑇𝑇) is 
strong convergence to 0. Therefore (𝐼𝐼 − 𝑇𝑇)(𝑇𝑇) = 0". 
Note: Now to explain the relation between the above definitions: 
 
𝑁𝑁𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁 ⇒ 𝐴𝐴𝑁𝑁𝐴𝐴𝑙𝑙𝑁𝑁𝑤𝑤𝑓𝑓𝑤𝑤𝑖𝑖𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎𝐴𝐴 ⇒ 𝑇𝑇𝑓𝑓𝑤𝑤𝑇𝑇𝑎𝑎 𝑇𝑇𝑁𝑁𝐴𝐴𝑙𝑙𝑁𝑁𝑤𝑤𝑓𝑓𝑤𝑤𝑖𝑖𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎𝐴𝐴 
                                      𝑎𝑎𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁           𝑎𝑎𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁    
             ⇩                                    ⇩                                    ⇩     
       𝑄𝑄𝑄𝑄𝑇𝑇𝑁𝑁𝑖𝑖−   ⇒ 𝐴𝐴𝑁𝑁𝐴𝐴𝑙𝑙𝑁𝑁𝑤𝑤𝑓𝑓𝑤𝑤𝑖𝑖𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎𝐴𝐴 𝑞𝑞𝑄𝑄𝑇𝑇𝑁𝑁𝑖𝑖 ⇒ 𝑇𝑇𝑓𝑓𝑤𝑤𝑇𝑇𝑎𝑎 𝑇𝑇𝑁𝑁𝐴𝐴𝑙𝑙𝑁𝑁𝑤𝑤𝑓𝑓𝑤𝑤𝑖𝑖𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎𝐴𝐴 
𝑎𝑎𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁      −𝑎𝑎𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁            𝑞𝑞𝑄𝑄𝑇𝑇𝑁𝑁𝑖𝑖 − 𝑎𝑎𝑓𝑓𝑎𝑎𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝑎𝑎𝑁𝑁𝑖𝑖𝑁𝑁𝑁𝑁 

Lemma (1.5)[13]:" Let 𝑀𝑀 be a uniformly convex Banach space 
and 0 < 𝐿𝐿 ≤ 𝑤𝑤𝑛𝑛 ≤ 𝐾𝐾 < 1,∀ 𝑎𝑎 ∈  𝑁𝑁. Presume that 
(𝑇𝑇𝑛𝑛) and (𝑇𝑇𝑛𝑛) are two sequences of M such as: 

𝑎𝑎𝑖𝑖𝑙𝑙
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛‖ ≤ 𝑓𝑓, 𝑎𝑎𝑖𝑖𝑙𝑙
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛‖ ≤ 𝑓𝑓  𝑇𝑇𝑎𝑎𝑎𝑎 𝑎𝑎𝑖𝑖𝑙𝑙
𝑛𝑛→∞

‖𝑤𝑤𝑛𝑛𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤𝑛𝑛)𝑇𝑇𝑛𝑛‖ =
𝑓𝑓 
hold for some r ≥ 0. Thus lim

n→∞
‖an − bn‖ = 0". 

Lemma (1.6)[14]: "Let (𝜇𝜇𝑛𝑛)𝑛𝑛=1 
∞ , (𝜎𝜎𝑛𝑛)𝑛𝑛=1  

∞ 𝑇𝑇𝑎𝑎𝑎𝑎 (𝑁𝑁𝑛𝑛)𝑛𝑛=1∞  be 
sequences of postive numbers accomplishing the following 
inequality: 

μn+1 ≤ (1 + σn)μn + en  ,∀ n ≥ 1    
if ∑ σn < ∞ and ∑ en < ∞,∞

n=1
∞
n=1   then  

(𝜇𝜇n)is bounded and lim
n→∞

μn exists. In additional                 

if, lim
n→∞

inf μn = 0 then lim
n→∞

μn = 0”. 
Lemma (1.7)[15]: "Let 𝐵𝐵 be a nonempty convex subset of a 
uniformly convex Banach space. Therefore there exists a strictly 
nondecreasing continuous function 𝑓𝑓: [0,∞) → [0,∞) with 
 𝑓𝑓(0) = 0 such as for each Lipschitzain map 𝑇𝑇:𝐵𝐵 → 𝐵𝐵 with 
Lipschitz constant K: 

‖tTa + (1 − t)Tb − T(ta + (1 − t)b‖

≤ Kf−1 �‖a − b‖ −
1
K
‖Ta − Tb‖�,  

∀ a, b ∈ B and ∀t ∈ [0,1]". 

Lemma (1.8)[12]: "Let 𝑀𝑀 be a uniformly convex Banach space 
and its dual 𝑀𝑀∗ accomplishing the Kadec-Klee property. 
Presume that (𝑇𝑇𝑛𝑛) bounded sequence in 𝑀𝑀 such as 𝑎𝑎𝑖𝑖𝑙𝑙

𝑛𝑛→∞
‖𝑤𝑤𝑇𝑇𝑛𝑛 +

(1 − 𝑤𝑤)𝑁𝑁1 − 𝑁𝑁2‖ exists ∀ 𝑤𝑤 ∈ [0,1] and 𝑁𝑁1, 𝑁𝑁2 ∈
𝑊𝑊𝑤𝑤(𝑇𝑇𝑛𝑛), thus 𝑁𝑁1 = 𝑁𝑁2".  

2. Main Results 

Let B be a nonempty closed convex subset of a Banach 
space M and {𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘} be two families of total 
asymptotically quasi-nonexpansive self-maps. We define the 
iteration algorithm  (𝑇𝑇𝑛𝑛) as follows: 

𝑇𝑇1 ∈ 𝐵𝐵 
𝑇𝑇𝑛𝑛+1 = �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛  
𝑇𝑇𝑗𝑗𝑛𝑛 = �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇(𝑗𝑗−1)𝑛𝑛 
𝑇𝑇(𝑗𝑗−1)𝑛𝑛 = �1 − 𝛼𝛼(𝑗𝑗−1)𝑛𝑛�𝑆𝑆𝑗𝑗−1𝑛𝑛 𝑇𝑇𝑛𝑛 + 𝛼𝛼(𝑗𝑗−1)𝑛𝑛𝑇𝑇𝑗𝑗−1𝑛𝑛 𝑇𝑇(𝑗𝑗−2)𝑛𝑛 
 .  
 .  
 .  
𝑇𝑇2𝑛𝑛 = (1 − 𝛼𝛼2𝑛𝑛)𝑆𝑆2𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼2𝑛𝑛𝑇𝑇2𝑛𝑛𝑇𝑇1𝑛𝑛 
𝑇𝑇1𝑛𝑛 = (1 − 𝛼𝛼1𝑛𝑛)𝑆𝑆1𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼1𝑛𝑛𝑇𝑇1𝑛𝑛𝑇𝑇0𝑛𝑛                                           (1) 
Where 𝑇𝑇0𝑛𝑛 = 𝑇𝑇𝑛𝑛  and (𝛼𝛼𝑛𝑛)𝑛𝑛=1∞  are sequences in [0, 1]. 
 
Lemma (2.1): Let 𝐵𝐵 be a nonempty closed convex subset of a 
normed space M and 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two family of total 
asymptotically quasi-nonexpansive self-maps of B. Presume that 
𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗) ≠ ∅ and the sequence (𝑇𝑇𝑛𝑛) be as shown in step (1). 
Then: 
i- There are sequences (𝑄𝑄𝑛𝑛) and (𝑁𝑁𝑛𝑛) 𝑖𝑖𝑎𝑎 [0,∞) such as 
∑ 𝑄𝑄𝑛𝑛∞
𝑛𝑛=1 < ∞,∑ 𝑁𝑁𝑛𝑛∞

𝑛𝑛=1 < ∞ and  
‖𝑇𝑇𝑛𝑛+1 − 𝑇𝑇∗‖ ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗+1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛

𝑗𝑗+1 ,  
∀ 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� and ∀ 𝑎𝑎. 
ii- There exist constants 𝐽𝐽1, 𝐽𝐽2 > 0 such as 
�𝑇𝑇𝑛𝑛+𝑝𝑝 − 𝑇𝑇∗� ≤ 𝐽𝐽1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝐽𝐽2 ,∀ 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� 
and 𝑎𝑎, 𝑁𝑁 = 1, 2, … .. 
If there is 𝑍𝑍 > 0  such that 𝜓𝜓�𝜆𝜆𝑗𝑗� ≤ 𝑍𝑍𝜆𝜆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘. 
Proof: i- Let 𝑇𝑇∗ ∈ 𝐹𝐹,𝑄𝑄𝑛𝑛 = max

1≤𝑗𝑗≤𝑘𝑘
𝑓𝑓𝑗𝑗𝑛𝑛  and 𝑁𝑁𝑛𝑛 = max

1≤𝑗𝑗≤𝑘𝑘
𝑔𝑔𝑗𝑗𝑛𝑛 . 

 
Now, we have 
‖𝑇𝑇1𝑛𝑛 − 𝑇𝑇∗‖ = ‖(1 − 𝛼𝛼1𝑛𝑛)𝑆𝑆1𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼1𝑛𝑛𝑇𝑇1𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ 
                      ≤ (1 − 𝛼𝛼1𝑛𝑛)‖𝑆𝑆1𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝛼𝛼1𝑛𝑛‖𝑇𝑇1𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ 
                      ≤ (1 − 𝛼𝛼1𝑛𝑛){‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑓𝑓1𝑛𝑛𝜓𝜓‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑔𝑔1𝑛𝑛}

+ 𝛼𝛼1𝑛𝑛{‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑓𝑓1𝑛𝑛𝜓𝜓‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑔𝑔1𝑛𝑛} 
                      ≤ (1 − 𝛼𝛼1𝑛𝑛)(1 + 𝑓𝑓1𝑛𝑛𝑍𝑍)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + (1 − 𝛼𝛼1𝑛𝑛)𝑔𝑔1𝑛𝑛

+ 𝛼𝛼1𝑛𝑛(1 + 𝑓𝑓1𝑛𝑛𝑍𝑍)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝛼𝛼1𝑛𝑛𝑔𝑔1𝑛𝑛 
                      ≤ (1 + 𝑓𝑓1𝑛𝑛𝑍𝑍)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑔𝑔1𝑛𝑛 
                      ≤ (1 + 𝑄𝑄𝑛𝑛)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛 
Assume that �𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇∗� ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛         

𝑗𝑗  
Therefore, 
�𝑇𝑇(𝑗𝑗+1)𝑛𝑛 − 𝑇𝑇∗� = ��1 − 𝛼𝛼(𝑗𝑗+1)𝑛𝑛�𝑆𝑆𝑗𝑗+1𝑛𝑛 𝑇𝑇𝑛𝑛 + 𝛼𝛼(𝑗𝑗+1)𝑛𝑛𝑇𝑇𝑗𝑗+1𝑛𝑛 𝑇𝑇𝑗𝑗    

− 𝑇𝑇∗� 
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                             ≤ �1 − 𝛼𝛼(𝑗𝑗+1)𝑛𝑛��𝑆𝑆𝑗𝑗+1𝑛𝑛 𝑇𝑇𝑛𝑛 − 𝑇𝑇∗�
+ 𝛼𝛼(𝑗𝑗+1)𝑛𝑛�𝑇𝑇𝑗𝑗+1𝑛𝑛 𝑇𝑇𝑗𝑗 − 𝑇𝑇∗� 

                             ≤ �1 − 𝛼𝛼(𝑗𝑗+1)𝑛𝑛��1 + 𝑓𝑓(𝑗𝑗+1)𝑛𝑛𝑍𝑍�‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖
+ �1 − 𝛼𝛼(𝑗𝑗+1)𝑛𝑛�𝑔𝑔(𝑗𝑗+1)𝑛𝑛  
+ 𝛼𝛼(𝑗𝑗+1)𝑛𝑛�1 + 𝑓𝑓(𝑗𝑗+1)𝑛𝑛𝑍𝑍��𝑇𝑇𝑗𝑗 − 𝑇𝑇∗�
+ 𝛼𝛼(𝑗𝑗+1)𝑛𝑛𝑔𝑔(𝑗𝑗+1)𝑛𝑛 

                             ≤ �1 − 𝛼𝛼(𝑗𝑗+1)𝑛𝑛�(1 + 𝑄𝑄𝑛𝑛)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛
+ 𝛼𝛼(𝑗𝑗+1)𝑛𝑛(1 + 𝑄𝑄𝑛𝑛)(1 + 𝑄𝑄𝑛𝑛)𝑗𝑗‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖
+ 𝛼𝛼(𝑗𝑗+1)𝑛𝑛(1 + 𝑄𝑄𝑛𝑛)𝑁𝑁𝑛𝑛         

𝑗𝑗  
                             ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗+1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛         

𝑗𝑗+1  
Thus, by induction, we obtain 
�𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇∗� ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛         

𝑗𝑗                             (2) 
for all 𝑗𝑗 = 1,2, … , 𝑘𝑘 . 
Now, by (2), we get 
‖𝑇𝑇𝑛𝑛+1 − 𝑇𝑇∗‖ ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛��𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗� + 𝛼𝛼𝑗𝑗𝑛𝑛�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇∗� 
                         ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�(1 + 𝑄𝑄𝑛𝑛)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛                
                         +𝛼𝛼𝑗𝑗𝑛𝑛(1 + 𝑄𝑄𝑛𝑛)(1 + 𝑄𝑄𝑛𝑛)𝑗𝑗‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ 
                         + 𝛼𝛼𝑗𝑗𝑛𝑛(1 + 𝑄𝑄𝑛𝑛)𝑁𝑁𝑛𝑛         

𝑗𝑗  
                         ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗+1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛         

𝑗𝑗+1  
ii- By using part (i), we get 
�𝑇𝑇𝑛𝑛+𝑝𝑝 − 𝑇𝑇∗� ≤ �1 + 𝑄𝑄𝑛𝑛+𝑝𝑝−1�

𝑗𝑗+1�𝑇𝑇𝑛𝑛+𝑝𝑝−1 − 𝑇𝑇∗� + 𝑁𝑁𝑛𝑛+𝑝𝑝−1
𝑗𝑗+1  

                          ≤ 𝑁𝑁�1+𝑢𝑢𝑛𝑛+𝑝𝑝−1�
𝑗𝑗+1�𝑎𝑎𝑛𝑛+𝑝𝑝−1−𝑎𝑎∗�

+ 𝑁𝑁𝑣𝑣𝑛𝑛+𝑝𝑝−1
𝑗𝑗+1

 
 
                          ≤ 𝑁𝑁(𝑗𝑗+1)𝑢𝑢𝑛𝑛+𝑝𝑝−1�𝑎𝑎𝑛𝑛+𝑝𝑝−1−𝑎𝑎∗� + 𝑁𝑁(𝑗𝑗+1)𝑣𝑣𝑛𝑛+𝑝𝑝−1 
                           
                          ≤ 𝑁𝑁(𝑗𝑗+1)∑ 𝑢𝑢𝑘𝑘

𝑛𝑛+𝑝𝑝−1
𝑘𝑘=1 ‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁(𝑗𝑗+1)∑ 𝑣𝑣𝑘𝑘

𝑛𝑛+𝑝𝑝−1
𝑘𝑘=1  

                           
                          ≤ 𝐽𝐽1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝐽𝐽2. 
 
Setting 𝐽𝐽1 = 𝑁𝑁(𝑗𝑗+1)∑ 𝑢𝑢𝑘𝑘

𝑛𝑛+𝑝𝑝−1
𝑘𝑘=1  and  𝐽𝐽2 = 𝑁𝑁(𝑗𝑗+1)∑ 𝑣𝑣𝑘𝑘

𝑛𝑛+𝑝𝑝−1
𝑘𝑘=1 . 

 
Lemma (2.2): Let 𝐵𝐵 be a nonempty closed convex subset of a 
normed space M and 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗  , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two families of total 
asymptotically quasi-nonexpansive self-maps of B. Presume 
𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� ≠ ∅ and (𝑇𝑇𝑛𝑛) be as shown in step (1). Therefore, 
lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ exists for all 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑖𝑖 , 𝑆𝑆𝑖𝑖). 
Proof: By Lemma (2.1.i) 
‖𝑇𝑇𝑛𝑛+1 − 𝑇𝑇∗‖ ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗+1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛

𝑗𝑗+1 
                         ≤ (1 + 𝑄𝑄𝑛𝑛)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛 
and ∑ 𝑄𝑄𝑛𝑛∞

𝑛𝑛=1 < ∞,∑ 𝑁𝑁𝑛𝑛∞
𝑛𝑛=1 < ∞. So by Lemma (1.6.i), we get 

lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ exists for all 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�. 
 
Lemma (2.3): Let 𝐵𝐵 be a nonempty closed convex subset of a 
Banach space 𝑀𝑀 and 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗  , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two families of 
Lipschitzain and total asymptotically quasi-nonexpansive self-
maps of B. Let (𝑇𝑇𝑛𝑛) be as shown in step (1). Therefore, for all 
𝑇𝑇1∗ , 𝑇𝑇2∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�, the limit 
lim
𝑛𝑛→∞

‖𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗ − 𝑇𝑇2∗‖ exists for all 𝑤𝑤 ∈ [0, 1]. 
If there is 𝑍𝑍 > 0  such that 𝜓𝜓�𝜆𝜆𝑗𝑗� ≤ 𝑍𝑍𝜆𝜆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘. 
Proof: By using Lemma (1.6),we have lim

𝑛𝑛→∞
‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ exists  

∀𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� and  (𝑇𝑇𝑛𝑛) is bounded. Let 

𝛾𝛾𝑛𝑛(𝑤𝑤) = ‖𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗ − 𝑇𝑇2∗‖,  ∀𝑤𝑤 ∈ [0,1]. 
Therefore, lim

𝑛𝑛→∞
𝑇𝑇𝑛𝑛(0) = ‖𝑇𝑇1∗ − 𝑇𝑇2∗‖ and lim

𝑛𝑛→∞
𝑇𝑇𝑛𝑛(1) =

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇2∗‖ exist by Lemma (2.2). 
Then, for 𝑤𝑤 ∈ [0,1] and for all 𝑇𝑇 ∈ 𝐵𝐵, we define the map 
𝑅𝑅𝑛𝑛:𝐵𝐵 → 𝐵𝐵 by: 

 𝑇𝑇1𝑛𝑛 = (1 − 𝛼𝛼1𝑛𝑛)𝑆𝑆1𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼1𝑛𝑛𝑇𝑇1𝑛𝑛𝑇𝑇0𝑛𝑛  
 𝑇𝑇2𝑛𝑛 = (1 − 𝛼𝛼2𝑛𝑛)𝑆𝑆2𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼2𝑛𝑛𝑇𝑇2𝑛𝑛𝑇𝑇1𝑛𝑛 

                         . 
                         . 

       𝑇𝑇𝑗𝑗𝑛𝑛 = �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼𝑖𝑖𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇(𝑗𝑗−1)𝑛𝑛  
  𝑅𝑅𝑛𝑛𝑇𝑇 = �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 

Now, 
‖𝑅𝑅𝑛𝑛𝑇𝑇 − 𝑅𝑅𝑛𝑛𝐴𝐴‖ ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛��𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇 − 𝑆𝑆𝑗𝑗𝑛𝑛𝐴𝐴� + 𝛼𝛼𝑗𝑗𝑛𝑛�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇𝑗𝑗𝑛𝑛𝑎𝑎𝑗𝑗𝑛𝑛� 
                          ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛��1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍�‖𝑇𝑇 − 𝐴𝐴‖ + �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑔𝑔𝑗𝑗𝑛𝑛

+ 𝛼𝛼𝑗𝑗𝑛𝑛�1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍��𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑎𝑎𝑗𝑗𝑛𝑛� + 𝛼𝛼𝑗𝑗𝑛𝑛𝑔𝑔𝑗𝑗𝑛𝑛 
                          ≤ (1 + 𝑄𝑄𝑛𝑛)‖𝑇𝑇 − 𝐴𝐴‖ + 𝑁𝑁𝑛𝑛 
                          ≤ (1 + 𝑓𝑓𝑛𝑛𝑍𝑍)‖𝑇𝑇 − 𝑇𝑇‖ + 𝑔𝑔𝑛𝑛 
with ∑ 𝑄𝑄𝑛𝑛 < ∞ ,∑ 𝑁𝑁𝑛𝑛 < ∞ and 𝑁𝑁𝑛𝑛 = 1 + 𝑄𝑄𝑛𝑛∞

𝑛𝑛=1
∞
𝑛𝑛=1 , it follows 

that 𝑁𝑁𝑛𝑛 → 1 𝑇𝑇𝑁𝑁 𝑎𝑎 → ∞. 
Setting  𝑊𝑊𝑛𝑛,𝑚𝑚 = 𝑅𝑅𝑛𝑛+𝑚𝑚−1𝑅𝑅𝑛𝑛+𝑚𝑚−1 …𝑅𝑅𝑛𝑛  
and 𝑇𝑇𝑛𝑛,𝑚𝑚 = �𝑊𝑊𝑛𝑛,𝑚𝑚(𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗ − (𝑤𝑤𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗)�. 
Thus,  

�𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇 −𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇� = � 𝑅𝑅𝑛𝑛+𝑚𝑚−1𝑅𝑅𝑛𝑛+𝑚𝑚−2 …𝑅𝑅𝑛𝑛(𝑇𝑇)
−𝑅𝑅𝑛𝑛+𝑚𝑚−1𝑅𝑅𝑛𝑛+𝑚𝑚−2 …𝑅𝑅𝑛𝑛(𝑇𝑇)� 

                                   ≤ 𝑁𝑁𝑛𝑛+𝑚𝑚−1 �
𝑅𝑅𝑛𝑛+𝑚𝑚−2 …𝑅𝑅𝑛𝑛(𝑇𝑇)
−𝑅𝑅𝑛𝑛+𝑚𝑚−2 …𝑅𝑅𝑛𝑛(𝑇𝑇)� 

                                  +𝑁𝑁𝑛𝑛+𝑚𝑚−1 
                               ≤ ∏ 𝑁𝑁𝑗𝑗‖𝑇𝑇 − 𝐴𝐴‖𝑛𝑛+𝑚𝑚−1

𝑗𝑗=𝑛𝑛 + ∑ 𝑁𝑁𝑗𝑗𝑛𝑛+𝑚𝑚−1
𝑗𝑗=𝑛𝑛  

  = 𝐴𝐴𝑛𝑛‖𝑇𝑇 − 𝐴𝐴‖ + � 𝑁𝑁𝑗𝑗

𝑛𝑛+𝑚𝑚−1

𝑗𝑗=𝑛𝑛

 

for all 𝑇𝑇, 𝐴𝐴 ∈ 𝐵𝐵, where 𝐴𝐴𝑛𝑛 = ∏ 𝑁𝑁𝑗𝑗𝑛𝑛+𝑚𝑚−1
𝑗𝑗=𝑛𝑛 ,𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇𝑛𝑛 =

𝑇𝑇𝑛𝑛+𝑚𝑚 and 𝑇𝑇∗ = 𝑇𝑇∗ for all 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑖𝑖 , 𝑆𝑆𝑖𝑖). 
Hence, 
𝛾𝛾𝑛𝑛+𝑚𝑚(𝑤𝑤) = ‖𝑤𝑤𝑇𝑇𝑛𝑛+𝑚𝑚 + (1 − 𝑤𝑤)𝑇𝑇1∗ − 𝑇𝑇2∗‖ 
                 

= �
𝑤𝑤𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇𝑛𝑛 + ((1 − 𝑤𝑤)𝑇𝑇1∗ − 𝑇𝑇2∗ + 𝑊𝑊𝑛𝑛,𝑚𝑚(𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗) − 𝑇𝑇2∗

+𝑇𝑇∗ − 𝑇𝑇∗
−𝑊𝑊𝑛𝑛,𝑚𝑚(𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗) − 𝑇𝑇2∗

�

≤ 𝑇𝑇𝑛𝑛,𝑚𝑚 + �𝑊𝑊𝑛𝑛,𝑚𝑚(𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇1∗) − 𝑇𝑇2∗�  

≤ 𝑇𝑇𝑛𝑛,𝑚𝑚 + 𝐴𝐴𝑛𝑛𝛾𝛾𝑛𝑛(𝑤𝑤) + � 𝑁𝑁𝑗𝑗

𝑛𝑛+𝑚𝑚−1

𝑗𝑗=𝑛𝑛

 

By using Lemma (1.7), we have 

𝑇𝑇𝑛𝑛,𝑚𝑚 ≤ 𝐾𝐾𝑓𝑓−1(‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ −
1
𝐾𝐾
�𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇𝑛𝑛 −𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇∗�) 

          ≤ 𝐾𝐾𝑓𝑓−1(‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ −
1
𝐾𝐾

(‖𝑇𝑇𝑛𝑛+𝑚𝑚 − 𝑇𝑇∗‖

− �𝑊𝑊𝑛𝑛,𝑚𝑚𝑇𝑇𝑛𝑛 − 𝑇𝑇∗�) 
and  (𝑇𝑇𝑛𝑛,𝑚𝑚) converges uniformly to zero. Since lim

𝑛𝑛→∞
𝐴𝐴𝑛𝑛 =

1 and lim
𝑛𝑛→∞

𝑁𝑁𝑛𝑛 = 0, we get 
lim
𝑛𝑛→∞

lim
𝑚𝑚→∞

𝑁𝑁𝑄𝑄𝑁𝑁𝛾𝛾𝑛𝑛+𝑚𝑚 ≤ lim
𝑛𝑛→∞

lim
𝑚𝑚→∞

𝑇𝑇𝑛𝑛,𝑚𝑚 + lim
𝑛𝑛→∞

𝑖𝑖𝑎𝑎𝑓𝑓𝛾𝛾𝑛𝑛(𝑤𝑤) 
                                          = 𝑎𝑎𝑖𝑖𝑙𝑙

𝑛𝑛→∞
𝑖𝑖𝑎𝑎𝑓𝑓𝛾𝛾𝑛𝑛(𝑤𝑤) 

Thus, lim
𝑛𝑛→∞

𝛾𝛾𝑛𝑛 (𝑤𝑤) exists for all 𝑤𝑤 ∈ [0,1]. 
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Theorem (2.4): Let 𝐵𝐵 be a nonempty closed convex subset of a 
uniformly convex Banach space 𝑀𝑀, 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗  ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two 
families of Lipschiztain and total asymptotically quasi-
nonexpansive self-maps of B and the sequence (𝑇𝑇𝑛𝑛) be as shown 
in step (1). If there is 𝑍𝑍 > 0 such that 𝜓𝜓(�𝜆𝜆𝑗𝑗� ≤ 𝑍𝑍𝜆𝜆𝑗𝑗 , 𝑗𝑗 =
1, 2, … , 𝑘𝑘. Then, lim

𝑛𝑛→∞
�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� = 0 = lim

𝑛𝑛→∞
�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛�,  ∀𝑗𝑗. 

Proof: By Lemma (2.2), lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ exists. Assume that  
lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ = 𝑁𝑁, ∀𝑁𝑁 ≥ 0. 
If e=0, the proof is straight forward. 
Now, suppose 𝑁𝑁 > 0. We get 

𝑇𝑇𝑛𝑛+1 = �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 
and 
𝑁𝑁 = ‖𝑇𝑇𝑛𝑛+1 − 𝑇𝑇∗‖ = ��1 − 𝛼𝛼𝑗𝑗𝑛𝑛��𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗� + 𝛼𝛼𝑗𝑗𝑛𝑛(𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛

− 𝑇𝑇∗)�. 
Since �𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇∗� ≤ 𝐾𝐾‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ ≤ 𝑁𝑁   
and �𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇∗� ≤ 𝐾𝐾�𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇∗� ≤ 𝐾𝐾{(1 + 𝑄𝑄𝑛𝑛)𝑗𝑗‖𝑇𝑇𝑛𝑛 −
                                        𝑇𝑇∗‖ + 𝑁𝑁𝑛𝑛

𝑗𝑗} ≤ 𝑁𝑁. 
Therefore, by Lemma (1.5), we get  

lim
𝑛𝑛→∞

�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛� = 0 
Next, 
�𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇𝑛𝑛� ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛��𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� + 𝛼𝛼𝑗𝑗𝑛𝑛�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇(𝑗𝑗−1)𝑛𝑛 − 𝑇𝑇𝑛𝑛� 
                      ≤ �1 − 𝛼𝛼𝑗𝑗𝑛𝑛�(1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍)‖𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛‖�1 − 𝛼𝛼𝑗𝑗𝑛𝑛�𝑔𝑔𝑗𝑗𝑛𝑛

+ 𝛼𝛼𝑗𝑗𝑛𝑛�1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍��𝑇𝑇(𝑗𝑗−1)𝑛𝑛 − 𝑇𝑇𝑛𝑛� + 𝛼𝛼𝑗𝑗𝑛𝑛𝑔𝑔𝑗𝑗𝑛𝑛 
                      ≤ 𝑔𝑔𝑗𝑗𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛�1 − 𝛼𝛼(𝑗𝑗−1)𝑛𝑛��1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍� 
                       �𝑆𝑆𝑗𝑗−1𝑛𝑛 𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� + 𝛼𝛼𝑗𝑗𝑛𝑛𝛼𝛼(𝑗𝑗−1)𝑛𝑛�1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍� 
                       �𝑇𝑇𝑗𝑗−1𝑛𝑛 𝑇𝑇(𝑗𝑗−2)𝑛𝑛 − 𝑇𝑇𝑛𝑛� 
                      ≤ 𝑔𝑔𝑗𝑗𝑛𝑛 + 𝛼𝛼𝑗𝑗𝑛𝑛�1 − 𝛼𝛼(𝑗𝑗−1)𝑛𝑛��1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍�𝑔𝑔𝑗𝑗𝑛𝑛

+ 𝛼𝛼𝑗𝑗𝑛𝑛𝛼𝛼(𝑗𝑗−1)𝑛𝑛�1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍��1
+ 𝑓𝑓(𝑗𝑗−1)𝑛𝑛𝑍𝑍��𝑇𝑇(𝑗𝑗−2)𝑛𝑛  − 𝑇𝑇𝑛𝑛�
+ 𝛼𝛼𝑗𝑗𝑛𝑛𝛼𝛼(𝑗𝑗−1)𝑛𝑛�1 + 𝑓𝑓𝑗𝑗𝑛𝑛𝑍𝑍�𝑔𝑔(𝑗𝑗−1)𝑛𝑛 

                     . 
                     . 
                    
                      < ∞ 
Since 𝑍𝑍 > 0,∑ 𝑓𝑓𝑗𝑗𝑛𝑛 < ∞ and ∑ 𝑔𝑔𝑗𝑗𝑛𝑛 < ∞∞

𝑛𝑛=1
∞
𝑛𝑛=1 , hence 

lim
𝑛𝑛→∞

�𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇𝑛𝑛� = 0. 
Then, 
�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� ≤ �𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛� + �𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇𝑛𝑛� 

           ≤ �𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑗𝑗𝑛𝑛� + 𝐾𝐾�𝑇𝑇𝑗𝑗𝑛𝑛 − 𝑇𝑇𝑛𝑛�  → 0  
𝑇𝑇𝑁𝑁 𝑎𝑎 → ∞. 

And  
�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� ≤ �𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛� + �𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� → 0  

𝑇𝑇𝑁𝑁 𝑎𝑎 → ∞. 
Theorem (2.5): Let B be a nonempty closed convex subset of a 
Banach space and 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗  , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two families of total 
asymptotically quasi-nonexpansive self-maps of B. Presume that 
𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� ≠ ∅ and (𝑇𝑇𝑛𝑛)be as shown in step (1)is strong 
convergence to a common fixed point of 𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 iff 
lim
𝑛𝑛→∞

𝑖𝑖𝑎𝑎𝑓𝑓 𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) = 0, where 𝑎𝑎(𝑇𝑇,𝐹𝐹) = 𝑖𝑖𝑎𝑎𝑓𝑓𝑎𝑎∗∈𝐹𝐹‖𝑇𝑇 − 𝑇𝑇∗‖. 
Proof: To show lim

𝑛𝑛→∞
𝑖𝑖𝑎𝑎𝑓𝑓 𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) = 0  implies that (𝑇𝑇𝑛𝑛) is 

strong convergence to a common fixed point of 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 , 𝑗𝑗 =
1, 2, … , 𝑘𝑘, since by (2) 

𝑎𝑎(𝑇𝑇𝑛𝑛+1,𝐹𝐹) ≤ (1 + 𝑄𝑄𝑛𝑛)𝑗𝑗+1𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) + 𝑁𝑁𝑛𝑛
𝑗𝑗+1   

          ≤ (1 + 𝑄𝑄𝑛𝑛)𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) + 𝑁𝑁𝑛𝑛 
By Lemma (1.6), we get lim

𝑛𝑛→∞
𝑇𝑇𝑛𝑛 exists and lim

𝑛𝑛→∞
𝑖𝑖𝑎𝑎𝑓𝑓𝑇𝑇𝑛𝑛 = 0. 

Hence, lim
𝑛𝑛→∞

𝑇𝑇𝑛𝑛 = 0. 
Next, to prove the sufficiency, firstly show that (𝑇𝑇𝑛𝑛) Cauchy 
sequence. By using  Lemma (2.1.ii), we get  
�𝑇𝑇𝑛𝑛+𝑝𝑝 − 𝑇𝑇∗� ≤ 𝐽𝐽1‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ + 𝐽𝐽2                                               (3) 

∀𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�,𝑎𝑎 = 𝑁𝑁 = 1,2, …  
Since lim

𝑛𝑛→∞
𝑇𝑇𝑛𝑛 = 0,∀𝜖𝜖 > 0,∃𝑁𝑁 such that  

𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) ≤
𝜖𝜖

3𝐽𝐽1
−
𝐽𝐽2
𝐽𝐽1

 , ∀𝑎𝑎 ≥ 𝑁𝑁 

therefore, there is 𝑎𝑎 ∈ 𝐹𝐹(𝑇𝑇𝑖𝑖 , 𝑆𝑆𝑖𝑖) such that  

‖𝑇𝑇𝑁𝑁 − 𝑎𝑎‖ ≤
𝜖𝜖

2𝐽𝐽1
−
𝐽𝐽2
𝐽𝐽1

                                                                     (4) 

From (3) and (4), ∀𝑎𝑎 ≥ 𝑁𝑁, we get 
�𝑇𝑇𝑛𝑛+𝑝𝑝 − 𝑇𝑇𝑛𝑛� ≤ �𝑇𝑇𝑛𝑛+𝑝𝑝 − 𝑎𝑎� + ‖𝑇𝑇𝑛𝑛 − 𝑎𝑎‖ 
                          ≤ 𝐽𝐽1‖𝑇𝑇𝑁𝑁 − 𝑎𝑎‖ + 𝐽𝐽2 + 𝐽𝐽1‖𝑇𝑇𝑁𝑁 − 𝑎𝑎‖ + 𝐽𝐽2 
                          ≤ 𝐽𝐽1

𝜖𝜖
2𝐽𝐽1

− 𝐽𝐽2 + 𝐽𝐽2 + 𝐽𝐽1
𝜖𝜖

2𝐽𝐽1
− 𝐽𝐽2 + 𝐽𝐽2 

                          = 𝜖𝜖 
Then, (𝑇𝑇𝑛𝑛) is a Cauchy sequence and converges to 𝐴𝐴 ∈ 𝑀𝑀. 
Lastly, to show that 𝐴𝐴 ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗), for any 𝜖𝜖∗ > 0, there is 
𝑁𝑁1such that 

‖𝑇𝑇𝑛𝑛 − 𝐴𝐴‖ ≤
𝜖𝜖∗

2�2 + 𝑓𝑓𝑗𝑗𝑍𝑍�
−

3𝑔𝑔𝑗𝑗
�2 + 𝑓𝑓𝑗𝑗𝑍𝑍�

 ,∀𝑎𝑎 ≥ 𝑁𝑁1                     (5) 

Since lim
𝑛𝑛→∞

𝑇𝑇𝑛𝑛 = 0 implies that 𝑁𝑁2 ≥ 𝑁𝑁1 such that 𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) ≤
𝜖𝜖∗

3�4+3𝑓𝑓𝑗𝑗𝑍𝑍�
,∀𝑎𝑎 ≥ 𝑁𝑁2. 

Thus, ∃ 𝑎𝑎1 ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗) such that  
‖𝑇𝑇𝑁𝑁 − 𝑎𝑎1‖ ≤

𝜖𝜖∗

2�4+3𝑓𝑓𝑗𝑗𝑍𝑍�
                                                            (6) 

From (5) and (6) for any 𝑇𝑇𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘, we obtain 
�𝑇𝑇𝑗𝑗𝐴𝐴 − 𝐴𝐴� ≤ ‖𝑗𝑗𝐴𝐴 − 𝑎𝑎‖ + 2�𝑇𝑇𝑗𝑗𝑇𝑇𝑁𝑁2 − 𝑎𝑎1� + �𝑇𝑇𝑁𝑁2 − 𝑎𝑎�

+ �𝑇𝑇𝑁𝑁2 − 𝐴𝐴� 
                    ≤ ‖𝐴𝐴 − 𝑎𝑎1‖ + 𝑓𝑓𝑗𝑗𝜓𝜓‖𝑁𝑁 − 𝑎𝑎1‖ + 𝑔𝑔𝑗𝑗 + 2�𝑇𝑇𝑁𝑁2 − 𝑎𝑎1�

+ 2𝑓𝑓𝑗𝑗𝜓𝜓�𝑇𝑇𝑁𝑁2 − 𝑎𝑎� + 2𝑔𝑔𝑗𝑗 + �𝑇𝑇𝑁𝑁2 − 𝑎𝑎1�
+ �𝑇𝑇𝑁𝑁2 − 𝐴𝐴� 

                    ≤ �1 + 𝑓𝑓𝑗𝑗𝑍𝑍�‖𝐴𝐴 − 𝑎𝑎1‖ + 2�1 + 𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝑎𝑎1� + 3𝑔𝑔𝑗𝑗
+ �𝑇𝑇𝑁𝑁2 − 𝑎𝑎1� + �𝑇𝑇𝑁𝑁2 − 𝐴𝐴� 

                    ≤ �1 + 𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝐴𝐴� + �1 + 𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝑎𝑎1�
+ 2�1 + 𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝑎𝑎1� + 3𝑔𝑔𝑗𝑗 + �𝑇𝑇𝑁𝑁2 − 𝑎𝑎1�
+ �𝑇𝑇𝑁𝑁2 − 𝐴𝐴� 

                    ≤ �2 + 𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝐴𝐴� + �4 + 3𝑓𝑓𝑗𝑗𝑍𝑍��𝑇𝑇𝑁𝑁2 − 𝑎𝑎1�
+ 3𝑔𝑔𝑗𝑗 

                    ≤ �2 + 𝑓𝑓𝑗𝑗𝑍𝑍�
𝜖𝜖∗

2�2 + 𝑓𝑓𝑗𝑗𝑍𝑍�
− 3𝑔𝑔𝑗𝑗 + 3𝑔𝑔𝑗𝑗

+ �4 + 3𝑓𝑓𝑗𝑗𝑍𝑍�
𝜖𝜖∗

2�4 + 3𝑓𝑓𝑗𝑗𝑍𝑍�
 

                    = 𝜖𝜖∗ 
Therefore, �𝑇𝑇𝑗𝑗𝐴𝐴 − 𝐴𝐴� = 0 ∀𝑖𝑖 which means 𝑇𝑇𝑗𝑗𝐴𝐴 = 𝐴𝐴,∀𝑗𝑗 =
1, 2, . . , 𝑘𝑘. 
By using the same above argument we can prove �𝑆𝑆𝑗𝑗𝐴𝐴 − 𝐴𝐴� =
0,∀𝑗𝑗.Thus 𝐴𝐴 ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�. 
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Theorem (2.6): Let B be a nonempty closed convex subset of a 
uniformly convex Banach space and  𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two 
families of Lipschitzain and total asymptotically quasi-
nonexpansive self-maps of B. If M accomplishes Opial’s 
condition and the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗 and 𝐼𝐼 − 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1,2, … , 𝑘𝑘 are 
demiclosed to zero, therefore (𝑇𝑇𝑛𝑛) be as shown in step (1) is 
weak convergence to a common fixed point of 𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 , 𝑗𝑗 =
1, 2, . . , 𝑘𝑘. 
Proof: Let 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗). By Lemma (2.2), lim

𝑛𝑛→∞
‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖  

exists. 
By Theorem (2.4), we have 

lim
𝑛𝑛→∞

�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� = 0 = 𝑎𝑎𝑖𝑖𝑙𝑙
𝑛𝑛→∞

�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� 
for j=1, 2,…, k. Since by the supposition the maps 𝐼𝐼 −
𝑇𝑇𝑗𝑗  and 𝐼𝐼 − 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1,2, … , 𝑘𝑘 are demiclosed to zero, therefore 
𝑇𝑇𝑗𝑗𝑇𝑇∗ = 𝑇𝑇∗ and 𝑆𝑆𝑗𝑗𝑇𝑇∗ = 𝑇𝑇∗, that means 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�.  
Next, to prove (𝑇𝑇𝑛𝑛) converges weakly to 𝑇𝑇∗. Assume there is 
other subsequence (𝑇𝑇𝑛𝑛𝑖𝑖) 𝑓𝑓𝑓𝑓 (𝑇𝑇𝑛𝑛) is weak convergence to 𝑇𝑇∗ ∈
𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� and 𝑇𝑇∗ ≠ 𝑇𝑇∗. By using the same argument as above we 
can show that 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�. 
Now, to prove the uniqueness, assume 𝑇𝑇∗ ≠ 𝑇𝑇∗. Therefore, by 
using Opial’s condition, we obtain: 
lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ = lim
𝑛𝑛𝑗𝑗→∞

�𝑇𝑇𝑛𝑛𝑗𝑗 − 𝑇𝑇∗� 

                         < lim
𝑛𝑛𝑗𝑗→∞

�𝑇𝑇𝑛𝑛𝑗𝑗 − 𝑇𝑇∗� 

                         = lim
𝑛𝑛𝑖𝑖→∞

‖𝑇𝑇𝑛𝑛𝑖𝑖 − 𝑇𝑇∗‖     
                            < lim

𝑛𝑛𝑖𝑖→∞
‖𝑇𝑇𝑛𝑛𝑖𝑖 − 𝑇𝑇∗‖ 

                         = lim
𝑛𝑛→∞

‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ 
This is contradiction, therefore 𝑇𝑇∗ ≠ 𝑇𝑇∗ . Hence, (𝑇𝑇𝑛𝑛) is weak 
convergence to 𝑇𝑇∗. 
 
Theorem (2.7): Let B be a nonempty closed convex subset of a 
uniformly convex Banach space and 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗  , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two 
families of Lipschitzain and total asymptotically quasi-
nonexpansive self-maps of B. If the dual space 𝑀𝑀∗ 𝑓𝑓𝑓𝑓 𝑀𝑀 has the 
Kadec-klee property and the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗 , 𝐼𝐼 − 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1,2, … , 𝑘𝑘 
are demi-closed to zero, therefore,  (𝑇𝑇𝑛𝑛) be as shown in step (1) 
is weak convergence to a common fixed point of 𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 . 
Proof: As showed by Lemma (2.2), that lim

𝑛𝑛→∞
‖𝑇𝑇𝑛𝑛 − 𝑇𝑇∗‖ exists. 

Since (𝑇𝑇𝑛𝑛) is bounded in B and 𝑀𝑀 is reflexive. Therefore, there 
exists a subsequence (𝑇𝑇𝑛𝑛𝑖𝑖) 𝑓𝑓𝑓𝑓 (𝑇𝑇𝑛𝑛) which is weak convergence 
to a point𝑇𝑇∗ ∈ 𝐵𝐵. By Theorem (2.4) 

lim
𝑛𝑛→∞

�𝑇𝑇𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� = 0 = 𝑎𝑎𝑖𝑖𝑙𝑙
𝑛𝑛→∞

�𝑆𝑆𝑗𝑗𝑛𝑛𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛� 
∀j=1, 2, …, k . 
Since by the supposition the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗  and 𝐼𝐼 − 𝑆𝑆𝑗𝑗  ,∀𝑗𝑗 =
1,2, … , 𝑘𝑘 are demi-closed to zero. Thus, 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�. Now, to 
prove (𝑇𝑇𝑛𝑛) is weak convergence to a point 𝑇𝑇∗. Presume that 
(𝑇𝑇𝑛𝑛𝑘𝑘) is other subsequence of (𝑇𝑇𝑛𝑛) that is weak convergence to 
a point 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗). By using the same argument as above, we 
obtain 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗). 
Therefore, by Lemma (2.3) lim

𝑛𝑛→∞
‖𝑤𝑤𝑇𝑇𝑛𝑛 + (1 − 𝑤𝑤)𝑇𝑇∗ − 𝑇𝑇∗‖ exists 

for all 𝑤𝑤 ∈ [0,1]. 
By Lemma (1.8) 𝑇𝑇∗ = 𝑇𝑇∗. As a result, the sequence (𝑇𝑇𝑛𝑛) is weak 
convergence to the point 𝑇𝑇∗ ∈ 𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗�. 

 
The following corollaries are special cases  
 
Corollary (2.8): Let 𝐵𝐵 be a nonempty closed convex subset of a 
Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two families of total 
asymptotically nonexpansive self-maps of B. Presume that 
𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� ≠ ∅ and∑ 𝑓𝑓𝑛𝑛∞

𝑛𝑛=1 < ∞,∑ 𝑔𝑔𝑛𝑛∞
𝑛𝑛=1 < ∞.  

Presume that (𝑇𝑇𝑛𝑛) be as shown in step (1) is strong 
convergence to a a common fixed point of 𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 iff 
lim
𝑛𝑛→∞

𝑖𝑖𝑎𝑎𝑓𝑓 𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) = 0, where 𝑎𝑎(𝑇𝑇,𝐹𝐹) = 𝑖𝑖𝑎𝑎𝑓𝑓𝑎𝑎∗∈𝐹𝐹‖𝑇𝑇 − 𝑇𝑇∗‖. 
Corollary (2.9): Let 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗 ,𝐵𝐵, 𝑓𝑓𝑗𝑗  and 𝑔𝑔𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be as in 
corollary (2.8). Therefore (𝑇𝑇𝑛𝑛) be as shown in step (1) is strong 
convergence to 𝑇𝑇∗ ∈ 𝐹𝐹(𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗) iff (𝑇𝑇𝑛𝑛𝑖𝑖) 𝑓𝑓𝑓𝑓 (𝑇𝑇𝑛𝑛) that converges to 
𝑇𝑇∗. 
Corollary (2.10): Let 𝐵𝐵 be a nonempty closed convex subset of 
a uniformly convex Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘 be 
two families of Lipschitzain and total asymptotically 
nonexpansive self-maps of B. If the dual space 𝑀𝑀∗ 𝑓𝑓𝑓𝑓 𝑀𝑀 has the 
Kadec-klee property and the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗  and 𝐼𝐼 − 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 =
1,2, … , 𝑘𝑘 are demi-closed to zero, therefore (𝑇𝑇𝑛𝑛) be as shown in 
step (1) is weak convergence to a common fixed point of 
𝑇𝑇𝑖𝑖  𝑇𝑇𝑎𝑎𝑎𝑎 𝑆𝑆𝑖𝑖 . 
Corollary (2.11): Let 𝐵𝐵 be a nonempty closed convex subset of 
a uniformly convex Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘 be 
two families of total asymptotically nonexpansive self-maps of 
B. If M accomplishes Opial’s condition and the maps 𝐼𝐼 −
𝑇𝑇𝑗𝑗  and 𝐼𝐼 − 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1,2, … , 𝑘𝑘 are demi-closed to zero, therefore, 
(𝑇𝑇𝑛𝑛) be as shown in step (1) is weak convergence to a common 
fixed point of 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, . . , 𝑘𝑘. 
Corollary (2.12): Let 𝐵𝐵 be a nonempty closed convex subset of 
a Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 , 𝑗𝑗 = 1, 2, … , 𝑘𝑘 be two families of 
asymptotically quasi-nonexpansive self-maps of B. Presume that 
𝐹𝐹�𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗� ≠ ∅ and ∑ 𝑓𝑓𝑛𝑛∞

𝑛𝑛=1 < ∞. Presume that (𝑇𝑇𝑛𝑛) be as shown 
in step (1) is strong convergence  to a common fixed point of 
𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗  iff lim

𝑛𝑛→∞
𝑖𝑖𝑎𝑎𝑓𝑓 𝑎𝑎(𝑇𝑇𝑛𝑛 ,𝐹𝐹) = 0, where 𝑎𝑎(𝑇𝑇,𝐹𝐹) =

𝑖𝑖𝑎𝑎𝑓𝑓𝑎𝑎∗∈𝐹𝐹‖𝑇𝑇 − 𝑇𝑇∗‖. 
Corollary (2.13): Let 𝐵𝐵 be a nonempty closed convex subset of 
a uniformly convex Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘 be 
two families of Lipschitzain and asymptotically quasi-
nonexpansive self-maps of B. If the dual space 𝑀𝑀∗ 𝑓𝑓𝑓𝑓 𝑀𝑀 has the 
Kadec-klee property and the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗  and 𝐼𝐼 − 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 =
1,2, … , 𝑘𝑘 are demi-closed to zero, therefore, (𝑇𝑇𝑛𝑛) be as shown in 
step (1) is weak convergence to a common fixed point of 
𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 . 
Corollary (2.14): Let 𝐵𝐵 be a nonempty closed convex subset of 
a uniformly convex Banach space and 𝑇𝑇𝑗𝑗  , 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘 be 
two families of Lipschitzain and asymptotically quasi-
nonexpansive selfmaps of B. If M accomplishes Opial’s 
condition and the maps 𝐼𝐼 − 𝑇𝑇𝑗𝑗 and  𝐼𝐼 − 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 = 1,2, … , 𝑘𝑘 are 
demi-closed to zero, therefore, (𝑇𝑇𝑛𝑛) be as shown in step (1) is 
weak convergenve to a common fixed point of 𝑇𝑇𝑗𝑗  and 𝑆𝑆𝑗𝑗 ,∀𝑗𝑗 =
1, 2, . . , 𝑘𝑘.  
3. Numerical Example 

We illustrate our results by the following 
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Example (3.1): Let 𝑇𝑇𝑗𝑗 , 𝑆𝑆𝑗𝑗:𝑅𝑅 → 𝑅𝑅,∀𝑗𝑗 = 1, 2, … , 𝑘𝑘  be two maps 
such that 𝑇𝑇𝑗𝑗𝑇𝑇 = 2𝑎𝑎

3𝑗𝑗
 and 𝑆𝑆𝑗𝑗𝑇𝑇 = 46𝑎𝑎

2𝑗𝑗
,∀ 𝑇𝑇 ∈ 𝑅𝑅.  Choose 𝛼𝛼𝑗𝑗𝑛𝑛 =

𝑛𝑛
4(𝑛𝑛+1)

 ∀ 𝑎𝑎 with initial value 𝑇𝑇1 = 15 . Let (𝑇𝑇𝑛𝑛) be the sequence. 
According to Table 1 and Figure 1, it eases to sight that 
(𝑇𝑇𝑛𝑛) converges to the fixed point 𝑇𝑇∗ = 0.  

Table 1: Numerical results corresponding to 𝑇𝑇1 = 15 for 36 steps. 
n       Iteration (1) n      Iteration (1) 

     1 15.0000 13 0.0184 

     2 9.4401 14 0.0102 

     3 5.6594 15 0.0056 

    4 3.3084 16 0.0031 

    5 1.9044 17 0.0017 

    6 1.0849 18 0.0009 

    7          0.6134 19 0.0005 

    8 0.3448 20 0.0003 

    9 0.1930 21 0.0002 

    10 0.1076 22 0.0001 

    11 0.0599 23          0.0000 

    12 0.0332 24          0.0000 

 

 

Figure. 1. Convergence behavior corresponding to 𝑇𝑇1 = 15 for 36 steps. 

4. Conclusion 

We study the strongly and weakly convergence of new type of 
finite-step iteration processes under total asymptotically quasi-
nonexpansive maps, see Theorems (2.4)-(2.6). Our results are 
generalizing and unifying the results of others who have been 
referred to in the references. 

5. Open Problem 

Recently, S.S. Abed has been defined as the following type of 
generalizations of total asymptotically quasi-nonexpansive[16]: 
Let 𝒜𝒜 be a subset of real Banach space a set–valued map 𝐺𝐺:𝒜𝒜 
→ 2𝒜𝒜  is called the general asymptotic set-valued if for each 𝑁𝑁 ∈ 
 𝒜𝒜 there exists null non- negative real sequences {an} and {bn} 
such that 

 𝔒𝔒(𝐺𝐺𝑛𝑛𝑁𝑁,𝐺𝐺𝑛𝑛y) ≤ ‖𝑁𝑁 − 𝑤𝑤‖ + 𝑇𝑇𝑛𝑛 𝜇𝜇(‖𝑁𝑁 − 𝑤𝑤‖) + 𝑇𝑇𝑛𝑛              (7) 

for any 𝐴𝐴 ∈ 𝒜𝒜 , 𝑤𝑤 ∈ 𝐺𝐺𝑛𝑛y and 𝜇𝜇:𝑅𝑅+ → 𝑅𝑅+ with𝜇𝜇(0) = 0. 
One can study convergence theorems in (1) and in [17, theorem 
(11)] for families of general asymptotic set-valued maps. As 
well as possible to demonstrate new results in the case of other 
spaces as a modular space [18]. 
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 This paper is an extension of work originally presented in 2018 Global Smart Industry 
Conference (GloSIC). Researches are devoted to the development of Smart technology for 
complex objects control and prediction on the basis of a distributed Honeywell DCS control 
system of the TengizChevroil enterprise using the example of a technological process of 
medium pressure gas cleaning. The article describes how on the basis of the multi-
algorithm approach there was developed a modified algorithm based on modern artificial 
intelligence methods in order to select informative features (principal component method, 
Random Forest algorithm, particle swarm algorithm) and artificial immune systems (clonal 
selection) solving the image recognition problem and predicting the state of a complex 
control object. There was conducted a comparative analysis of the simulation results using 
the example of real production data (daily data of sensors from an average pressure 
absorber).  
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1. Introduction 

Nowadays, the efficiency of industrial enterprises depends on 
many factors: material and technical support (installation of 
modern production equipment, modernization and reconstruction 
of the existing technical base), economic factors (growth of 
production and raw materials costs), management factors 
(information support for decision-making), and etc [1]. Therefore, 
modern researches in the field of development of automated 
complex objects control systems are aimed at increasing the 
reliability and at reducing the influence of various negative factors 
on the production process. 

The implementation of modern Smart technology enables the 
possibility to improve production by effective prediction of the 
technical state of the equipment and the timely resolution of 
problems at the stage of their occurrence in real time. A 
characteristic feature of the complex objects control is the need to 
process a huge array of production data, as well as prediction and 
decision-making under the condition of parameters uncertainty. 

In order to solve such problems at the complex objects control 
process, there were proven modern methods of artificial 
intelligence with the following advantages: the ability to process 

multidimensional data, self-organization and relative ease of 
implementation.  

Widespread use has control systems based on neural networks 
(NN). For example, in [2] there is presented the use of a 
decentralized robot control system based on a neural network. 
There were proposed four decentralized control systems which can 
identify the dynamics of the robot's movement. Training of each 
neural network is performed online using the advanced Kalman 
filter. The researches [3] are devoted to the development of a 
combined adaptive neural network and to the nonlinear prediction 
model for production processes control.  

The effectiveness of the proposed method was tested on a 
system of reactors with continuous mixing. In work [4] there is 
presented a PID controller based on a neural network for the pH 
neutralization process control system. The classical PID control 
cannot adapt to changes in the process, and therefore a PID 
controller with a signal neuron was developed. The simulation 
results showed the reliability and adaptability of the proposed 
control system. 

In addition to neural networks there are used swarm 
intelligence (SI) algorithms for complex objects control. For 
example, in work [5] there is presented the application of the 
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particle swarm algorithm (PSO) for the optimal choice of process 
control parameters. In researches [6] there was used an ant colony 
optimization at setting the PID controller for a conical tank. The 
proposed approach has shown better results compared to setting of 
a closed loop based on the Ziegler-Nichols method and to setting 
of a controller in a closed loop system. In work [7] there is 
presented the development of a control system for autonomous 
mobile robots based on a bee colony algorithm and a genetic 
algorithm. Researches [8] are devoted to applying the method of 
bacteria movement optimization at the development of a PID 
controller by a two-wheeled robot with a two-way movement 
mechanism for a working environment with limited space.  

Also there is widely used an approach based on fuzzy logic for 
complex objects control. Another study a control system for 
mobile robots with nonholonomic wheels moving on a plane on 
the basis of a fuzzy controller in order to achieve a given trajectory 
of motion. The problem of rounding obstacles is considered. 
Parameters of PID controller are calculated on the basis of fuzzy 
logic. There are presented simulation results based on a real 
vehicle. The researches are devoted to cascade control based on a 
fuzzy PID controller for a conveyor for weighing materials. The 
article presents a non-linear model of a conveyor system of 
continuous weighing, taking into account the delay time of 
material transportation. There has been developed a PID controller 
based on fuzzy logic with two control loops: an internal speed 
control loop and an external mass flow control loop. The results of 
simulation and experiment show that the proposed algorithm for 
fuzzy PID control can improve the quality of material mass flow 
control in an industrial conveyor system of continuous weighing 
using a programmable logic controller.  

In work [9] there is proposed an innovative approach for fuzzy 
control systems setting with low parametric sensitivity based on 
the Gray Wolfs Optimization Algorithm (GWO). The servo 
system is controlled on the basis of the Takagi-Sugeno-Kang fuzzy 
PI controller (TSK PI-FC). The GWO algorithm is used in solving 
the optimization problem. Article [10] is devoted to an optimized 
fuzzy-genetic algorithm (F-GA) for controlling the process of 
production of aluminum foam with open pores. The application of 
the F-GA method allows to take into account the uncertainty 
associated with the model and the statistical variability of the 
production process within one model. 

Nowadays, the researches in the field of the use of the bio-
inspired approach of artificial immune systems (AIS) for complex 
objects control are also promising. In work [11] there is presented 
AIS application at PID controller parameters setting for nonlinear 
control systems. Researches [12] are devoted to the development 
of a complex object control algorithm based on an adaptive 
artificial immune system. The simulation was carried out on the 
example of a reactor with a mixing function. The article [13] 
provides an AIS application for control a group of robots. The 
work [14] is devoted to the use of a meta-heuristic AIS for signal 
evaluation in identifying the contour of the angle control of an 
unmanned aerial vehicle. In the article [15] there is used the AIS 
algorithm for preliminary signal processing at detection of failures 
for autonomous underwater vehicles. Article [16] is devoted to 
applying the AIS approach (negative selection algorithm) in order 
to control the combustion process in the chamber with the 
implementation on the microcontroller. In researches [17] there 

was developed an immune reconfigurable controller based on four 
modules for the immune system modeling: the observation process, 
response, mechanism of memory and self-training. The proposed 
algorithm is able to detect drive failures and to provide failure-
tolerant control for the systems with multiple inputs and outputs. 

In addition to bioinspired methods, machine learning 
algorithms for complex objects control and solving the problem of 
identifying informative features have become widespread. The 
most promising is the Random Forest (RF) algorithm. For example, 
in [18], RF is used to detect defective plates by chemical 
characteristics in the production of semiconductors. The article [19] 
presents the use of algorithms for machine learning of RF, decision 
trees, etc. in heavy industry for analysis of large amounts of 
production data. The work [20] is devoted to the use of the Random 
Forest algorithm in sensor failures diagnostics. The algorithm is 
used to reduce memory requirements in the process of assessing 
the state of the equipment in real time. 

Therefore, the analysis of the literature proves the relevance of 
the development of modern Smart technologies and prediction of 
complex objects control based on industrial enterprises using 
artificial intelligence methods. 

The following structure of the article is proposed. The second 
section contains the formulation of the research problem. The third 
section presents the development of Smart technology for complex 
objects control and prediction based on the Honeywell Experion 
Process Knowledge System (PKS) distributed control system 
(DCS) and the approach of artificial immune systems; reviewed 
the operation of the DCS at the Tengizchevroil enterprise, and 
presented the general structure of the Smart technology. The fourth 
section is devoted to the development of a modified algorithm of 
artificial immune systems. The fifth section describes the multi-
agent Smart system for complex object prediction and control 
under industrial operation conditions. The sixth section contains 
the simulation results. Description of a real complex medium-
pressure absorber, its principle of operation, readings from sensors, 
etc. The simulation results are presented in the form of graphs, as 
well as a comparative analysis of the effectiveness of the proposed 
algorithms. The conclusion describes the main findings and a list 
of references. 

2. Problem statement  

Since the complex objects control with the presence of 
parameters uncertainty in the conditions of industrial operation is 
a time-consuming task due to the need to process multidimensional 
data in real time, the use of promising heuristic algorithms of 
artificial intelligence is important. 

The research problem statement is formulated as follows: it is 
necessary to develop a modern Smart technology for complex 
industrial objects control based on a multi-algorithm approach. 
Within the framework of the multi-algorithm approach to 
synthesize a modified algorithm of artificial immune systems in 
order to solve the problem of prediction and control. In order to 
organize an autonomous, flexible and decentralized control system 
based on the proposed technology, it is necessary to develop a 
multi-agent Smart system for implementation in real production 
based on TengizChevroil enterprise, with the aim of working with 
Honeywell PKS distributed control systems.
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Figure 1: Honeywell DCS process control system with independent  

protection levels 
 

3. Development of Smart technology for complex objects 
prediction and control on the basis of a distributed 
control system and an artificial immune systems 
approach  

3.1. Distributed control system at TengizChevroil enterprise 

TengizChevroil is the largest company engaged in the 
development and production of oil in the territory of the Republic 
of Kazakhstan together with the American company Chevron. In 
TengizChevroil there is used modern industrial equipment from 
Honeywell, in particular, Honeywell PKS distributed control 
systems (DCS). Nowadays, the Experion PKS system is the best in 
the field of distributed control systems and received an award from 
the magazine “Control Engineering”. The company created a 
consortium for emergency situations control, aimed at exploring 
the causes of emergency situations and developing solutions aimed 
at reducing them. Therefore, the researches on improving the 
quality of equipment at the enterprise are relevant. 

The Honeywell PKS distributed control system contains 
several independent levels of protection (Figure 1), designed to 
work with predictable and unpredictable events [23]. 

Predicted events include the following levels of independent 
protection: 

1 level. Maintains “normal” operating conditions of the 
process. The distributed control system is engaged in the 
collection and processing of technological parameters, as well as 
their adjustment to ensure a given mode. 

2 level. This level requires decision-making from the operator 
if the alarm is triggered and the first level is unable to maintain 
normal operating conditions of the control object. 

3 level. This level indicates that the control object has left the 
“normal conditions” of operation mode and a controlled stop is 
required. The Safety Instrumented Systems (SIS) is activated. The 
SIS security system also includes: Emergency Shutdown System 
(ESD), Fire & Gas System (F&G), Safety Shutdown System (SSD) 
и т.д.  

4 level. The level refers to unpredictable events, such as the 
occurrence of fires, gas leaks and other major accidents. A 
distributed system cannot predict the occurrence of such accidents, 
but it is designed for quick response and minimization of damage. 

Information on the operation of the technological process is 
stored in the historical module (History Module, HM) of 
Honeywell DCS [23]. Developed Smart technology is aimed at 
working with the predicted events of the Honeywell DCS, with 
obtaining data for processing using the HM. 

3.2. Smart technology based on Honeywell PKS distributed 
control system  

Let consider the general structure of the proposed Smart-
technology for complex objects prediction and control. The 
Honeywell PKS distributed control system consists of nodes 
described by controllers, operator consoles, control devices, data 
storage equipment, etc. The information transfer between nodes 
occurs through a local and universal control network. Information 
is collected in a historical module that is connected to a local 
control network, and a process history database is formed here. 

The developed Smart-technology is designed to work with the 
predicted events of Honeywell PKS (Figure 1). The process 
history database containing current information on the behavior 
of a complex control object (readings from sensors, monitoring 
systems, etc.) is processed on the basis of a multi-algorithm 
approach (Figure 2). 

Then a database of optimal parameters is formed for prediction 
and control on the basis of AIS algorithm, clonal selection. 
Depending on the nature of the processed data in the modified 
algorithm based on the AIS method, the most effective algorithm 
is selected that shows the best predictive result. 

Further in the paper, as an example, we will consider the 
complex control object of the Tengizchevroil enterprise: a 
fragment of the Installation 300 for cleaning gases from acidic 
components [21]. 
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Figure 2: The structure of the developed Smart technology for complex objects 

prediction and control based on Honeywell PKS 
 

4. Modified artificial immune algorithm based on clonal 
selection 

Nowadays, the approach of artificial immune systems is a 
promising area of research. This method has the following 
advantages: adaptability, memory, dynamic arrangement of 
elements, ability to self-organization, etc. There are several main 
areas of AIS research: negative selection algorithms (NSA), 
immune system algorithms (INA), danger theory algorithms 
(DTA), and clonal selection algorithms (CSA) [22]. 

Let consider in more detail the clonal selection algorithm [23-
25]. When a foreign antigen enters the body, special cells B-

lymphocytes produce antibodies bA . Each cell produces only one 

type of antibody that is relatively specific for the antigen. At 
binding antibodies (receptors), as well as using T-helper cells, the 
antigen stimulates B cells to multiply and to mature into plasma 
cells. Different cell divisions produce clones, by which there is 
meant a set of cells that are descendants from a single cell. Plasma 
cells most actively produce antibodies B-lymphocytes that divide 

rapidly. Antibodies bA  divide much more slowly. Lymphocytes 
can also differentiate in addition to plasma cells into long-lived 
memory cells - B - memory cell. Memory cells circulate through 
the body through the blood, lymph and tissue. In a secondary 
immune response, they can turn into large lymphocytes capable 
of producing antibodies with high affinity. These cells are pre-
selected for the specific antigen that stimulated the primary 
response. The clonal selection algorithm is based on the following 
operations: selection, cell cloning and mutation. The selection 
procedure is carried out for cells with higher affinity and 
subsequent cloning, while other cells undergo a mutation process, 
which helps to improve their quality. 

The clonal selection algorithm is presented as follows [23]: 

Algorithm 1  

Step 1. Generation of a set of possible solutions ,Р  composed 
of a subset of memory cells ,М  added to the remaining population 

rР . 

MPР r ⋅=                                       (1) 

Step 2. Determination of the best individuals n , the population 

nР  based on the value of affinity (affinity). 

Step 3. Cloning of  n   best individuals of a population, with 
the generation of a temporary population of clones С . 

Step 4. Representation of a clone population to a 
hypermutation procedure, where hypermutation is proportional to 
the affinity of the antibody and antigen. Creation of a population 
of mature antibodies *С . 

Step 5. Repeated selection of improved individuals from the 
population *С  in order to form a set of memory М . Some 
members of the population Р  may be replaced by other improved 
population individuals *С . 

Step 6. Replacement of antibodies d  by the new ones. Cells 
with lower affinity have a higher probability of replacement. 

Modern methods of artificial intelligence are well established 
for the development of complex objects control systems, but 
unfortunately these approaches are not universal, and need to be 
customized for specific cases, taking into account the features of 
the object and the system parameters. The quality of forecasting 
and management directly depends on the processed data. The 
higher the quality of the data is, the more accurate is the forecast. 
Therefore, the application of the multi-algorithm approach is 
actual, within the framework of which the procedure of 
preliminary production data processing is carried out on the basis 
of modern statistical and intellectual algorithms. As a result of 
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research several methods are considered. Algorithms that will 
give the best predictive result are used for further research. 
Preliminary production data processing within the framework of 
the proposed Smart technology is carried out on the basis of the 
following approaches: 

• Statistical approach - factor analysis and principal 
component method; 

Statistical approaches are often used to process production 
data. In order to solve the problem of reduction of non-
informative parameters during the study of complex industrial 
facilities, factor analysis (principal component method) has 
proven itself well. Among the advantages of factor analysis we 
can note the ability to analyze hidden (latent) relationships 
between parameters, as well as the relative simplicity of 
implementation [26]. As a disadvantage there should be noted the 
difficulties in the interpretation of the obtained results. 

The algorithm of factor analysis consists of the following 
steps. The entire data set must be rotated counterclockwise, with 
the first axis associated with the maximum dispersion, and each 
subsequent one with the others. According to the results of the 
data rotation, the parameters that lie closer to the origin of 
coordinates are subject to reduction, as uninformative. 

• Swarm intelligence - particle swarm optimization 
algorithm;  

Let consider the concept of swarm intelligence (SI) [27]. The 
term SI was proposed by Beni and Wang in application to cellular 
robots and implied the collective behavior of a decentralized self-
organizing system. Then it was used in the theory of artificial 
intelligence and describe the social behavior of living organisms 
(particle swarm method, ant algorithm, bee algorithm, wolf pack 
algorithm, bat algorithm, etc.). 

In the proposed Smart technology, in the framework of the 
multi-algorithm approach, a particle swarm optimization 
algorithm is considered in detail. 

A feature of the PSO method is that during each iteration, the 
solution is evaluated using the objective function to determine its 
suitability [28]. Each solution is represented as a particle in the 
search space. Particles move in the search space in order to find 
the maximum value of the objective function. As the particles 
move, each particle has a position in the search space, speed, and 
an individual best position. The PSO algorithm consists of the 
following steps [26, 27]: 

Algorithm 2 Particle Swarm Optimization 

Step1 . Initialization of a particles swarm. 

Step 2. Evaluation of the suitability of each particle. 

Step 3. Calculation of historically optimal positions of 
individuals. 

Step 4. Calculation of historically optimal positions of the 
swarm. 

Step 5. Speed and position update of particles according to the 
equation of speed and position. Repeat of this iteration until the 
stop condition is reached.  

The speed of each particle is calculated by the formula:  

))()((
))()(ˆ()()1(
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11

txtgrc
txtxrctt

i

iiii
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+−⋅⋅+=+ ϖυυ           (2) 

where i  - particle index; ϖ - inertia coefficient 2.18.0 ≤≤ϖ ; 
21, cc - acceleration coefficients ( 2,0 21 ≤≤ cc ); 

21, rr - random 
values lying in the range 1,0 21 ≤≤ rr ; )(1 tυ - particle speed in time 
t ; −)(1 tx  particle position in time t ; −)(tg  the best swarm 
solution in time t .  

The change in the position of each particle of the swarm is 
calculated by the following formula:  

)1()()1( ++=+ ttxtx iii υ                           (3) 

The advantages of the PSO algorithm include: a simple 
implementation; small amount of adjustable parameters; parallel 
computations are possible; with a certain setting has the ability to 
fast convergence; no matches and mutations; has small 
requirements for computer memory and fast calculation speed; can 
be used in case when the representation of a mathematical model 
is impossible. 

• Random Forest (RF) algorithm, etc.  

Nowadays, the RF algorithm is a promising method of machine 
learning, capable of solving the problems of image recognition, 
prediction and selection of informative features [28]. A random 
forest is created on the basis of decision trees and has the same set 
of hyperparameters, while in RF the process of searching for the 
root node and the separation of object nodes is performed 
randomly [29, 30]. The more trees in the forest, the more accurate 
the simulation result are. 

The advantages of the RF algorithm are following: there is no 
risk of retraining of the model; the algorithm has flexibility and 
high accuracy; no need to scale data; individual decision trees can 
be trained in parallel; data processing ability with a large amount 
of attributes, etc. 

The operation of the Random Forest algorithm is presented 
below:  

Algorithm 3 Random Forest 

Step 1. Arbitrary selection of f  signs from the total number 
of F  signs. 

Step 2. Calculation of a node among f  features using the best 
separation point. 

Step 3. Separate a node on child nodes using the best partition. 

Step 4. Repeat steps 1-3 until reaching the value of the number 
one. 

Step 5. Creation of a forest by n  repeating of the steps 1-4 in 
order to create the n  number of trees. 

Based on the previously discussed methods, the modified AIS 
algorithm based on clonal selection can be described as follows 
(Figure 2).  
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Algorithm 4 Modified artificial immune algorithm 

1. Connection to the historical module of the Honeywell PKS 
distributed system. 

2. Data collection (readings from sensors) describing the 
behavior of a complex control object. 

3. Formation of a database of system parameters. 
4. Pre-processing of the obtained database, rationing, 

centering and filling in the missing data. 
5. Formation of the optimal set of parameters due to the 

reduction of non-informative data based on the multi-algorithm 
approach. 

5.1 Reduction of non-informative parameters based on the 
statistical approach, the principal component method. 

5.1.1 Evaluation of the performance of the PCA algorithm. 
5.1.2 Formation of a database of optimal parameters DB_PCA, 

describing the behavior of a complex object. 
5.2 Reduction of non-informative parameters based on swarm 

intelligence, particle swarm algorithm. 
5.2.1 Evaluation of the performance of the PSO algorithm. 
5.2.2 Formation of a database of optimal parameters DB_PSO, 

describing the behavior of a complex object. 
5.3 Reduction of non-informative parameters based on the 

Random Forest algorithm. 
5.3.1 Evaluation of the performance of the Random Forest 

algorithm. 
5.3.2 Formation of a database of optimal parameters DB_RF, 

describing the behavior of a complex object. 
6. The solution of the problem of image recognition on the 

basis of clonal selection. Processing the received databases 
(DB_PCA, DB_PSO, DB_RF) and prediction. 

6.1 Selection of an efficient algorithm that shows the best 
prognostic result. 

6.2 Decision-making on the complex object control.  

The proposed technology in industrial operation is most 
conveniently implemented on the basis of a multi-agent approach. 
Further there is presented a developed multi-agent Smart system 
for complex objects prediction and control. 

5. Multi-agent object control Smart-system 

Nowadays, multi-agent systems (MAS) are widely used in the 
field of industrial automation and artificial intelligence. A multi-
agent system consists of independent agents with autonomy, 
decentralization, and flexibility. At developing complex industrial 
systems using MAS, the process of modeling and control is 
greatly facilitated. The paper [31] presents the MAS technology 
for organization of a flexible production process of customized 
products, through cooperation between companies, for the 
integration of heterogeneous production systems. Article [32] 
presents the use of a multi-agent artificial immune system for 
detecting and classifying network intrusions. Researches [33] are 
devoted to a decentralized multi-agent control system based on 
artificial immune systems. This system consists of the following 
target agents: the agent of self-organization, the agent of 
interaction, the agent of following specific goals and has the 
properties of flexibility, the ability of agents to work 
autonomously, the ability to optimally distribute the system 
resource, multifunctionality and self-organization. 

Based on the foregoing, the development of a multi-agent 
Smart system for complex objects control at TengizShevroil for 
the integration of the developed modified artificial intelligence 
algorithms into production is relevant. Figure 3 shows the 
structure of the multi-agent Smart system. 

database agent

аgent manager

data pre-
processing agent

clonal selection 
agent

AIS prediction 
error estimation 

agent

assistant 
agent

decision-making 
agent

data reduction 
agent

Multi-agent object 
control Smart-system

 
Figure 3: Structure of multi-agent smart system for complex objects control 

 
Table 1 describes the main agents and their functions. 

Table 1: Functions of agents of multi-agent smart system 

Agent name Function of the agents 

Database 
agent 

A database agent is needed to organize data 
readout from the Honeywell PKS historical 
module of the distributed control system. The 
generated database consists of sensors and 
monitoring systems, which allow to assess the 
state of the technological control object 
(normal operation, work with deviations, an 
accident, etc.).  

Data 
preprocessing 
agent 

The agent of preliminary data processing is 
responsible for rationing, centering, filling in 
the missing data in the database of parameters 
of the control object. The agent interacts 
directly with the database agent.  

Data 
reduction 
agent 

The data dimension reduction agent performs 
information processing based on the multi-
algorithm approach for reducing non-
informative parameters describing the 
behavior of a complex object.  

Clonal 
selection 
agent 

The agent implements the approach of 
artificial immune systems, the clonal selection 
algorithm for prediction of the behavior of a 
complex object. 

AIS 
prediction 
error 
estimation 
agent 

This agent is designed to select the algorithm 
with the best predictive result.  

Decision-
making agent 

The decision support agent generates 
recommendations for process control based on 
the obtained data on the results of the 
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prediction based on the modified AIS 
algorithm. 

Assistant 
agent 

The agent contains reference information 
about the algorithms and principles of data 
processing. Assistant functions are necessary 
for correct input of information into the 
system.  

Agent 
manager 

Agent Manager coordinates the work of other 
agents.  

 
6. Simulation results 

6.1. Technological process of oil gases cleaning from acidic 
components at installation 300 

Researches were conducted on the real production data of the 
TengizChevroil company. The enterprise consists of several 
complex technological lines (CTL) and installations (Figure 4). 

As the control object we will consider the Installation 300, 
which is intended for the petroleum gases cleaning from acid 
components: hydrogen sulfide, carbon dioxide and carbon dioxide. 
Acidic components are removed using a solution of 
diethanolamine [21]. The raw materials of the U300 are high and 
medium pressure oil gases coming from Installation 200 (U200) 
intended for gas separation. The final products of the U300 are: 
purified high-pressure gas entering the Installation 700 for 
fractionation; refined medium pressure gas returned to the U200 
for compression; acid gas with a high content of hydrogen sulfide, 
is sent to the installation 400 for the production of sulfur. In general, 
the U300 consists of the following main components: high-
pressure gas cleaning, medium-pressure gas cleaning, dietalomine 
regeneration, amine filtration, chemical supply, etc. 

Installation 
200 
Gas 

separation, 
oil stabilization

Installation  
300 

Cleaning from 
acid gas (H2S, 

CO2)

Installation  
720 

Gas 
dehydratation

Oil and 
Gas

Installation 
1500 

Demercap-
tization

raw oil

Installation 
400/500/600

sulfar

Installation  
700 

Gaz 
fractionation

Propane 
cooling

Installation   
740

Installation  
730 

Propane drying 
unit

Final 
product

 
Figure 4: The structure of the Tengizchevroil enterprise 

Table 2: Specification of medium pressure gas cleaning equipment 
Designation on the 

diagram 
Unit Name 

D-302 Medium Pressure Absorber 

F-328 Medium Pressure Separator and Coalescer 

F-324 Medium Pressure Filter-Separator 

F-320 Separator 

F-319 Separator 

F-303 Saturated Amine Tank 

F-203 Low pressure separator 

GC-200 First stage line 

GC-201 Second stage suction line 

EA-302 Regenerator reboolers (4 heat exchangers) 

EA-304 Regenerated / saturated amine heat exchanger 
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Figure 5: Fragment of the U300 technological scheme, medium pressure gas cleaning  
 

The technological process of medium pressure gas cleaning in 
the absorber D-302 (medium pressure absorber) was chosen as a 
complex control object.  

6.2. Medium Pressure Gas Cleaning of the Installation 300 

Let consider a fragment of the U300, a medium pressure gas 
cleaning process (Figure 5, Table 2). The flow of raw gas enters 
the medium pressure absorber D-302 from the U200. In separators 
F-328, F-324, F-320 the hydrocarbon condensate is removed from 
the raw gas and transferred to the low-pressure separator F-203. 
This process is controlled by level controllers: LIC31053, 
LIC31051, LIC31052 and LIC31004.  

Next, gas from the F-320 enters D-302. In the medium pressure 
absorber, the absorption process of SH 2

 and 
2СО  also takes 

place due to the contact with two streams of the solution of 
regenerated diethanolamine [21], the temperature of which should 
not be lower than 540  in order to prevent condensation of 
hydrocarbons. In a medium pressure absorber, a pressure is 
approximately 24.5 bar. Gas temperature is measured using 
TI31050.  

The absorber D-302 in the upper part consists of 11 valve plates, 
the pressure drops on which are measured using PDI31015, 
PDI31003 and PDI31004. In the case of a high pressure differential, 
plates may be blocked or foamed in the absorber. In order to 
prevent foaming, the antifoam injection points are located on the 
supply line of the regenerated amine in the column to the flow 
regulators: FIC31004 and FIC31005. The output of saturated 
dietalomine to the F-303 receiver is regulated by the LIC31005 
regulator.  

Next, the purified gas passes through an F-319 separator, where 
about 99% of the amine solution is removed in droplet particles of 

10 microns and more in size and discharged to F-303. The output 
of the amine solution in F-303 is controlled by the LIC31021 level 
controller. Sulfured gas from F-319 is directed to the suction line 
of the second stage of GC-201. The consumption of 
diethanolamine in the upper section is regulated by the flow 
regulator FIC31004, and in the lower section by the FIC31005. 
The consumption of purified gas from D-302 is measured using 
FI31003, the concentration of SH 2  is measured by QRAH31001. 
A total of 457 sensors are located on the U300, information from 
which is collected on the basis of the distributed Honeywell DCS 
control system. Sensor specifications are presented in Table 3. 

As an example, let consider daily measurements from the U300 
medium-pressure gas cleaning unit. A fragment of the parameters 
database is presented in Table 4. 

 

6.3. Simulation of the developed Smart technology on the example 
of a complex object of the medium pressure absorber 

Modern distributed control systems, such as the Honeywell DCS 
during the operation collect a huge amount of production data, the 
processing of which in industrial operation conditions is a 
complex task. Particular attention is paid to industrial safety, in 
connection with which there are different priorities of the alarms: 
emergency, high, low, logging and sending to the printer, writing 
to the log, sending to the printer and no action [21]. In this case, 
there are three alarms states: on, off, disabled. Therefore, for the 
application of the developed Smart technology there are selected 
5 classes, depending on the state of the object for an alarm: 

1 class. The alarm priority - emergency, the alarm state is on; 
2 class. The alarm priority - high, the alarm state is on; 
3 class. The alarm priority - low, the alarm state is off; 
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Table 3: Specification of sensors for the U300 circuit fragment, medium pressure gas cleaning block 

№ Number of 
position Purpose of the device Measure Measurement 

range Manufacturer 

D1 LIC31053 buoy level gauge 
kg/1007 мм 

 
0,046-0,75 Fisher 2390B-249ВF 

D2 LIC31051 buoy level gauge kg/559 мм 0,051-0,843 
Fisher DLC3010-249BF 

 

D3 LIC31052 buoy level gauge 
kg/631 мм 

 
0,058-0,949 

Fisher 2390B-249ВF 

 

D4 LIC31021 buoy level gauge 
kg/500 мм 

 
0,029-1,054 

Fisher 2390B-249ВF 

 

D5 LIC31004 buoy level gauge kg/500 мм 0,034-0,724 Fisher 2390B-249ВF 

D6 LIC31005 difference converter mbar 0-294,2 Rosemount 3051CD2 

D7 TI31050 temperature converter °С 0-100 Honeywell STT350-0-
EP0 

D8 PDI31003 pressure drop mbar 0-280 Rosemount 3051CD3A 

D9 PDI31004 pressure drop mbar 0-180 Rosemount 3051CD2A 

D10 FIC31004 consumption regulator with indicator mbar 0-600 
Rosemount G1151DP4E 

 

D11 FIC31005 consumption regulator with indicator mbar 0-1124 
Rosemount G1151DP5E 

 

D12 QRAH31001 analyzer of SH 2
in gas ppm SH 2

 0-50 Tracor Atlas 722R/102 

Dn … … … … … 

 

Table 4: Fragment of the parameters database of medium pressure gas purification 
process of U300 

№ TI31050 LIC31053 PDI31003 … QRAH31001 

1 85,563 41,815 229,829 … 44,509 
2 57,315 7,017 243,282 … 43,887 
3 96,944 92,453 186,916 … 47,597 
4 85,257 44,324 232,445 … 237,979 
5 85,844 47,465 233,306 … 46,529 
6 87,093 50,434 247,162 … 45,659 
7 83,714 33,813 215,779 … 49,894 
8 86,189 40,041 228,184 … 46,105 
9 85,688 41,387 228,406 … 49,168 

10 83,381 32,606 213,857 … 45,197 
11 82,75 31,564 212,562 … 44,564 
12 84, 76 30,187 211,865 … 43,765 
… … … … … … 
800 74,379 51,453 220,456 … 25,648 

4 class. The alarm priority - writing to the log and sending to the 
printer, the state of the alarm - prohibited; 
5 class. The alarm priority - no action, the state of the alarm is 
prohibited. 

Remark. The creation of classical mathematical models for 
complex control objects is a time consuming task. As a 
mathematical model for research, there is considered a time series 
consisting of records from the medium-pressure absorber sensors. 

As a modeling environment, modern Rapid Miner software 
products and WEKA operators were used. Let consider a fragment 
of the DB_D302 database describing the state of the complex 
control object of the absorber D-302 at medium pressure gases 
cleaning on the U300 consisting of 12,000 copies of data. Figure 6 
shows the visualization of results from the DB_D302 database 
sensors According to the 4th algorithm, the database DB_D302 is 
pre-processed.  

Then, within the framework of the multi-algorithm approach, 
the PCA algorithm is applied in order to reduce the low-
informative features that characterize the behavior of the complex 
control object D-302. Figure 7 shows the simulation results in the 
form of a graph of attributes ranking by degree of importance, as 
well as the visualization of the DB_D302 database after the non-
informative parameters reduction. Similarly, the reduction of low-
information descriptors is performed using the Random Forest 
algorithm (Figure 8) and the PSO swarm intelligence algorithm 
(Figure 9). 
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Figure 6: Fragment of DB_U300_D302 database visualization in 2D and 3D form  

 
 

Figure 7: Low-informative parameters reduction using PCA 

 
Figure 8. Low-informative parameters reduction using Random Forest 
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Figure 9. Low-informative parameters reduction using PSO 

prediction

D2

real values

 
Figure 10. Prediction based on modified algorithm PSO - Clonal Selection  

Further, according to the 4th algorithm, after the selection of 
informative features, the task of classification is solved using the 
AIS algorithm, based on clonal selection. A comparative analysis 
of the simulation results is presented in Table 5.  
Table 5: Comparative analysis of image recognition results based on clonal 
selection  

Feature selection 
method 

PCA RF PSO 

Performance of feature 
selection 

87,67% 95,45%  94,56% 

Runtime of feature 
selection 

1 min 25 sec 7 min 34 sec 1 min 4 sec 

Performance of clonal 
selection classification 

85,53% 86,74% 93,67% 

Runtime of feature 
selection 

56 sec 2 min 59 sec 34 sec 

Because the Honeywell DCS distributed control system from 
the Installation 300 collects a huge amount of production data, the 
required time to simulate multidimensional data is a necessary 
criterion for evaluating the effectiveness of the modified algorithm. 

In the case of the use of intelligent algorithms in the 
development of control systems, it is impossible to use classical 
sustainability criteria in order to assess the effectiveness of the 
developed Smart technology. The effectiveness of the heuristic 
algorithms is carried out using the calculation of such parameters 
as [35]:  

• accuracy - accuracy (relative amount of correctly 
classified examples, percentage of correct predictions); 

• classification_error - the percentage of incorrect 
predictions;  

• kappa - kappa statistics calculation; 
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• weighted_mean_precision - weighted average value for 
each class of measurement accuracy;  

• spearman_rho - rank correlation between actual and 
predictable labels using Spearman's rho measure, which shows a 
linear relationship between two variables;  

• kendall_tau - rank correlation using Kendall's tau measure, 
showing the strength of the relationship between two variables;  

• absolute_error - average absolute deviation of the 
predicted values from the actual value;  

• relative_error - average absolute deviation of the forecast 
from the actual value divided by the actual value; 

• relative_error_lenient - average relative error, which 
shows the average absolute deviation of the forecast from the 
actual value divided by the maximum of the actual value and the 
forecast;  

• relative_error_strict - average severe relative error; 

• normalized_absolute_error - normalized absolute error; 

• root-relative-squared error - averaged relative quadratic 
error, etc. 

Table 5 shows the final accuracy parameter showing the 
percentage of correct predictions by the proposed methods. 

Therefore, according to the research results within the multi-
algorithm approach, the best prognostic result for solving the 
problem of prediction and control of the process of medium-
pressure gases cleaning based on real data of the control object D-
302 is a modified algorithm PSO - Clonal Selection. A 
visualization of a fragment of the prediction results based on the 
PSO - Clonal Selection algorithm is presented on Figure 10. 

7. Conclusion 

As a result of the research, there was proposed a Smart 
technology for complex objects control based on Honeywell’s 
distributed control system and an artificial immune system 
approach. The scientific novelty of the proposed technology is 
following: 

1. The technology allows the prediction and control of complex 
objects of the oil and gas industry based on the intellectual analysis 
of historical data obtained from the distributed control system of 
Honeywell DCS. 

2. There was developed a modified algorithm of artificial 
immune systems on the basis of a multi-algorithm approach in 
order to improve the quality of prediction of the behavior of 
complex objects under industrial operation. 

3. There has been created a multi-agent Smart system that 
allows the integration of the proposed modified artificial 
intelligence algorithms into real industrial control systems. 

4. Presented the simulation results on the basis of a real 
complex facility of the TengizShevroil enterprise (medium 
pressure absorber) of a fragment of the installation line 300 for gas 
cleaning from acid components. 

Therefore, the proposed Smart technology allows the 
implementation of artificial intelligence algorithms based on real 
industrial production, in case when the classical methods of control 
theory are not efficient and unsuitable for working with large 
amount of data. 
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 The task of fuzzy mathematical modeling of the composition of a polymer composition is 
singled out and formulated, as one of the types of chemical-technological systems for 
creating the theoretical foundations for managing the physicochemical properties of the 
material produced from this composition. Fuzzy data on the technical functions and 
concentration of individual ingredients that included in the composition in the form of fuzzy 
numbers are used as the initial formalized information at modeling the polymer 
composition. As a result, a parametric space is formed that describes the multicomponent 
system under study. The index of compliance of each parameter of the polymer composition 
with the requirements for the physicochemical properties and quality of the polymer 
material is calculated. This allows you to go to the relative dimensionless real values. 
Weighted voting procedure is used as an aggregate function. The obtained numerical value 
reflects the integral measure of the compliance of the chemical-technological system with 
the requirements for the polymer composition. 
An example of the choice of ingredients of the polymer composition by calculating using 
fuzzy numbers is presented. In addition to the formulation of the problem, the study develops 
the mathematical software for the intellectual system supporting the research and 
production activities of the chemical technologist to substantiate the decision to choose a 
polymer composition. 
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Accepted abbreviations: PC — polymer composition, CTS — chemical-technological system, PCM — polymer composite material, 
FS — fuzzy set, IS — information system, DNA — Deoxyribonucleic acid 

1. Introduction  

This study is an extension of work originally presented in 
International Russian Automation Conference [1]. The study gives 
a new vector of application of fuzzy mathematics methods in the 
analysis of complex multifactor technical systems, including 
chemical-technological system (СTS), for their identification and 
pre-experimental research. These systems, as a rule, are described 

by fuzzy information: the presence of linguistic descriptions, 
intervals, lack of data, incompatible research results, conflicting 
expert opinions, etc. Under these conditions, mathematical 
modeling using this information also has a fuzzy nature and a 
multiplicity of solutions. Nevertheless, the use of fuzzy 
mathematics, fuzzy modeling allows at the preliminary stage to 
choose the optimal and economical strategy of the experiment and 
evaluate the expected technical result, which is directly related to 
product quality. It should be noted that the use of fuzzy set (FS) for 
the preparation of initial information in the simulation of СTS has 
recommended itself from the positive side, as a form of theoretical 
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analysis of polymer composition (PC) and finding the relationship 
between the components and properties of the polymer system as 
a whole. Here, a prerequisite is the identification and ranking of 
the technical functions of the ingredients of the PC. Managing the 
properties of polymer composite material (PCM) is an important 
task of chemical technology, it can be extended to: oil and gas 
processing (primary separation, refining, age hardening), 
petrochemical and organic synthesis, biotechnology, the 
technology of high-molecular substances, the technology of 
processing plant and animal raw materials and etc. [2]. 

The formation of the PC optimization problem and its solution 
is based on the “composition – property – quality – application” 
dependence and provides for the selection of a certain number of 
ingredients with the necessary technical functions using fuzzy 
modeling. In this paper, this idea is extended to the PCM analysis. 

Raw PC, in other words, mixtures, are complex systems. They 
are based on polymer matrices in which various ingredients are 
added. The interaction between such matrices, their structure and 
composition also depend on the chemical and technological 
processes of their processing. PC-derived composites are also 
complex heterogeneous systems and can be divided into five 
leading classes: 

1. Matrix, consisting of a continuous phase (matrix) and a 
dispersed phase (discrete particles) (dispersed — hardened 
composite materials). 

2. Compositions with fibrous fillers. 

3. Mixed compositions. 

4. Compositions having an interpenetrating structure of two 
or more continuous phases. 

5. Layered PCMs. 

Considering the special interest of researchers and the market 
of consumers of polymer products to nanotechnology, let us 
mention the polymer matrix of the “polymer matrix – additive 
(filler)” composition, in which 2D and 3D nano-ingredients are 
used as fillers — graphene and carbon nanotubes. Here, 
mathematical modeling can be conducted based on the analysis of 
ingredients in the direction of predicting the level of physical and 
mechanical properties, depending on the number and size of 
nanoparticles and the parameters of the polymer matrix of a stable 
configuration. This direction is at the beginning of development, 
therefore, in most cases, problems are solved on the basis of 
experiments [3, 4]. Here the applicability of fuzzy mathematics is 
quite possible when calculating and analyzing results. Thus, the 
PC is ultimately a multi-component, inhomogeneous system, the 
characteristics of which do not allow to calculate the exact values 
of technical effects by its component. The versatility of the 
situation emphasizes the fact that in addition to a large set of active 
and inactive fillers, modern technology with a different purpose 
gives rise to the use of new modifying additives, a brief description 
of which is proposed below. In parentheses are their possible 
concentrations in the PC. 

Light stabilizers allow for a long time to maintain the original 
color of the product and its mechanical strength, providing 
protection from ultraviolet rays. Here you can point to derivatives 
of benzonitrizol, benzophenol, nickel and cobalt salts of 

substituted phenols, etc. It has been established experimentally that 
they are effective even at very low concentrations (0.1 –5.0%). 

Antioxidants prevent thermo-oxidation and slow down 
destruction during extrusion and injection molding. Also, these 
additives are used to protect the polymer when processing in 
aggressive environments. The mixtures compounds of phenols and 
phosphides (0.1 – 2.0%) are the most popular here. 

Plasticizers are low molecular weight organic substances that, 
when introduced into the composition at the preparation stage, 
reduce the interaction between adjacent macromolecules. At the 
same time, common plasticizers include esters of organic and 
inorganic acids, such as dibutyl phthalate, di-(2-ethylhexyl) 
phthalate, dibutyl sebacate, tricresyl and tributyl phosphate, 
refined products, (petroleum oil), coal and wood materials 
(cumarone indene resin, rosin, etc), epoxidized vegetable oils, etc. 
The temperature of decomposition of plasticizers should be higher 
than the processing temperature of PC (0.1 – 45.0%). 

Combined additives (light stabilizer + antioxidant + dye, etc.) 
are widely used in the production of agricultural films. They allow 
to use the polymer for its intended purpose after recycling (0.1 – 
45.0%). 

Flame retardants are the most important additive limiting the 
flammability of PCM. Special flame retardants are used for the 
production of non-combustible and low-flammable films, sheets 
and molded products. They are divided into three large groups: 

• chemically interacting with the polymer; 
• intuminescent; 
• additives mechanically miscible with polymer. 

Flame retardants are most often halogen-containing and 
phosphorus-containing compounds, as well as metal hydroxides 
and other inorganic compounds (0.1 – 3.0%). 

Antistatics can get rid of the static effect. For example, in the 
manufacturing of cases for audio and video equipment. Commonly 
used antistatic agents include alkylamines (up to 3.0%). 

Slip agents are an internal lubricant in a polymer matrix that 
reduces melt viscosity, improves extrusion performance, makes 
the surface smoother, shinier and glossy, and reduces the 
coefficient of friction of products. Active ingredients are 
derivatives of higher fatty acids (depending on technology). 

Anti-blocking additives prevent sticking, that is especially 
important in the production of polypropylene films. The packages 
made of a film with such additives are easily opened. Package 
walls do not stick together. Active ingredients are silicic acid or 
amide waxes (0.1 – 0.3%). 

Antislips are additives that are similar in properties to 
antiblocking. They give the surfaces of the films roughness. They 
are used in the manufacturing of packaging, bags for packing bulk 
products and other products. One of the antislips is ultra high 
molecular weight polyethylene (0.1 – 0.3%). 

Antiseptics prevent the biological destruction of PCM (up to 
2.0%). 

Nucleates affect the supramolecular structure of the polymer 
matrix, making it more fine-grained. At the same time, the 
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crystallization time is significantly reduced, the product is cooled 
faster. In addition, the effect of greater transparency of the films is 
created. Nucleates are used exclusively for polypropylene (0.1 – 
0.3%). 

Foaming additives are used to manufacture porous 
polypropylene and polyethylene products. The structure of the 
matrix is loosened, the extensions disappear with the introduction 
of additives. They are designed to produce decorative films used 
in the packaging of gift sets, as decorative ribbons, gaskets in cork 
and other purposes (depending on the requirements of technology). 

Modifier in the production of stretch films. It gives them the 
effect of additional elasticity, and for some polymers, including 
polypropylene, impact resistance (no information). 

This list is rapidly replenishing and expanding today, for 
example, so-called processing additives that improve the economy 
and technological parameters of processing activities (in each case 
individually) can be singled out separately. 

Today, PC theory is an attempt to solve the problem of how the 
final physicochemical properties of finished products depend on 
the composition, chemical-technological and physical-technical 
parameters. The ultimate goal here is to obtain materials with 
desired properties. To achieve this goal it is necessary, setting the 
final properties of the designed material or product, to know the 
parameters of their manufacture.  

General requirements for PC ingredients are as follows: 

a) thermodynamic compatibility with the polymer matrix 
should be ensured, preferably before the formation of a 
molecular solution; 

b) should not be volatile; 

c) do not bleed out of the polymer matrix; 

d) should be nontoxic, chemically and thermally resistant. 

As an example (Table 1) [5], we consider the composition (in 
weight parts) of an electrically insulating PC from the Russian 
patent which is well illustrating the multifactorial nature of the 
identification problem and the versatility of PCM ingredients. And 
this is not the most difficult PC. 

Therefore, for PCM ingredients, their effect on the polymer 
matrix is empirically determined. And to obtain a PC with the 
desired set of properties, both polymer matrices and individual 
ingredients are selected. The complexity of the problem is obvious, 
as is the complexity of the system. 

It should be noted that for particular cases of the theoretical 
analysis of the properties of PCM, many CTS analysis methods are 
used: discriminant, factorial, regression, etc., to identify the control 
actions and calculate their consequences, while operating in 
numerical spaces [6 – 8]. But in the presence of nonnumeric, for 
example, linguistic parameters, such methods become of little use 
and require additional efforts to harmonize the source data and 
mathematical methods. Comparing and critically analyzing the 
existing mathematical approaches [2, 6 – 9] we can conclude that 
an important part of this problem is overcome by using FS for 
describing both numerical and nonnumeric parameters. The 
solution of the problem itself is carried out by methods of fuzzy 

mathematics. Important elements of the latter are increasingly 
being applied in the scientific analysis of the CTS [10 – 13]. 

Table 1: Composition of a Polymeric Composition (in Weight Parts) 

Components 
No. 

1 2 3 4 5 6 7 

PVC S-70* 100 100 100 100 100 100 100 

Dioctyl 
phthalate 

40 - - - 70 - - 

Diisononyl 
phthalate 

- 45  40 - 80 - 

Trioctyltrimeth
yl metat 

- - 50 - - - 50 

Isodecyldephen
yl phosphate 

- - - 20 - - 15 

Calcium 
carbonate 

40 60 80 100 120 140 160 

Tribasic lead 
sulfate 

3 - 5 - 4 - 6 

Dibasic lead 
phthalate 

- 4 - 3 - 5 - 

Antimony 
trioxide 

3 4 5 6 7 6 8 

Zinc oxide 2 3 4 6 8 2 4 

Zinc borate 2 5 6 3 3 8 4 

Diphenylolprop
ane 

0.20 0.25 0.30 0.35 0.4 0.35 0.30 

Magnesium 
hydroxide 

20 - 40 25 60 - 80 

Aluminium 
hydroxide 

- 30 20 50 - 70 - 

Metallic silver 
in the form of 
nanoparticles 

0.001 0.005 0.01 0.015 0.02 0.025 0.03 

* PVC S-70 – polyvinyl chloride polymer matrix, Russian brand 
S-70. 

In connection with the above, let us point out that the 
management of PCM properties is possible in various theoretical 
and further practical ways, such as: 

1) pre-experimental heuristic identification, 

2) the choice of the polymer type, 

3) changes in production technology of polymer used as a 
matrix (polymerization, polycondensation, modification, 
crystallization, structuring), 

4) regulation of the concentration and technical functions of 
the ingredients, 

5) variation of composition and structure. 
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Among the newer modern experimental approaches to the 
management of PCM properties through the “composition – 
properties” relationship, for example, layer-by-layer deposition of 
polymers can be specified to control the conductivity of 
ophthalmic preparations through lenses [11], the regulation of 
technology to control the physicochemical properties of PCM 
[12 – 16 ], or increase, in the particular case, of the structural 
stability of such a biopolymer as DNA, when counter-ions are 
neutralized with the help of polyamines [15]. From what has been 
said, it is clear that controlling the properties of the polymer matrix, 
whether it be an olefin or DNA, is a separate scientific and 
technological task. Here, we have not found any works on the 
application of FS for the theoretical analysis of the polymer matrix 
— a full-scale experiment is fully used. So we have attributed 
points 4, 5 to the above list to our problems. 

Here, the use of fuzzy analysis for the study of polymer 
systems and their particular case of PCM and comparison of 
mathematical procedures of fuzzy analysis [16, 17] made it 
possible to formulate the task of managing the properties of PCM 
and to obtain particular methods of its solution. Let us make the 
restrictions related to the subject area of this article and introduce 
it into the framework of the general task of studying CTS, while 
considering the PC as a system consisting of an undefined set and 
their number. Mathematical modeling and optimization of this 
CTS will be carried out under the conditions mentioned above, 
multicriteriality, incompleteness and vagueness of the initial 
information. This information can include the knowledge, 
experience and intuition of a specialist expert, which provides the 
basis for managing these systems — one of the main modern 
vectors of their development. We repeat that the identification of 
optimal and compromise technical solutions at the early stages of 
the formation of a plan for laboratory research and pilot product 
releases in world practice is known [18, 19], but it is still an urgent 
task focused both on the creation of new equipment and 
technology, and on the savings of intellectual and material 
resources. In principle, the problem of analyzing fuzzy data is 
relevant for analyzing the internal problems of the intelligent 
systems themselves, which are oriented toward interaction with 
both researchers and the consumer. As an example, one can cite a 
system for analyzing linguistic information for predicting the 
commercial attractiveness of goods [20] and other areas using 
problems with fuzzy data [21, 22]. 

The work of creating a fuzzy model is multidimensional and 
complex. It can be noted that in chemistry and technology, PCM 
tasks with fuzzy data are most of all: 

• selection of compositions,  

• evaluation of new materials properties,  

• design of competitive technologies, 

• consideration of possible environmental damage, 

• safety accounting, etc. 

Describing the problem of modeling CTS in this part, it is 
necessary to proceed from the fact that the very formulation of the 
problem of fuzzy modeling, computer implementation of 
calculations and their effectiveness can have, as discussed above, 
the nature of the set, which is largely determined by the 

formalization of the source data (parameters and conditions) and 
the adequacy of the test results obtained during the simulation. At 
the same time, depending on the level of fuzziness and the type of 
model obtained, the solutions may have different significance [22]. 

Let us add that modern research focused on processing fuzzy 
information uses the following route: “raw data – fuzzification –
analysis – defuzzification – result”. At the same time, they 
formulate variables, including linguistic ones, and, using 
conventional methods of fuzzing terms, go to FS and further, as for 
example, in [23] analyze the resulting data model in a 
mathematical package [24]. Also fuzzy components are explored 
using intelligent systems. Since the considered approach focuses 
on certain subject areas, the formalization of information is carried 
out in accordance with the requirements of these areas using a 
mathematical apparatus. This is often beyond the power of 
ordinary users of intelligent systems. In such cases, it is offered 
either detailed manuals, or to fully automate the process. 

We performed the real work, which is the software of the 
information system (IS) summarizing the information available in 
this part and using our own experience in solving such fuzzy 
problems. Here it will be possible, firstly, to automate the initial 
processing of the raw data (to carry out the fuzzification process) 
and, secondly, to analyze the solutions for the information support 
of researcher work. The second part is focused on a wide range of 
chemical-technological tasks, such as: classification, identification, 
examination and management of the CTS. The specific analysis 
methods discussed below are focused on relative data and have no 
substantive substantiation; therefore, they can be applied in other 
fields of science and technology. We also point out that to solve 
the problems of our profile, we used the latest advances in the field 
of FS analysis [25 – 29], interval mathematics [30], and others [31], 
however, a universal method for processing fuzzy data, we have 
not found neither in Russian nor in foreign practice, although 
research in this direction is being actively conducted, as an analysis 
of scientific and technical literature of recent years shows. 

This paper takes into account the complexity of the system and 
the PCM analysis and is aimed at developing a methodology for 
formalizing the source data in the form of fuzzy numbers, defining 
a library of mathematical models for selecting ingredients from a 
given set. Ultimately, information is provided for the quantitative 
support of the decision to choose PCM. Also, the typing of the 
source data will allow to unify and algorithmize the process of 
automated analysis of the results of the experiment. 

2. Research objective 

Now we will set a more specific task of forming the initial data, 
and then the mathematical method of calculation. We point out the 
conceptual fuzziness that exists and arises when describing the 
PCM: 

• the technical functions of the ingredients are not presented; 

• in the description of the ingredients of their concentration 
in the PC are given in the form of intervals; 

• the level of action of the technical function of additives is 
characterized linguistically and is not related with their 
concentration in PCM; 
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• the possible relationship between the physicochemical 
parameters of the additives themselves and PCM and the 
positive or negative chemical interaction between them is 
not indicated. 

Considering these fuzzinesses, which are more practical in 
practical technologies, the description of the data about the PCM 
by fuzzy numbers and operations with them by the methods of 
fuzzy mathematics will be adequate techniques. In general, the 
quality management of PCM will be carried out according to the 
scheme proposed in Figure 1 using fuzzy data analysis techniques. 

Note that the main requirements for the PCM are formulated 
by consumers (customers) and process engineers, taking into 
account industrial capabilities and needs, on their part introduce 
additional requirements. If the former determine the range and 
tolerances of physicochemical, mechanical, ergonomic, 
environmental and other operational characteristics; the latter 
proceed from technological limitations, polymer matrix synthesis 
processes (polymerization, polycondensation, modification) and 
processing: (melting, mixing, casting, molding, stamping, 
extrusion, etc.) The formulation of such requirements is made by 
experts in the relevant fields, and, in many cases, is cited in 
reference data sources. 

We assume that the basic consumer requirements already exist. 
It is necessary to construct the composition of the PCM that best 
meets these requirements and select ingredients with certain 
technological and technical functions. 

The management of the design and analysis process of the 
PCM itself is carried out by assessment and selection of: 

• polymer matrix, 
• ingredients (including fillers), 
• coordination of concentrations, 
• justification of processing technology. 

These actions need to be carried out in concert, since the nature 
of each polymer matrix determines a unique combination of 
possible ingredients and their content. You can get far from 
optimal low-potential low-quality PCM even choosing a polymer 
matrix with good physico-chemical characteristics and using an 
unsuccessful set of ingredients. 

The following route is proposed for creating an original 
technical solution: 

1. The choice of the polymer matrix is carried out on the basis 
of the analysis of the achieved level of technology by a 
variable method from the available kits, most often from 
the brand kits. 

2. Determination of technical functions and concentrations of 
ingredients and their combinations is carried out through 
technical expertise. 

3. Specific representatives are selected from the known 
ingredients, taking into account the available possibilities, 
and the compliance index for each of them is calculated. 

4. PC is numerically evaluated based on the properties of the 
selected components by calculating the PC compliance 
index and, if necessary, proceeds to step 1. 

 
Figure 1: Control Scheme of the Physicochemical Properties of PCM and the 

Quality of Polymer Products 

5. The decision is made on further actions: the choice of the 
polymer matrix, the specific composition of the PC, the 
individual ingredient, changes in the technological regime, 
etc. 

Actions under item 1 are related to the experience of the 
technologist and researcher, the availability of information and 
material resources. They are obvious and, we believe, comments 
do not require. The actions under item 2 can be implemented either 
by designers or directly by process engineers — experts in the field 
of chemistry and PCM technology. It can also use reference books, 
databases and knowledge bases or knowledge systems created on 
the basis of generalization of subject information. In any case, the 
technology of these actions goes far beyond the scope of this article 
and is not discussed in detail here. 
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This article discusses in more detail the steps in paragraphs 3, 
4 and 5 related with solving the problems of evaluating the 
technical functions of ingredients in a given set for designing a PC, 
in the context of the decision to choose its composition. A solution 
to the problem of optimal PC selection using a given polymer 
matrix and variability of additives is also proposed. In the simplest 
case, it is CTS type “one polymer matrix + one functional additive” 
or “polymer matrix + filler + functional additive”. In the latter case, 
the “polymer matrix + filler” is considered inseparably. Then we 
will complicate the task. 

We formulate the general task of determining compliance with 
the requirements of an abstract technical object and present the 
main points of its solution method, to assess the quality of the 
additive used to form a PC, and then the quality of PCM.  

Let Q = (Qij), i = 1, …, n, j = 1, …, m be the matrix of input 
data describing the results of measurements or calculations of m 
characteristics of n representatives of a certain class of chemical 
systems s1, …, sn, Qij ∈ Qj, where Qj is a set of values representing 
numbers, sets, words, etc. 

Here and below, we will illustrate the reasoning with an 
example of the choice of a flame retardant for a polymer matrix 
presented in the form of a fibrous substrate (Table 2). At the same 
time, since this is not significant for the description of the 
mathematical methodology, the names of chemical compounds, as 
well as the dimension of physicochemical parameters will be 
omitted. The point is that it is necessary for those given in Table 2 
data to evaluate the PC system being formed and in some sense 
choose the best option. The choice of flame retardant as an 
illustration of FS application in this case is related to its technical 
function (see above) and cannot be considered accidental or 
abstract. The fact is that in the practice of chemistry and chemical 
technology of high-molecular compounds, imparting 
noncombustibility of PCM or a significant decrease in 
combustibility is one of the most urgent tasks, along with 
increasing the durability of polymer products. 

Table 2: Abstracted Characteristics of Industrial and Laboratory Flame 
Retardants [25] 

Compound no., i  Qi1 Qi2  Qi3 

0 (Reference,  q/δ) 1.0/8 1.5/8.5 21/10 

1 19 12.1 9 

2 18 10.7 9 

3 18 3.7 14 

4 6 – 10 6 – 10 15 

5 18 2 9 

6 3 3 10.6 

7 1.0 – 1.2 2.67 15 

8 1.0 – 1.2 1.5 – 2 9 – 11 

It is clear that the method discussed below can be applied to 
any flame retardant, and in general, to an ingredient, both from the 
list discussed above and any other using any polymer matrix. The 
solution of the problem is divided into several stages, including: 

analysis of the initial data Q, construction of fuzzy numbers U, 
formalization of requirements in the form of fuzzy numbers, 
comparison of U with formal requirements, choice of PC, decision 
making. 

3. Analysis of the source data 

3.1. Method Description 

The purpose of this stage is to bring different types of data to 
one type in the form of a segment. We use the operator proposed 
earlier [31],  i.e. define the operator A, for this: 

A(Qij) = [qij1; qij2], qij1, qij2 ∈ R, qij1 < qij2, 

where R — set of real numbers. 

It is not possible to define this operation precisely, since in 
practice Qij can be represented in any form, but first you can 
describe the solution for the most typical forms by creating a 
library of data models, and later, if necessary, expand the library, 
which will allow you to adapt the proposed approach to almost any 
type of source data. Consider the most common cases. 

1. Qij — real number. 

2. Qij — set of real numbers. 

3. Qij — linguistic value. 

For all these cases, it is proposed to use the following operator. 
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where 

A1: R×R+\{0} → ℑ, ℑ = {[a; b]| a, b ∈ R, a < b}, 

namely, 

A1(x, y) = [x – y; x + y], x ∈ R, y ∈ R+\{0}; 

A2: ℜ → ℑ, ℜ = {X| X ⊂ R}, 

namely, 

A2(X) = [inf X; sup X], X ⊂ R; 

A3: t → ℑ1, ℑ1 = {[a; b]| [a; b] ⊂ [0; 1]}, 

namely, 

A3(tk) = [ek–1; ek]. 

Operator A3 requires additional explanations on the set of terms 
t. Let be Qij ∈ t = {tk| k = 1, …, r}, and terms tk are such that t1  … 
 tr, where  is an ordering relation. We split the segment E = [0; 1] 
into r parts in accordance with the terms tk, while maintaining the 
same order, i.e. 


r

1k
kEE

=

= , 

where Ek = [ek–1; ek], k = 1, …, r – 1, Er = [er–1; er], 0 = e0 < e1 < 
< … < er = 1. 
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Illustrating with compound no. 1 from the example under 
consideration (Table 2), we obtain, for example, for parameter 
no. 1 

Q11 = 19, δ11 = 1, 

q111 = 18, q112 = 20, 

i.e. 

A1(19, 1) = [18; 20]. 

Further, similar to [25], fuzzy numbers are given for q values: 











−

δ
−= 2

ij2ij qx2xu )(lnexp)(
ij

, 

where qij = (qij1 + qij2)/2, δij = (qij2 – qij1)/2, x ∈ R. Main provisions 
of fuzzification described in [25] are given in a more generalized 
form in clause 3.2.  

As a result, a matrix of fuzzy numbers U(x) = (uij(x)), i = 1, …, 
n, j = 1, …, m (Table 3) is obtained. 

Further it is necessary to formalize the requirements for 
representatives of the class of systems. In the context of our 
example it is necessary to formalize the operational requirements 
for PCM, for which can serve properties defined in statics and in 
the dynamics, for example degradation, such as durability and 
biodegradability. The latter is a time challenge. Characteristics 
must be expressed quantitatively and / or qualitatively. For further 
actions, we proceed in the same way as [31], namely, let us set a 
hypothetical fire retardant s0, possessing such characteristics that 
fully meet the operational requirements (Table 2, fire retardant 0). 
At the same time, the characteristic q0j reflects the required value, 
and δ0j is the tolerance value, within which the value of the 
corresponding characteristic satisfies the requirements. 
Table 3: Values of the Elements of the Matrix U(x) Calculated from the Table 2 

No. compound, i  qi1/δi1 qi2/δi2  qi3/δi3 

0 (Reference,  q/δ) 1.0/8 1.5/8.5 21/10 

1 19/1 12.1/0.1 9/1 

2 18/1 10.7/0.1 9/1 

3 18/1 3.7/0.1 14/1 

4 8/2 8/2 15/1 

5 18/1 2/0.1 9/1 

6 3/1 3/0.1 10.6/0.1 

7 1.1/0.1 2.67/0.01 15/1 

8 1.1/0.1 1.75/0.25 10/1 
 

3.2. Computational experiment 

To evaluate systems from a given class, we use the method 
described in [25], which consists of the following. 

Let S = {si| i = 1, …, n} is a set consisting of n objects. For each 
object si, m characteristics Qij, j = 1, …, m are defined. Depending 

on the conditions of use, the set of considered characteristics may 
expand and contract, up to the introduction of chemical, biological, 
ergonomic and other properties. We select the reference object s0 
and its characteristics Q0j, and s0 can be either an element of the set 
S or not, it depends on the specific conditions of the problem and 
the preferences of the research or expert opinion. The 
characteristics of Q0j are selected in such a way that s0 is optimal 
in terms of the requirements for the quality of the object. 

It is required to rank the elements of the set S according to the 
given m characteristics for compliance with the standard. 

For each characteristic Qij we construct a FS, ijQ̂ , i = 1, …, n, 
j = 1, …, m. To do this, we define the variables xj with the range of 
values of Gj. Let the values of the variable xj, satisfying the 
characteristic Qij, make up the segment Xij. Then 

Xij = A(Qij). 

We select the membership function µij for the criterion Qij. 
Based on the construction of the set Xij we find that in the qij, 
function has a maximum point, within the set Xij the membership 
function takes values greater than 0.5, and outside Xij it is less than: 

µij: Gj → [0; 1], 

µij(qij) = 1, 

µij(xj) ≥ 0.5 ⇔ xj ∈ Xij. 

As a membership function, you can, for example, use the 
following functions: 











−−=µ 2

ijj2
ij

jij qx
δ

2x )(lnexp)( , i = 0, …, n, j = 1, …, m. 

As a result, we get FSs 

ijQ̂ = {xj| µij(xj)}, i = 0, …, n, j = 1, …, m. 

We’ll calculate the degree of equality νij of the corresponding 
FS [26] to determine to what extent the characteristic of the object 
si is close to the characteristic of the reference object s0: 

))(),(min( max jj0jijGij xx
j

µµ=ν , — 

and the value 1 will correspond to absolute equality, and 0 to 
absolute inequality. 

Further using the aggregate function (as such, we can take, for 
example, weighted voting), we’ll obtain an integral estimate νi of 
the correspondence of the set of object characteristics si of the set 
of object characteristics s0. 

We’ll calculate the degree of equality νij of the corresponding 
FSs [32], using this method in our experiment, in order to 
determine to what extent the characteristics of flame retardant no. i 
is close to the characteristic reference no. 0: 

))(),(min( max jj0jijij xuxu
R

=ν . 

For the membership functions of the reduced form [33], we 
have obtained that the maximin value is reached at the point: 
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νij = u0j( *
ijx ), 

where ( ) ( )ijj ijjjijij qqx  0 00 
* δ+δδ+δ= , i = 1, …, n, j = 1, …, 

m.  

For example,  

( ) ( ) =δ+δδ+δ= 11111 111111 qqx  0 00 
*  

( ) ( ) 171811819 =+⋅+⋅= , 

=









−

δ
−==ν 2

01112
01

110111 qx2xu )(lnexp)( **  

06250186716
14

2 2
2 .).(lnexp ≈






 −−= , 

similarly, ν12 ≈ 0.349, ν13 ≈ 0.438. 

Having conducted a weighted vote, we’ll obtain an integral 
assessment νi of the correspondence of the set of object 
characteristics si  to the set of object characteristics s0: 

∑
=

να=ν
m

j
 ij j i

1
, 

where αj ≥ 0, 1
m

j
j =α∑

=1
. The weights αj are selected in accordance 

with the level of importance of each of the characteristics and are 
determined by the expert in the subject area so that the PC fully 
meets consumer requirements, technological process, etc. It is 
accepted here α1 = α2 = 0.33, α3 = = 0.34. The results of 
calculations based on the data Table 2 are presented in Table 4. 

Table 4: Evaluation of Fire Retardants to Compliance with Operational 
Requirements 

Fire retardants 
no., i νi 

1 0.28 

2 0.33 

3 0.60 

4 0.76 

5 0.51 

6 0.81 

7 0.93 

8 0.83 

Thus, the no. 7 fire retardant is preferable from the point of 
view of the presented requirements. 

The proposed computational model can form the basis for 
automated data analysis when choosing the optimal CTS, 
including with the participation of experts. The approximate route 
of operation of such an IS is shown in Figure 2. Here, the 
requirements for the evaluated objects (PCM) are set directly in the 

IS interface when formulating the initial task, allowing specialists 
to quickly adjust its formulation in the context of the research. 

When generating generic CTS evaluation tasks, it is possible 
based on known experimental data to form a library (database) of 
expert assessments (along with the data model library), which will 
relieve the user of the IS from having to obtain or collect expert 
assessments and fully automate the evaluation process of a specific 
CTS. 

 
Figure 2: Scheme of the Information Flow in the IS 

4. The optimal choice of a single additive for the polymer 
composition 

4.1. Method Description 

Let pk, k = 1, …, l — be polymeric matrices, sik, i = 1, …, n — 
the additives for pk. As mentioned above, by Q0j we denote the 
value of the j-th property, which the PC should possess. 

The Experts The investigated system 

Formulation of system 
requirements 

Measurement of system 
indicators 

Interface of intelligent system 

Initial data 

Formalization of source 
data 

Cotation 

Fuzzification 

Matrix of fuzzy 
numbers 

Data analysis 

Interface of intelligent system 

Man, decision maker 

Data model 
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After modifying the polymer pk by adding sik its properties 
become equal Qikj, i = 1, …, n, k = 1, …, l, j = 1, …, m. 

Further we get fuzzy numbers 

uikj based on Xikj = A(Qikj), 

  u0j based on X0j = A(Q0j), (1) 

where i = 1, …, n, k = 1, …, l, j = 1, …, m. 

To select one additive and one polymer matrix we calculate 

 

 νikj = u0j( *
ikjx ),  (2) 

where ( ) ( )ikjj ikjjjikjikj qqx  0 00 
* δ+δδ+δ= , i = 1, …, n, k = 

= 1, …, l,  j = 1, …, m and 

 ∑
=

να=ν
m

j
 ikj j ik

1
. (3) 

In the end, choose the additive 
00kis  and polymer matrix 

0kp , 

where ( ) ik

l1k
n1i

ki00 ki ν=

=
=

,,
,,,

),,(
maxarg,




. 

4.2. Computational experiment 

We present a study of PC with alternative polymer matrices of 
polyurethane elastomer and polycaproamide and use a set of fire 
retardants presented in Table 5, for an extended demonstration of 
the capabilities of the fuzzy data analysis method. The number of 
flame retardants for simplicity of notation is the same as in the 
Table 2, but this is not essential for the method and, in general, the 
amount of additives for each polymer matrix can be different. In 
addition, the reference value, that is, additive number 0, is left the 
same as in Table 2. This is essential for the considered 
mathematical method of PC analysis. 

Table 5: Background Characteristics of Fire Retardants for Elastomer Matrix 
[34] 

Compound no., i  Qi1 Qi2  Qi3 

0 (Reference,  q/δ) 1.0/8 1.5/8.5 18/10 

1 12.7 17.1 20 

2 8.5 8.5 18 

3 20.6 20.7 20 

4 18.7 18.7 17 

5 6.2 6.2 16 

6 18.0 22.1 17 

7 28.1 27.0 20 

8 4.4 4.4 10 
 

Let p1 be polycaproamide, and p2 — polyurethane elastomer, 
data on additives to which are given in Table 2 and Table 5 
respectively. After the fuzzification of the initial data using (1), we 

obtain the fuzzy numbers ui1j (Table 3) and ui2j (Table 6) for p1 and 
p2, respectively. 

Table 6: Parameters of Elements of the Matrix U(x) Calculated on the Data of 
Table 5 

Compound no., i  qi1/δi1 qi2/δi2  qi3/δi3 

0 (Reference,  q/δ) 1.0/8 1.5/8.5 18/10 

1 12.7/0.1 17.1/0.1 20/1 

2 8.5/0.1 8.5/0.1 18/1 

3 20.6/0.1 20.7/0.1 20/1 

4 18.7/0.1 18.7/0.1 17/1 

5 6.2/0.1 6.2/0.1 16/1 

6 18.0/0.1 22.1/0.1 17/1 

7 28.1/0.1 27.0/0.1 20/1 

8 4.4/0.1 4.4/0.1 10/1 
 Applying to the data Table 3 (k = 1) and Table 6 (k = 2) 

formula (2) we obtain the values νikj, i = 1, …, 8, k = 1, 2, j = 1, 2, 
3. Next, using (3), we obtain νik, i = 1, …, 8, k = 1, 2, are given in 
Table 4 for k = 1 and in Table 7 for k = 2.  

Table 7: Evaluation of Elastomer Fire Retardants in Compliance with 
Operational Requirements 

Fire retardants no., i νi2 

1 0.45 

2 0.71 

3 0.35 

4 0.34 

5 0.81 

6 0.33 

7 0.34 

8 0.77 
 

Among the data Table 4 and Table 7 find the maximum value 
of 0.93, which corresponds to the addition of s71 and the polymer 
matrix p1. 

Thus, a specific recommendation was received on the flame 
retardant, which is part of the PC. Extensive work is needed to 
formulate a recipe based on these recommendations. This, for 
example, the definition of other components or their part in the PC, 
which allows you to take the first step in developing a new PCM 
in an automated way. Here we note that the proposed analytical 
method also has the possibility of choosing additional components 
for PC design. This is covered below. 

Above (see Table 1) we have already indicated that thanks to 
the growth and expansion of consumer requirements, the 
complexity of polymer systems are increasing simbatically. 
Therefore, identification tasks are also becoming more complex. 
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Consider the complicated task of choosing several ingredients 
(additives) for PC design. 

5. Selection of several additives for PC 

5.1. Method description 

Let it be necessary to choose one polymer matrix from the set 
pk, k = 1, …, l and r ≤ n additives for it from sik, i = 1, …, n. 

To do this, we define r properties 
1j

Q , …, 
rj

Q , to improve 
which the choice of r additives is directed. 

 For each polymer matrix pk, we define a set of additives kis
s  

(is ∈ {1, …, n}, s = 1, …, r, k = 1, …, l) such that the additive kis
s  

provides the best property value 
sj

Q among the additives s1k, …, 
snk. However, some numbers may coincide with each other if the 
same additive provides the best values for several properties at 
once. In this case, for the modification, not r, but a correspondingly 
smaller amount of additives is used, but the result will correspond 
to the set task — the same r properties are improved. 

Next, we obtain νik, i = 1, …, n, k = 1, …, l as it was described 
in Section 4 and define 

 ∑
=

να=ν
r

kij k ss
1s

.  (4) 

Determine the number 

kl1k0k ν=
= ,,
maxarg


 

and choose a modification of the polymer matrix 
0kp  a set of 

additives 
01kis , …, 

0r kis . 

5.2. Computational experiment 

To demonstrate the capabilities of the method presented here, 
we will use the same data (Table 2 and 5) and the same notation as 
above. Since the formulas for calculating the same, the values of 
νik are also given in Table 4 and 7. 
Table 8: Values of the Degree of Compliance of the Characteristics of Additives 

to Consumer Requirements to PCM 

Compound 
no., i  

k = 1 k = 2 

νi11 νi12 νi13 νi21 νi22 νi23 

1 0.0625 0.349 0.438 0.235 0.102 0.994 

2 0.0843 0.452 0.438 0.552 0,.632 0.950 

3 0.0843 0.956 0.755 0.0173 0.0316 0.994 

4 0.712 0.767 0.814 0.0365 0.0625 0.912 

5 0.0843 0.998 0.438 0.752 0.813 0.867 

6 0.966 0.979 0.480 0.0472 0.0187 0.912 

7 1.0 0.987 0.814 0.000427 0.00226 0.994 

8 1.0 0.999 0.5 0.885 0.924 0.5 
 

Let r = 2, and j1 = 1, j2 = 2. To determine i1 and i2, νikj values 
are needed that were not of immediate interest previously and were 
omitted from the examples of calculations. Now we bring these 
data to Table 8 

To find i1 for k = 1, we find the largest among the νi11 values. 
This is 1. This value is achieved for two supplements. We take i1 = 
7. Similarly, we get i2 = 8. Acting in the same way, for k = 2 we 
define i1 = 8, i2 = 8. 

Next, we calculate by (4) 

ν1 = α1ν71 + α2ν81 = 0.33·0.93 + 0.33·0.83 ≈ 0.58, 

ν2 = α1ν82 + α2ν82 = 0.33·0.77 + 0.33·0.77 ≈ 0.51. 

The value ν1 ≈ 0.58 indicates that for k = 1, the PC has a higher 
degree of compliance with the requirements. As a result, we 
choose a PC based on textile fiber (k = 1) with additives no. 7 and 
8 (Table 2). Thus, a specific recommendation on the main 
additional component of the PC is also received here. The 
formation of a complete recipe based on these recommendations 
has the peculiarity that the proposed composition is already a 
multi-component system, but still has an incomplete character and 
requires more design and experimental work to implement the full 
“task-practice” algorithm. This, as well as noted above, can be the 
definition of additional components, their concentration in PC, 
technological and operating conditions. Calculations should be 
considered as a quantitative justification for the decision to 
develop a new PC. With the development of these approaches it is 
possible to create an automated system. 

6. Conclusion 

Summarizing the above, we note that often the CTS design 
problem arising at the initial stages is the task of choosing the best 
or, in a certain sense, optimal variant from the set of admissible 
ones. They must meet the specified requirements on the 
“composition – property – application” platform. When you try to 
get a solution in terms of incomplete and fuzzy information about 
the object of design, there is a high probability of incorrect or 
inaccurate multiple solutions. Therefore, the use of a clear strategy 
can minimize this probability, also reducing the cost of design and 
practical implementation of a technical solution. 

The approach proposed in this article to mathematical 
modeling using fuzzy information in the field of chemical 
technology is essentially the mathematical support of a profiled IS. 
The formation of a database of models within the system allows us 
to bring the linguistic resources of the user interface to a new level 
of interaction using language environments more similar to natural 
languages and setting the input data in a form that is quite familiar 
to the researcher. 

We should also note that only one of the most important aspects 
of using fuzzy simulation of PCM is shown here. It is aimed at 
using information in the form of fuzzy numbers when choosing PC 
components from a uniform set. As can be seen from the above 
results, the analysis of experimental data is well algorithmized and 
can be implemented as an IS of a chemist-researcher and a 
chemist-technologist. The above mathematical calculations are 
illustrated by the example of PCM design in general methodical 
terms, so they can be transferred to other natural and engineering 
systems in which multicomponentity is the main feature. 
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The development of the proposed computational methods 
creates theoretical foundations for the formalization and 
automation of the process of quality management of technical 
systems. In this case, it is possible to attract highly qualified 
experts only once to customize methods for solving specific tasks. 
The necessary step in this case is the formation of a library of 
settings and the solution of basic (“zero”) tasks. This will further 
allow you to work offline. 

At the same time, the expert has several roles in stock: 
• to identify the links between informal entities of the subject 

domain and formal entities of the theory of FS; 
• the formation of an optimal set of requirements that a 

quality product must meet; 
• applied to the PCM — selection of the PC composition 

according to the selected requirements. 

This information will further allow to formalize the initial data 
of the subject area in terms of the theory of FS and use them in 
calculations, when upon receipt of an order from the consumer a 
set of requirements for PCM is automatically generated, and then 
estimates of formed requirements for specific candidates for PC 
components are calculated. Then a decision is made on the 
technical implementation of the composition, which ensures high 
quality of PCM. The analysis given here is given as a possible 
prospect for the development of the applied use of fuzzy 
mathematics tools in engineering. The stated essence of the 
method shows its role and value in solving the problem of quality 
management of PCM and other technical systems. 

At the same time, we selectively point out the nearest 
additional applied work-analogues and areas in which methods for 
analyzing fuzzy information are being developed. These are 
economics [35], management systems [27], analysis of leasing 
projects [36], traffic optimization [37], occupational studies [38]. 
As a prospect, it can be viewed as technical compositions of 
medicinal and cosmetic forms, building and drilling mixtures and 
solutions, alloys, and some colloidal systems. As a nontrivial and 
nontechnical one, it is possible to propose to consider personnel 
recruitment tasks, for example, for diplomatic or other complex, 
for example, artistic work, from a certain number of applicants 
with a quantitative assessment of personal data and interview 
results. The basis for this is [39, 40]. True, the fully successful 
outcome of the future work of candidates cannot be 
guaranteed — one thing is a technique, the other is people-
specialists. The risk factor, as in polymer and other systems, 
remains, but it is much higher. 
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  The use of technology in the learning process has become the most significant point in 
helping teachers reaching the objectives of the learning. This study focuses on the use of 
multimedia by novice teachers in comprehending the internship program’s guidance. The 
Islamic Critical Reflection model is a new and innovative model in the field of education 
which development is a result of integration between Islamic value and science. This study 
aims to answer problems related to the internship supervision which occurs among novice 
teachers. The multimedia application in the form of Flash Macromedia is developed using 
Islamic Critical Reflection model for internship program of novice teachers at the Tarbiyah 
and Teacher Training Faculty UIN Sunan Ampel Surabaya. The research design of this 
study is Research and Development. It includes the process of collecting information, 
designing a product, validating the design, improving the design, piloting the product, re-
revising the product, trying out the product, revising further and creating products for large 
numbers. The results of this study indicate that the products produced by Macromedia Flash 
application integrated with Islamic Critical Reflection Model for Tarbiyah and Teacher 
Training Faculty of UIN Sunan Ampel Surabaya’s internship program are feasible to use. 
The results are from the experts’ analysis and users’ trials. Experts involved in the 
validation of this product are Islamic Education specialists, application experts, 
educational technology experts, and curriculum expert. 
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1. Introduction  
UIN Sunan Ampel Surabaya has a vision and mission that is 

hoped to be reached through the milestones between the period of 
2019-2045. The milestones are described in the UIN Sunan 
Ampel Surabaya’s Development Master Plan 2019-2045 [1], [2]. 
One of the biggest duty of UIN Sunan Ampel Surabaya and also 
of other higher education institutions managed by the Ministry of 
Religion is to integrate knowledge and religion as the 
differentiator between the institutions with those managed by the 
Ministry of Education. 

Higher education nowadays has more challenging 
responsibility in preparing its students to be ready for the 4.0 
industrial revolution. This preparation can be managed by an 
internship program for novice teachers. It is because this module 
is an integration between theory and practice done at schools. This 
program aims to prepare students to be professional teachers.  

Within this context, UIN Sunan Ampel has done many 
adaptation programs. One of the programs is designed to train 
novice teachers in mastering teaching skill that is intact and 
integrated. Therefore, after graduating, novice teachers who have 
taken the internship module are hoped to be ready for teaching [3], 
having a positive identity as a teacher, and acquiring more 
knowledge in the field of teaching [3]. It is possible because the 
internship program has several elements that are involved: 
supervisor, mentor teacher, and novice teacher.  

The challenge is that the internship program that is running 
at the moment is considered to be not effective and not efficient 
yet in its guidance system. The problem that is emerged is the 
unstructured guidance program within each element.  The 
evaluation and reflection in the internship program have only been 
partially conducted without a thorough involvement of various 
weakness points. The result is, there is no comprehensive 
information toward the development of novice teachers during the 
internship program. This condition then resulted in less competent 
novice teachers. Whereas, this internship program is designed to 
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be the prime program the faculty can offer, and also designed to 
be the educational core program.  

To resolve the problem, Tarbiyah and Teacher Training 
faculty strives to develop a supervision system through critical 
reflection approach in the internship program. The technique 
implemented is the 3-2-1 technique with Islamic values as the 
base of its integration. Therefore, the process will facilitate 
teaching and learning, and it would be central to the teacher’s 
development. The implementation of the 3-2-1 technique is done 
within the discussion process between the supervisor, mentor 
teacher and novice teacher. The three elements provide three 
positive inputs of what was found during the internship. After that, 
two negative inputs are presented and followed by a solution [4]. 
The Islamic Critical Reflection approach is used during 
supervision. It is based on Surah Al-Hujurat verse 6-8.  

In this research, the concept is made in the form of the 
application using Flash Macromedia. Included in it, is the first 
supervision until the eighth. In other words, this research aims to 
develop a multimedia application with Islamic Critical Reflection 
for the Novice Teacher Internship Program.  

In this research, multimedia as a tutorial application in 
facilitating teacher mentors, lecturers, and students in carrying out 
practical activities in field experience, so that they can understand 
the steps of supervision they will do for each. For teacher mentors, 
they will understand what they must provide in each supervision. 
For lecturers, they can understand what must be done when they 
are supervised. Likewise, for students, they will understand what 
they should get every time the lecturer supervises. Therefore this 
multimedia is not used for the learning process in the classroom, 
but this multimedia is used as a tutorial application in making 
supervising steps clear.  

With the application, it is hoped that the novice teacher’s 
professionalism is improving in the way that novice teachers can 
critically reflect and integrate it with Islamic values and 
pedagogical knowledge. “Critical reflection involves concern 
about the broader issue of teaching and learning” [5] is the notion 
that Murray and Kujundiz hold. They explained that [6] “critical 
reflection involves a process of analyzing, reconsidering, and 
questioning experiences within a broad context of issues such as 
analyzing assumption about teaching, raising awareness about the 
context of teaching. They imagine alternative ways of thinking”. 

The concept is visualized in the form of flash Macromedia. 
The application is developed through the Technology Acceptance 
Model (TAM). TAM model modification is done by Venkantesh 
[7] by adding trust variable with the title: Trust enhances 
Technology Acceptable Model which evaluating the relationship 
between TAM variable and trust. TAM other modification is Trust 
and Risk in Technology Acceptance Model (TRITAM) that uses 
trust and risk variable named TAM variable [8]. This model is one 
of the models developed from the theory of using a system of 
technology. It is considered to be the most affected in explaining 
personal acceptance towards the benefit and information 
technology used as a system [9].  

One research that is related to the novice teacher program is 
Toman et al., [10]. It develops reflective thinking method and 

determines the novice teacher reflective thinking level. In 2007, 
Mathew discussed how mentor teacher creates opportunities for 
the novice teachers to developed reflective practice during the 
internship at school [11]. Gonen [12] in the research that was 
aimed to evaluate the experience that caused some changes after 
reflection is done. Moreover, it was also aimed to figure out what 
experience gained by the novice teacher after receiving guidance 
from the mentor teacher [12]. 

The importance of this research is for both the mentor teacher 
and the novice teacher understand the supervision process 
thoroughly, especially in implementing the 3-2-1 reflective 
principal as a part of novice teacher professional development. 
Novice teacher will be more confident with the guidance process 
that used Islamic Critical Reflection. Mentor teacher will also 
work professionally in guiding novice teacher. 

2. Design 

This research is aimed to develop an application in the form 
of Macromedia flash to be used in the internship program. This 
multimedia application is used to make an understanding of the 
duties of lecturers, mentor teacher,, and novice teacher when 
conducting internship program as a tutorial in supervising. 
Therefore this application is not used in class as media teaching-
learning but is used in the supervision process.  According to Borg 
and Gall [13], this research is categorized as Research and 
Development (R&D) research.  

Steps that are generated from the process are understood to 
be the R&D cycle. They are consisted of studying research 
findings, developing the product, testing the product, and revising 
it to improve its weaknesses. 

The R & D design used in this study is as follows. 

 
Figure 1. R & D flow 

The R & D steps as referred to in the figure are information 
gathering, product design, design validation, revise design,  
limited product trials, initial product revisions, large-scale usage 
trials, revise product, making mass product, and dissemination 
[13]. These steps are a guide for researchers to conduct this 
research. 

The test subjects in this R & D are stakeholders involved in 
implementing the practice of the field experience. The 

Information 
Gathering 

Prouduct 
Design 

Design 
Validation Revise Design

Limited  
Product Trials

Initial Product 
Revisions  

Large Scale-
Usage Trial

Revise 
Product

Making Mass 
Product dissemination 

http://www.astesj.com/


E.F. Rusydiyah et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 100-105 (2019) 

www.astesj.com     102 

stakeholders are 50 partner schools of the Tarbiyah Faculty UIN 
Sunan Ampel Surabaya which are occupied by field experience, 
50 supervisors, and 150 mentor teachers.  

 
Figure 2: Islamic Critical Reflection Model 

The product produced is based on the Islamic Critical 
Reflection model. This is a distinction as UIN Sunan Ampel 
integrated its learning process to Islamic principles and research 
[14], [10], [12]. The steps in Islamic Critical Reflection are 
observation, advantages, deficiency, and solution. The scheme 
can be seen in Figure 2. 

 The instrument which is used to measure the product is the 
Technology Acceptance Model (TAM). It is to explain personal 
acceptance towards the benefit and the use of information 
technology as a system [9]. After the application is made, the 
validity test was conducted. The experts to validate were ones who 
are expert in Islamic Education, Technology Education, and 
Curriculum. Operational suitability of the product was conducted 
in ten different primary schools and secondary school in Surabaya 
and Sidoarjo, East Java. The questionnaire was the main 
instrument for this stage. 

3. Finding and Discussion 

As in the R & D design above some of the findings in this 
study are as follows:  

3.1. Gather Information 

Information about the implementation of internship program  
in schools was conducted on Sunday, May 13, 2018 through a 
Focus Group Discussion (FGD) which was attended by 47 good 
tutors who were in Ibtidaiyah Madrasah, Madrasah Tsanawiyah / 
Middle School, Islamic Senior High Schools/ Vocational Schools 
in the region Surabaya and Sidoarjo and 41 Supervisors at the 
Sunan Ampel State Islamic University (UINSA). The FGD results 
show the need for understanding the concept of how the guidance 

model can improve the quality of UINSA internship’s students 
who are qualified, the need for easy access that can be reached by 
students, civil servant teachers and Field Supervisors about 
guidelines for implementing effective and efficient internship 
program. 

3.2. Stage of Product Design 
On June 5, a Forum Group Discussion (FGD) was held which 

was attended by experts, namely educational technology experts, 
multimedia experts, Islamic education experts, and curriculum 
design experts from development products including a model of 
student assistance with Pamong Teachers and Field Advisors with 
3-2-1 (triad meeting) which is visualized in Flash Media Media 
multimedia. On June 10, an FGD was held which was attended by 
experts again by presenting users. This FGD designed a product 
that will be formed in the internship application development 
model using Islamic studies on how to provide critical assistance 
based on an Islamic approach. 

At this stage it was found, the practice of field training needs 
to be done with a reflective approach in communicating to convey 
information. This 3-2-1 approach is an implementation of Islamic 
teachings, that motivating students must be done politely with 
techniques to promote positive aspects rather than negative 
aspects. Likewise, the technique 3-2-1 strengthens the process of 
training students in finding solutions based on an analysis of their 
strengths and weaknesses [6]. Therefore approach 3-2-1 is an 
approach that leads to the analysis of the theory of critical 
reflection. 

The 3-2-1 approach is also supported by the pyramid theory 
of human needs from Malow [15]. Humans in their lives have 
different needs, those needs from the high to the low. The lowest 
needs are the need to acknowledge oneself, then the need for 
compassion, love and love, then the need for security, and the 
highest needs are physiological needs. The higher the education 
of a person the higher the level of recognition desired [16] 

 
Figure 3: Preliminary Display of the Pre Service Teacher Interference Model 

Application through the Islamic Critical Reflection Approach 

3.3. Stage of Validation Design 
The validators involved in this study were 1) Islamic religious 

education experts, multimedia experts, learning technology 
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experts, and curriculum experts. The results of the validator are as 
follows. 

Islamic Education Expert 

The application was developed through several steps. The 
first one is the observation step based on the basic Islamic 
teaching, which is Surah Al Maidah verse 17 and surah Al-Anam 
verse 46 about observing the process as one of Allah’s power. In 
observing the novice teacher, mentor teacher could see how a 
novice teacher is going through a process in becoming a 
professional teacher and how a novice teacher is going through a 
process to be better. 

The second and third step is to give a positive and negative 
suggestion. The second and the third step is the feedback from the 
supervisor, mentor teacher, and novice teacher. They all work 
together to suggest positive points. The inspiration for this step is 
Surah Al Baqarah verse 219, Surah Al Haj verse 28, Surah Al Isra’ 
verse 14 and Surah Al Ankabut verse 3. Based on the verses, it 
can be concluded that as a supervisor, a mentor teacher, and a 
novice teacher, all the three elements have to deliver the truth, 
which is: conveying positive points to understand the deeper 
meaning, to contemplate, to evaluate the positive and the negative 
sides. Contemplation is designed by giving three positive 
characters and two negative experience.  

The fourth step is the solution stage. It is based on Surah Al 
Baqarah verse 153, Surah Al Baqarah verse 109, Surah Al Ahzab, 
verse 70-71. All of the surah mentioned gives a clue that 
supervisor, mentor teacher and novice teacher have to show 
positive attitude such as to talk politely.   

To ease the user in operating the application, guidance and 
summary result were provided thoroughly as it is seen in Figure 
4. 

 

 

Figure 4: Application Guidelines And An Application Summary 

The Macromedia flash application consists of application 
guidelines, internship material, supervision stages, stages on 
supervision using the 3-2-1 technique. The third is to show the 
positive sides of the novice teacher’s teaching. The second is to 
show the weaknesses of the novice teacher’s teaching, and the 
first one is the solution. The 3-2-1 technique was used in a 
discussion and is conducted when the supervisor supervises the 
novice teacher. The 3-2-1 technique will be used not only by the 
novice teacher but also as a supervisor.  

The result of the research is suitable with Maslow concept 
about human need pyramid. It is said that human need recognition. 

The recognition needed is toward self-actualization, affection, 
safety, and psychological needs [15]. Those needs are basic 
human needs. It also supported by several research: Schulte dan 
Marthann [17], Medcalf et all[18], Emad [19] dan  Sari dan 
Dwiarti [20]. These research found out that motivation has a 
significant effect on work and study achievement.  

The result of this 3-2-1 reflection technique is hoped to shape 
the novice teacher’s self-confident. The teaching and learning will 
result in positive, and novice teacher can find their 
professionalism through reflecting every meeting. Therefore, they 
will be a professional teacher. 

Application Analysis 

The application that has been made was measured for its 
suitability using TAM indicator which consists of Perceived of 
Usefulness with its sub-indicators as follow: 1) Make Job Easier; 
2) Work More 3) Increase Productivity 4) Effectiveness 5) 
Improve job performance (6) Useful. The second indicator is 
Perceived ease of use with its sub-indicator as follow: 1) Easy to 
learn 2) Controllable  3) Clear and understandable (4) Flexible, 5) 
Easy to become skillful (6) easy to use [21]. This research also 
used an application that was developed based on the human-
machine interaction [22]  indicator by Davis [23] and Hendrawati 
[24]. It has several indicators, such as learnability, efficiency, 
memorability, errors, and satisfaction.  

Through the application, it is gained several positive aspects 
as follow: the application could give guidance for a supervisor so 
that the supervisor could use it easily. It could also aid the 
supervisor’s understanding in guiding a novice teacher. It helps 
the supervisor to improve novice teachers’ professional 
competencies. This application is designed to present steps in 
supervising internship programs using the 3-2-1 technique 
effectively. This, in return, beneficial for faculty, supervisors and 
lecturers, novice teachers, school and stakeholders to develop 
teachers’ professionalism.  

Based on the application analysis, it is found out that the 
application design using buttons that are familiar for users is 
compatible with these Operating System: Windows, Linux, and 
Android. This development supports Koral and Emel [25], also 
Akar and Güzin [26] who suggest that technology acceptance 
relates to content comprehension which becomes the focus. It is 
also stated by Konak et al. [27] who stated that technology 
acceptance affects collaborative work. The same notion explained 
by Davis [21] and Hendrawati [24] who figured that technology 
acceptance had affected intrinsic motivation to occur. 

As the previous research, information technology system 
acceptance could be explained within group work. The bigger the 
group who receive the information technology system, the bigger 
its practice would change. The group would also tend to use or try 
something new that could be used or developed in an information 
technology system 

3.4. Education of Technology analysis 

Education technology is a knowledge which relates to theory 
and practice on how to design, develop, implement, organize, and 
measure the education process to reach the educational aim. One 
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of its important components is a reflection. Reflection is a stage 
in an educational process so that the goal is reached. Therefore, 
reflection is used as one of the stages in this application so that it 
would affect novice teacher positively. 

This condition is the same as several research which stated 
that every novice teacher has a reflective thinking skill [10]. 
Novice teacher has contributed positively towards the teaching 
skill that is developed to think reflectively [11]. Reflective needs 
to be applied when conducting an internship [12]. 

The same notion goes to video animation. The message is 
delivered effectively using video. The research that was 
conducted by Duygu Sonmez and Meral Hakverdi-Can [28] 
explained that video and application could affect users’ 
comprehension in teaching reflectively. 

The result of this study support the research by Mohd dan 
Elmagzoub A [29], Komalasari, et al. [30], Djamas, et al. [31], and 
Richter research’s [32]. These researchers found out that learning 
through application brings a positive effect to the learning result. 
In this research, it was also found that the mentor teacher 
understood it more on how to do supervision job during the 
internship. Likewise the results of research conducted by DeVore 
et al. [33], Linton [34], Hamdi, et al. [35] Syurigin and Krasnova 
[36], Lailiyah et al. [37] and Darmawan [38]. 

3.5. Curriculum Analysis 

During the internship program, eight supervisions were 
conducted. The internship was for two months on holiday between 
July and September every year [3]. The first supervision is an 
introduction, observation, school introduction, and sit in with 
mentor teacher as a complete model. The three activities were 
conducted in the first week within the supervision activity.  

The second supervision is a practical observation which was 
guidance teaching (with the composition of mentor teacher took 
up 75% and novice teacher took up 25%) and conference 
(discussion between mentor teacher, supervisor and novice 
teacher) on a learning process that has been conducted and lesson 
plan preparation. Other points that were discussed were: practical 
guidance teaching (mentor teacher took up 50%, and novice 
teacher took up 50%), and conference (discussion between mentor 
teacher, supervisor, and novice teacher) about the learning process 
that has been conducted and lesson plan preparation. The second 
supervision was done in the second week. 

The third supervision was a practical observation on guidance 
teaching (mentor teacher took up 25%, and novice teacher took 
up 75%) and a conference (discussion between mentor teacher, 
supervisor, and novice teacher) on the learning process that has 
been conducted and lesson plan preparation. This supervision was 
conducted in the third week of the internship program.  

The fourth supervision is a practical observation on 
independent teaching and a conference (discussion with a mentor 
teacher, supervisor and novice teacher) on the learning process 
that has been conducted and lesson plan preparation. This was 
done in the fourth week.  

The fifth supervision is on the fifth week. The supervision 
was a practical observation on independent teaching and a 

conference (discussion between mentor teacher, supervisor, and 
novice teacher) on the learning process that has been conducted 
and lesson plan preparation.  

The sixth supervision is a practical observation on 
independent teaching and a conference (discussion between 
mentor teacher, supervisor, and novice teacher) on the learning 
process that has been conducted and lesson plan preparation. The 
seventh supervision is a practical observation on independent 
teaching and a conference (discussion between mentor teacher, 
supervisor and novice teacher) on the learning process that has 
been conducted and lesson plan preparation. This was conducted 
during the sixth week during the internship program. The eighth 
supervision was an observation on presentation preparation about 
the internship result and the finishing of the report. This was done 
in the sixth week.  

The activities above can be visualized in a Macromedia flash 
application. This application was used in order to aid internship 
guidance comprehension in the means of attractive visual for 
users. Not only that, the internship guidance scheme as part of the 
curriculum becomes more organized and systematic. This is 
because each supervision has a clear aim and target and therefore, 
could improve the professionalism of novice teacher [16]. This 
process could be said as a professionalism improvement process 
by providing review activity in the reflection during the 
conference. This is also understood as the implementation of 
democracy in education [39]. 

The basis of this development and research is on the analysis 
of curriculum expert. The result was the internship curriculum 
design that will influence professionalism achievement of a 
novice teacher. This is as what Capka [40] has found that the 
curriculum design could influence student professionalism in the 
field of accountancy. Another research was by Jasperson [41] 
which stated that the internship curriculum with reflection 
principles could improve students’ self-development. The same 
result was concluded by Johnson [42] who found that the 
internship process contributes to student’s carrier development 
after graduation. 
4. Conclusion 

Internship model application development for novice teacher 
using the Islamic Critical Reflection was conducted based on four 
experts. The Islamic religion education expert stated that this 
application represents Islamic teaching principles as the basis of 
educational theory development. Application expert stated that 
this application meets the easiness and readability aspect of TAM 
(Technology Acceptance Model). Education technology expert 
stated that educational aspect through reflective teaching is used 
for feedback to improve the professionalism of novice teacher. It 
is found in this application. Curriculum expert stated that the cycle 
of 2-month supervision in this application is a good way in 
improving novice teacher’s professionalism Conflict of Interest. 
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 The problems in information security regarding vulnerabilities, threats and risks in voting 
systems for popular election in Latin America and the world persist; because in most of the 
countries of the world there is no maturity in democracy and defined policies; the problems 
of confidentiality, integrity and authenticity in the electoral processes can be evidenced. The 
objective is to perform the analysis to identify the threats, risks and weaknesses in electoral 
systems in Latin American countries and determine which of the systems used by different 
countries may be appropriate, to be considered as an alternative. The deductive method and 
exploratory research has been used to perform the analysis of the articles and information 
regarding electoral processes. It resulted in a description in statistical tables of the threats 
and weaknesses that must be examined to implement a system for electoral voting; 
considering the culture, technological availability and social conditions of each country. It 
was concluded that to mitigate the potential risks of the information, it is necessary to 
identify the weaknesses in the electronic voting system to improve the integrity and security 
of the electoral process; made in the last three presidential elections in Brazil, Colombia, 
Ecuador. 
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1. Introduction 

Numerous countries from Latin America incorporate several 
referendum systems for political elections. When exposed to the 
different cultures of countries, they can pose several risks and 
threats to the voting process.  

Since the 90’s, Latin America commenced a slow but steady 
process of adapting to new technologies and making use of them 
to enter the trend of adopting E-Voting. In 1996 and 1998 
respectively, Brazil and Venezuela were the first nation to interact 
with this new system [1]. 

The desire involved with enforcing automation in voting 
systems is to optimize this process as well as the distribution of the 
outcome [2]. It aims an optimal way to try to minimize the election 
time as well as the waiting period of the outcome as much as 
possible. This has as a sole goal supplying security while 
decreasing the potential for election tampering at the polls and 
providing fairness and integrity to the electoral process. 

Some voting system processes require massive data handling 
and processing. Therefore the implementation of computerized 
procedures has obtained a significant advantage in terms of speed, 
security, and integrity [3]. 

Although not all countries in Latin America force or punish 
people who do not wish to exercise their right to vote, all citizens 
should be aware of the value of their vote in a democratic system. 
If they do not show concern for the person who will govern their 
country, it will be easier for them to be victims of abuse of power. 

Why is it essential to perform an analysis in Latin America 
electoral systems in order to have free and fair elections? 

Currently, the voting systems used presents different 
vulnerabilities, threats, and inherent risks. If not counteracted, 
these will have a serious negative impact on the voting process. 

This research is organized as follows. In the second section, 
the materials and methods are showed. In the third section, the 
findings of the research are exposed. In the fourth section, the 
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results are inspected. Based on these discussions future work is 
discussed in the fifth section. Finally, in the sixth section the 
conclusions of this research are presented, as well as some final 
remarks. 

The ultimate goal of this research is to deliver an analysis 
focused on the distinctive properties in election systems introduced 
in Latin American countries. Furthermore, determine which of 
these systems is the most appropriate to be regarded as an efficient 
and viable alternative. 

The deductive method is used to evaluate relevant information 
from articles pertaining to this research. The articles and books 
reviewed in relation to the subject are summarized in the 
Appendix. 

The results reached are as follows: 

1. A diagram that lists the qualities which are directly linked 
to non-functional and functional requirements. 

2. A diagram showing the inherent vulnerabilities of the 
different type of voting systems, also caused by levels of 
malfeasance, fraud, and electronic illiteracy. 

3. A table that identifies the various levels of criticality 
divided by a color code and a complementary table which 
summarizes the different risks that negatively impacts the 
voting systems. 

4. Based on the historical information of the last three 
elections in Brazil, Colombia and Ecuador, data have 
been compiled and tabulated in tables that allow us to 
analyze the reality of the electoral processes that are being 
carried out at present. 

It is finally concluded that once the weaknesses in Voting 
Systems have been alleviated and/or eradicated, from an objective 
perspective, E-Voting becomes the least risky and most efficient to 
incorporate in Latin America. 

2. Materials and Methods 

2.1. Materials 

Latin America is made up of a large number of countries. For 
this study are taken into account those who can cover the greatest 
differences between populations, area, and implemented voting 
system as seen in Table 1, being these: Brazil, Colombia and 
Ecuador.  

Brazil is one of the largest countries with the biggest 
population in Latin America and one of the pioneers in 
successfully migrating from traditional elections to electronic 
voting. Brazil has streamline the voting process and instituting the 
electronic voting system as the one used throughout the country 
since 1996 [4]. There are many countries that have decided to 
implement some registered pilot systems such as the case of 
Ecuador, which in 2004 decided to carry out E-Voting tests in 
some of its provinces, resulting in the country deciding to use the 
automated paper-based voting; contrary to Colombia, despite 

being one of the pioneers in 1992 when conducting an E-Voting 
pilot, has steadfastly refused to change keeping the traditional 
voting system [5]. 

Table 1: Differences between the Latin America representative countries. 

Country Population Area Voting System 

Brazil 208494900 8,516  
millions km² 

Direct-recording 
Electronic  

Colombia 49292000 1.142  
millions km² Voting Ballot 

Ecuador 17096789 283,560 km² Automated paper-
based voting 

There are several types of popular vote electoral system but 
those used in the selected Latin American countries can be 
classified mainly into two types. 

• Voting ballot system 

Many countries in Latin America use the ballot system 
referred from now on as a traditional election. Ballot system gives 
to their citizens the opportunity to be part of the selection of the 
political entity that will represent their country [6]. In the 
traditional election system, the regulatory authorities are 
responsible for providing voters with ballots and ballot boxes so 
they can exercise their right to cast a ballot. Consequently, the 
counting of the votes is carried out manually. Nevertheless, to 
announce the results, it must be taken into account that the winning 
candidate must win the absolute majority of valid votes that is more 
than 50% of the voters. If none of the voters exceeds this 
expectation, the election process must be repeated. 

As a result, elections are made using a ballot and an urn. This 
particular system needs the direct involvement of a vast number of 
individuals belonging to a community that in the overwhelming 
majority of situations were not properly trained. 

• Electronic Voting System 

This type of system is also known as E-Voting. It was used for 
the first time in Latin America for the elections of president, state 
governors and legislators in 2000 in Brazil. Since 1996, different 
municipalities of the country started with the installation of 
electronic ballot boxes. 

This has various mechanisms that store the votes where the 
elector or civil society entities can verify the security and the 
perfect functioning of the system. It depends exclusively on the 
reliability of the software used by the device, so the use of this 
system has been extended to Argentina and Mexico where the 
corresponding pilot tests have been carried out using the same 
technology [7]. 

The E-Voting electoral system has been divided into three 
different categories: 

1. Automated paper-based voting 

Among the three categories in which the E-Voting voting 
system has been divided, the automated reading of paper-based 
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voting is the most inaccurate since both voting and counting are 
done by hand as in traditional elections. The information collected 
is transferred to paper and with special characters that are 
processable. Each of the results of the count is entered into 
machines designed specifically for the processing of this data, 
which can take between days and weeks. 

2. Direct recording electronic electoral system (DRE) 

In this type of voting systems, machines created specifically for 
this purpose are required, also known as electronic ballot boxes. 
They function in a similar way than a computer since the voting is 
done manually, but the machine offers simplicity in voting through 
either touch screens or buttons for selection. After the elections, 
the stored data are exported by means of some removable memory 
device and/or with a printed copy so that the voter and the entities 
belonging to civil society can check the security and integrity of 
the vote. 

3. DRE on public network 

The implementation of various technological advances has 
allowed some countries to opt for the use of a public network to 
offer citizens a more effective way to get involved in the voting 
process. Once the voting is done, the data will be encrypted to 
avoid manipulation by external agents. Then they can be 
broadcasted as individual results or as a final batch at the end of 
the elections. The computer will provide the results. 

According to [3, 8, 9] any of the electoral systems, whether 
traditional or E-Voting must have the following actors to function 
correctly:  

Voter: Person who is entitled to vote. In many countries, citizens 
who are eligible to vote are those who are literate over the age of 
18 and under the age of retirement in their country in some 
countries, this group is obligated to vote. People who are between 
the ages of 16 and 18 are allowed to exercise their right to vote, not 
being obligatory for retired or illiterate people. 

Registration Authority: Authority responsible for ensuring the 
voting rights of voters. They provide real information of citizens 
who are duly registered and present the characteristics that 
consider them eligible to effectuate their right to vote. 

Counting Authority: In Latin America, it is an obligation of the 
state to have various electoral institutions. They have the purpose 
of ensuring the planning and fulfillment of the elections, and 
controlling the registration of the different applicants to candidates 
and their respective associations during political operations from 
the moment it is decided to carry out an electoral process until the 
results are disseminated. In some cases, they are also in charge of 
providing the infrastructure to carry out the elections. These are 
usually the educational centers located near the residence of the 
voters to facilitate access at the time of the referendum. 

Additionally, electoral systems regardless of the type should 
include five general phases: 

Registration: It is the responsibility of the state that each country 
has a civil registry where all citizens are enrolled without any 
exception. This system allows you to collect the all kinds of 
information to determine if citizens have all the requirements that 
allow them to exercise their right to vote. 

Authentication: Each electoral institution designates various 
authorities that comply with the verification of identifications of 

all those who attend to the designated election site. If the citizen 
presents the designated documents and complies with all the 
necessary regulations, then the responsible authority has the 
obligation to register that the voter has participated in the 
corresponding election. 

Voting: At the time of voting, it must be taken into account that 
there are certain citizens who have a preference at the time of 
voting, such as people over 60, ill people, pregnant women, people 
with disabilities, and women carrying children. In some countries, 
the law obliges people to vote. If a voter who is forced to vote does 
not show up, the voter will be in debt with the Electoral Justice. 

Vote counting: Once the election period is over, the authorities in 
charge restrict the passage of people from outside the process and 
proceed to carry out the corresponding accounting of the votes. 
Depending on the country where the election takes place, the vote 
count can vary from hours to days, which generates concern among 
the citizens since the results can generate controversy when the 
information is filtered. 

Results Delivery: Once the vote count has been carried out by the 
designated persons, the authorities belonging to the electoral 
institutions have the duty to verify if the results obtained in the 
previous process have coherence in order to formally disclose the 
results using the chosen means of communication. 

 
Figure 1: Electoral system Process Flow. 

Figure 1 displays a general electoral system process flow 
regardless of type. It includes three different actors and five general 
phases, as discussed above. 

Furthermore, according to [10] both voting systems consist 
of different types of rules which may differ depending on the 
country that performs the electoral process. There are mainly two 
types of electoral systems that define the voting rules 
independently of the voting system employed, the majority in 
which the one with the most votes wins and the proportional ones 
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in which it is sought to ensure that the charges are distributed 
proportionally in relation to the number of votes received by 
competitors. There is a third type known as a mixed system that is 
the combination of certain characteristics and rules of the previous 
types. 

In Latin America, the proportional election system is 
currently used. This is subdivided into a list and a single 
transferable vote and the mixed election system, which may be 
dependent or independent. 

• Majoritarian Systems 

As the name implies, are those in which the candidate or party 
with the greatest number of votes is chosen as the winner. This type 
of systems have the distinction of having two types of rules that 
can be applied to the same situation, such as the single member 
districts in which the winning candidate is the one with the most 
votes even though it does not exceed 50% of total votes.  

This does not happen in the two-shift system that performs 
what is known as the second round when no candidate crosses the 
50% barrier. When there is more than one seat available for 
political posts, multi-member models known as plurinominal 
district are used, where the voters can grant their vote to more than 
one candidate, taking care not to exceed the maximum number of 
seats. This type of model is used for the election of presidents, 
mayors, governors and senators. 

• Proportional Representation 

Unlike majority systems, the principle of the proportional 
model is to ensure that minor parties also achieve representation. 
These parties do not need to receive the majority of votes to be 
elected as indicated by the single transferable vote where the voter 
can vote for more than one party ranking their choices according 
to their preferences.  

When counting, the first option of each voter is taken into 
account and the less voted parties votes are successively 
redistributed according to the order of choice. These proportional 
systems also have the voting list where each party presents a 
candidate list to the voter, depending on the country and the type 
of election that is being made. The voter is allowed to choose the 
party or a specific candidate from this list. 

• Mixed Systems 

Some countries such as Bolivia, Venezuela and Mexico have 
adopted mixed systems. They use proportional and majority 
models at the same time to elect representatives. The two models 
can be independent, if they exist in parallel, or dependent, if the 
voting rule of one system influences another. It is common that in 
mixed systems, voters must vote twice. The first uses a majority 
system as single member districts and the second implements a 
proportional representation system. 

2.2. Methods 

The Deductive Method has been used for this research. It has 
been possible to determine the threats and vulnerabilities that 
negatively affect electoral systems. 

Voting Systems Characteristics 

As stated in [11–13], the defining features that an election 
system must comply to be effective are the following: 

1. Anonymity of the voter 

The vote of a voter must remain secret. Everyone can know the 
voters and the candidates, but only the voters can know their votes. 
This means that no historical record of the voters' elections should 
be kept. In E-Voting systems, a digital record of the vote is used. 
This is an electronic record generated by the same ballot box that 
counts votes and fulfills the votes storing function without losing 
the characteristic of anonymity that the traditional voting system 
has. 

If external agents wanted to know the identity of a particular 
voter, they should know the system in its minimum details for the 
extraction of the digital record. In order to visualize the original 
order of the votes’ incoming, a computerized system records the 
time of access to the electronic ballot box. In order to carry out 
voter identification, it is only necessary to monitor the voting order 
of the voters and compare them with the entry record. 

In most electronic voting processes, voter’s credentials are 
usually encrypted, but total security does not exist. Originally, the 
servers of those who administer the voting can decrypt the original 
information. Therefore, in these cases the anonymity of the vote is 
not fully guaranteed. 

2. Detection of falsification of votes 

The system needs to be able to tell the difference between a 
false and a real vote. The ballot paper is audited manually in 
traditional referendums while in E-Voting is the system that needs 
to be able to differentiate. 

According to experts, it is possible to produce the exchange of 
votes only with a movement generated by the operator of the 
system which would produce a falsification of votes. The 
destruction of hard drives of electronic voting is also a particular 
reason for doubt. As claimed by the specialist in IT (Information 
Technology) Märt Põder, electronic elections are a semi-
unprotected wall of a city [14]. 

3. Detection of duplication of votes 

In the traditional system, voters can only vote once. It is 
necessary to keep a historical record of the people who voted, in 
order to keep track of the total number of votes and there are not 
duplicated votes.  

However, if the electronic voting process does not have 
sufficient security guaranteed. In the case of DRE on public 
network, there is the possibility that different votes will be received 
from a single IP address, thus altering the results of the elections. 
There may also be the case of a family of several members, who 
share internet access, how can it be identified if the IP address 
belongs to one or more people? 

4. Integrity of the ballot paper 

Once the vote record is either saved, as a record in a database 
or placed in the voting booth, it cannot be changed. The extraction 
of this data is done through a mobile medium. This medium 
contains the data of the whole voting process. Once the whole 
process is finished, the ballot box prints the result of that electoral 
section. 
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In this way, the result of the election becomes transparent and 
of public knowledge as soon as voting is completed. This 
procedure occurs simultaneously in all the electoral sections. 

Some countries use the electronic voting system using ballot 
boxes that do not possess Internet connection or any means of data 
transmission, being the only cable connected to this the power 
cord. Moreover, if necessary, it may only be connected to an 
auxiliary battery for example, if power is missing. 

Imagine a safe in which a large sum of money is saved. To find 
out if the content has changed, simply count the money and 
compared with the balance stored on paper in your wallet. If the 
values are not equal, it means that the balance or contents of the 
safe have changed. The electronic ballot box would be a safe in 
which the balance and the money are stored in the same place. In 
case someone can open the safe, it would be possible to withdraw 
the money and at the same time, change the balance written on the 
paper to reflect the new value. In this way, it would be difficult to 
detect that the safe was compromised. 

5. Voting availability 

One of the indispensable principles that should guide elections 
with electronic votes is the absolute availability which ensures that 
elections cannot be postponed or temporarily interrupted by 
unavailability of the ballot boxes. They must be stable and secure 
enough so that the entire voting process takes place during the date 
and time set by the government. Therefore, the voter is able to 
exercise his right to vote within the date and time established by 
the institution in charge. 

6. Accuracy in the count 

In countries with a particularly dense population that use the 
traditional system, the voting and counting process takes several 
weeks increasing the uncertainty in the voters. The electronic 
voting systems allow the population to know the results in a shorter 
time. This can generate more confidence because the votes cannot 
be altered, duplicated or eliminated without this action going 
unnoticed. 

The electronic voting system will not allow invalid votes to be 
counted nor included in the results. In DRE systems, the process 
of registering and counting votes is free of human errors, and just 
as in the traditional voting system, the total of votes must be equal 
to the total of voters who attended to vote. 

7. Security in the system 

The electoral system needs to be resistant against failures and 
attacks. Corruption attempts by authorities, voters, and hardware 
or software failures should not affect the system. 

Inevitably, exhaustive discussions have been raised regarding 
the current consequences that the use of computer technology can 
have for the security and integrity of the election process.  

Moreover, malicious software can alter the electronic printing 
on the screen altering the voter eagerness to cast a vote. In the same 
way, an intruder can manipulate the outcome of the results. People 
who oppose or challenge E-Voting give several reasons supposed 
flaws which might influence the accuracy of the electoral process.  

Nevertheless, several technical answers ensure that these 
exploitable vulnerabilities are entirely fictitious. Depending on the 
used system, traditional voting may be more susceptible to 
alterations than an efficient E-Voting system. 

When the E-Voting systems are subject to external security 
audits, cases of adulteration of votes and registers are frequent. As 
no system is free from attacks, public administrations are not 
exempt from the fact that their institutional IT security can be 
attacked or violated. Thus, it is essential the developing of a voting 
system capable of resisting attacks and failures, as well as not 
being affected by corruption attempts by internal and external 
agents such as the authorities, voters or even programmers. 

8. Simplicity of use 

One of the most important characteristics when implementing 
the electronic voting system is to facilitate citizens the possibility 
of participating in democratic processes, encouraging them not to 
abstain and increasing the total records. In addition, the system 
must be simple enough for anyone to use it. Its simplicity is also 
an advantage for those citizens with limited or non-existent 
technical skills, disabled voters and citizens residing in a city other 
than their own to vote. 

Voting Systems Vulnerabilities 

 In [11, 13–17] several vulnerabilities within the Voting 
systems are identified, being the most important: 

1. Social engineering 

It is a term that describes attacks that are based on deceiving a 
person so they willingly hand over their private data without 
realizing it. For example in the real world, criminals by searching 
your garbage can steal your personal information, thus finding 
sensitive data and carrying out transactions with them.  

Figuring out the name of your pet, school, or any other 
information that may be used as a security question in the accounts 
of the Internet, your account may be compromised. These are 
attacks identified as low level, but they are still methodical and 
successful attacks. 

2. Digital Division 

The world in which we live is separated by the barrier of 
technology. This affects not only the underdeveloped countries or 
the rural class, but also the developed countries. In the Internet era, 
this is called a digital division. Despite the efforts that are being 
made to equip societies and citizens with digital technologies, the 
truth is that there are profound inequalities at international, 
national, regional and local levels. Digital divisions influence the 
process of electronic voting. Households with Internet and those 
who do not possess it, faster connection than others are clear 
examples of digital divisions. This will directly affect the capacity 
of access the system. 

3. Security problems related to the client and the server 

It can never be assumed that the user's computer is completely 
secure. Due to the architecture of current systems, it is possible for 
external agents to use various mechanisms to infiltrate users' 
systems in the form of viruses that allow them to spy on the ballots, 
prevent voters from voting, or directly modify the votes. 

However, there are countries that offer a solution for this type 
of altercations. They offer special open source and secure voting 
systems so the state is responsible for the electronic machine 
software at the operating system level. These provides voting 
booths or special machines that have a much lower probability of 
doing something wrong due to viruses or the inappropriate use of 
computers. 

http://www.astesj.com/


S.M.T Toapanta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 106-116 (2019) 

www.astesj.com     111 

4. Security problems related to the connection 

The connection refers to the link between the client who votes 
and the server which is responsible for counting the votes.  

One of the main problems when using the electronic voting 
system is the distrust in the reliability of the system. Many people 
believe that it is safer to carry out the voting in a traditional way 
since there is a connection between the voter and the authority 
responsible for votes counting instead of using a machine that 
collects and analyzes the votes quickly and efficiently. To grant the 
corresponding results in the least amount of time possible. For 
DRE on public network, this link must be trusted and secure for as 
long as the records are being delivered to the server. 

5. Vote purchase 

There are many disadvantages in any type of voting. The 
security of electronic voting is of the most criticized, not for only 
being vulnerable to internal attacks but also for the possibility that 
external agents collects votes by any means. They do it either 
directly, in a way of coercion or threats or indirectly imposing the 
delusion that the candidate is good. This usually involves giving 
salaries, gifts or assignments for specific services to potential 
voters, such as distributing notes, and hanging posters.  

Currently there is no real protection for the problem of buying 
votes in any of the electoral systems because it is much easier to 
organize than discover it. 

6. Disenfranchisement 

In agreement with the law in certain countries, the voting rights 
for people or a specific group of individuals is restricted. This in 
some cases can occur without legal basis due to incoordination or 
mismanagement, deliberately or involuntarily. It can be given in 
the case of people who are deprived of liberty and are not 
disqualified to vote. The decision to restrict this right is due to the 
fact that people who are deprived of their liberty have committed 
a crime that violates the constitutional laws that govern a country 
and therefore they are not allowed to participate in processes that 
would compromise society as such. 

7. Handling of the Voter's data 

It consists in manipulating the information of the voter to harm 
it. This information may be demographic or historical data which 
can be used by political entities to postulate content that favor the 
political campaign in their favor. The E-Voting is done through 
machines using software that records vote information that could 
be manipulated. For example, when we pay a ticket at the Bank, 
we can save the voucher or receipt in a PDF file. If the same fee is 
subsequently charged again, the voucher allows proving that the 
debt has been paid. Would you trust a bank that after paying a 
ticket the money simply disappeared from your balance without 
the destination of that money being at least registered in your bank 
record? Most likely the answer would be no.  

Similarly, the electoral system used in Brazil has exactly that 
problem so it has decided to implement anonymous vouchers that 
allow the user to ensure that their vote has been made with 
satisfaction for the comparison of the values recorded in the 
electronic memory. 

8. Ballot Tracking 

When conducting an electoral process, one of the guidelines 
is to ensure that the materials provided by the authorities are 

protected and in good condition. They are designated to various 
groups of Special Forces such as military, navy, police and others 
to monitor them by preventing other individuals from doing 
scrupulous acts that can compromise the elections. 

This event of ballot tracking is done when the designated sites 
by the electoral institutions do not have the necessary equipment 
to perform the final vote counting that will indicate the results. 

9. Ballot Stuffing 

The filling of ballots is one of the vulnerabilities of the 
traditional voting system. Many citizens are determined to commit 
electoral fraud so that their preferred candidate can win. This 
happens when they do not have control of what happens in the 
ballot box since this individual could be carrying their own ballots 
or the person in charge of administering the ballots could adulterate 
them and pass them off as votes of absentees. Depending on the 
country, the penalty varies between months up to 10 years. 

10. Digital Illiteracy 

Around millions of people in Latin America lose their 
connection in an increasingly digital world. Mainly, people who 
live in the rural regions of their country and people over 55. This 
lack of knowledge in the digital age does not allow them to enjoy 
a variety of benefits without the need to get assistance from a 
person who has the capabilities to help. 

In recent years, several government institutions offer services 
via the Internet to streamline all types of processes. Therefore, if 
the person cannot function quickly and efficiently in the digital 
world, he/she is marginalized from the rest of their social 
environment. 

3. Results 

In the present work, it can be deduced that any of the two 
voting systems presents characteristics and vulnerabilities that 
must be considered when trying to implement a system that 
satisfies all the requirements that are needed for a satisfactory 
electoral process. 

 

Figure 2: Characteristics of voting systems. 

Figure 2 contains a diagram with eight characteristics of both 
voting systems, and these must be present when using any of them. 
If one of these fails, the results of the election could be 
compromised. 

Likewise, Figure 3 displays a diagram of the weaknesses 
affecting the two varying types of electoral systems. Both systems 
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have different vulnerabilities. Some of these vulnerabilities are 
shared among them. 

 
Figure 3: Vulnerabilities affecting the voting systems. 

Therefore, it is discernible that half of the vulnerabilities 
present in E-Voting are related to the appropriate management of 
technology while the other vulnerabilities presented in both 
systems are related to society. This leads to understanding that the 
traditional voting system is more exposed to human error and/or 
social interference. 

Table 2 defines the different levels of criticality of voting 
systems. Four levels have been considered which are separated by 
color code. 

Subsequently in Table 3, the various risks affecting the systems 
are detailed and grouped by type of risks and levels of criticality. 
As can be seen, the E-Voting system presents two types of risk that 
would have a great impact on society while the traditional voting 
system does not have that kind of impact. Social risk influences 
each of the risks present in both types of voting system. This 
means, society is the one that decides whether the chosen voting 
system is going to be successful or not. Both systems present the 
same amount of moderate risk. As a result, the three risks that do 
not compromise the system belong to the E-Voting system and are 
not subject to technological errors. 

Table 2: Criticality levels 

Impact Description Color Code  

Very 
Severe 

The risk is high, directly affects 
the voting system and can change 
the outcome of the vote. 

Red 

Serious 

The risk is moderate and can alter 
the outcome of the election if it is 
not detected and corrected on 
time. 

Orange 

Moderate The risk is minor and does not 
directly affect the voting system. Yellow 

Mild The system has not been 
jeopardize. Green 

 

The voting systems, when fulfilling these characteristics, can 
mitigate their inherent vulnerabilities thus eliminating the hazard 
and dangers presented when implemented. 

Pursuant to the data collected and exposed by governments in 
historical reports [18 - 28] in Table 4A and Table 4B, it can be 
observed the citizen participation in the 3 selected countries. There 
were several electoral processes in the election of Presidents and 
Vice-presidents made every 4 years. In 10 out of 12 elections, a 
second round was necessary for the election of its president. 

In conducting the research, work was concluded that there are 
big gaps over the time to take, collect, organize, and disseminate 
the results depending on the type of voting system used in each 
country.  

Table 5 data shows a comparison between each of the 
countries. For example, between Brazil and Colombia, Colombia 
represents only 23.30% of registered voters whereas in Brazil only 
49.64% registered voters showed up to exercise their right to vote. 

Comparing the countries of Ecuador and Colombia, they 
present a difference of 30.85% in citizen participation. Although 
according to Table 1, Colombia has a greater population than 
Ecuador. Less than half of the registered individuals in Colombia 
vote. The collection and dissemination of results may take between 
9 to 10 hours less than in Ecuador. 

Table 3: Risks affecting voting systems. 

Risk System Type of Risk Impact 
Security issues related to the connection E-Voting Technological/ Social Very Severe 
Related security issues with the client and the server E-Voting Technological/ Social Very Severe 
Social engineering E-Voting / Traditional Social Serious 
Ballot Tracking Traditional Social Serious 
Ballot Stuffing Traditional Social Serious 
Manipulation of the Voter's data E-Voting / Traditional Technological/ Social Serious 
Vote Buying E-Voting / Traditional Social Moderate 
Disenfranchisement E-Voting / Traditional Social Mild 
Digital Division E-Voting Technological/ Social Mild 
Digital illiteracy E-Voting Technological/ Social Mild 
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Table 4A: Results of the three last presidential elections in Brazil, Colombia and Ecuador (First Round). 

Presidential 
Elections 

BRAZIL COLOMBIA ECUADOR 
2010 2014 2018 2010 2014 2018 2009 2013 2017 

Registered voters 135804084 142822046 147299471 29997574 33023716 36227267 10529765 11675441 12816698 
Valid votes 101590153 104023802 107050749 14573593 12160881 19336134 6897912 8602603 9442495 
Blank votes 3479340 4420489 3106937 261530 672782 338581 534149 179230 286069 
Null votes 6124254 6678592 7206968 170874 351739 242002 496687 684027 736743 

Total Voters 111193747 115122883 117364654 15005997 13185402 19916717 7928748 9465860 10465307 
 

Table 4B: Results of the three last presidential elections in Brazil, Colombia and Ecuador (Second Round) 

Presidential 
Elections 

BRAZIL COLOMBIA ECUADOR 
2010 2014 2018 2010 2014 2018 2017 

Registered voters 135804084 142822046 147299471 29997574 33023716 36227267 12816698 
Valid votes 99463917 105542273 104838753 13061192 15341383 19247062 9895407 
Blank votes 2452597 1921819 2486593 482003 619396 807924 69436 
Null votes 4689428 5219787 8608105 198003 403405 265857 670731 

Total Voters 106605942 112683879 115933451 13741198 16364184 20320843 10635574 

However, it should be taken into account that both Brazil and 
Ecuador use electronic voting systems. Being DRE and automated 
paper-based voting respectively, where according to Table 5, 
Ecuador has a 5.62% more participation in relation to Brazil. 

Table 5: Average of the collected data. 

Presidential 
Elections 

Brazil Colombia Ecuador 
Average 

Registered voters 141975200 33082852 11673968 
First Round 

Valid votes 104221568 15356869 8314337 
Blank votes 366822 424298 333149 
Null votes 6669938 254872 639152 

Total Voters 114560428 16036039 9286638 
Second  Round 

Valid votes 103281648 15883212 9895407 
Blank votes 2287003 636441 69436 
Null votes 6172440 289088 670731 

Total Voters 111741091 16808742 10635574 
Average Turnout 79.71% 49.64% 85.33% 

 

4. Discussion 

Since 1992, Latin America has decided to be part of 
technological change. This is why some countries undertook the 
adaptation process to migrate from the traditional voting system to 
E-Voting. 

According to the data provided by the different counting 
authorities [29–32], Table 6 shows that around 11 countries 
decided to implement and register pilot tests from 1992 to 2018. 
Only Brazil and Venezuela decided the implementation of E-
Voting in their current government. 

Table 6: E-Voting pilots in Latin America. 

COUNTRY Pilot Year E-Voting 
Colombia 1992 DRE 

Brazil 1996 DRE 
Peru 1996 DRE 

Venezuela 1998 DRE 
Paraguay 2001 DRE 

Venezuela 2002 DRE 
Costa Rica 2002 DRE 
Argentina 2003 DRE 
Ecuador 2004 Paper Based 

Dominican Republic 2006 DRE 
Mexico 2006 DRE 

Argentina 2011 DRE 
Argentina 2013 DRE 
Ecuador 2014 DRE 
Panama  2014 DRE 

Argentina 2015 DRE 
Peru 2015 DRE 
Peru 2018 DRE 

Colombia 2018 DRE 
 

In the present investigation, it was decided to use Brazil as a 
model representative of the Latin American countries using the 
electronic voting system in its entirety. Venezuela has been 
excluded, due to its current situation which has not allowed the 
collection of electoral data from reliable and truthful sources. It 
should also be noted that Argentina has made about 4 documented 
pilot tests, but it has not yet been able to migrate satisfactorily 
towards electronic voting. 

Also in the analysis that has been carried out in the present 
investigation, the characteristics and vulnerabilities of the 
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traditional system and the E-voting, indicated in Figure 2 and 
Figure 3 respectively, have been established. They take into 
consideration that all the characteristics are necessary for the 
correct functionality of both systems. Voting Integrity and System 
Security have been identified as the most fundamental 
characteristics in voting systems. The main reason for this is that 
the integrity of the vote ensures that the election is conducted in an 
anonymously, safely and transparent manner. On the other hand, 
the security of the system assures that the entire electoral process 
is free of faults, so safeguarding its effectiveness. 

Table 7: Last presidential election time details. 

Country Election 
Date Begin End Vote 

Tallying 
Tallying 

time 

Brazil 28/10/2018 8:00 17:00 28/10/2018 
19:13 2:13:00 

Colombia 17/6/2018 8:00 16:00 17/6/2018 
19:51 3:51:45 

Ecuador 2/4/2017 7:00 17:00 3/4/2017 
6:06 13:06:00 

However, it must be taken into account that both Brazil and 
Ecuador uses E-Voting systems. Additionally, Ecuador represents 
only 8.22% of registered voters of Brazil, where according to Table 
5 only the 85.33% show up to vote. Nevertheless, the differences 
of the various types of E-Voting are reflected in the last two 
phases. These are the vote counting and the results delivery. 
According to Table 7 [33–35], we can consider a time factor of 
6.13 which equals to 11 hours. In addition, by continuing to use 
the traditional voting system, Colombia takes 1.38 more hours than 
Brazil in vote counting depending on the type of system and the 
authority in charge. 

 
 

5. Future work  

In Ecuador, Article 292 of the Organic Electoral Law of 
Democracy [36] determines that if people who have the obligation 
to vote do not show up to vote, they will be sanctioned with 10% 
of their basic salary. On the other hand, in Brazil article 7 of the 
electoral code [37] dictates that the citizen must justify his fault 
before a judge where he will decide the percentage of the fine 
between 3% and 10% of the minimum wage. 

Therefore, it is recommended to conduct a study analyzing 
the probability that the participation of citizens in choosing their 
leader is related to the reliability of the voting system or the penalty 
fee for not exercising their right to vote. 

The gradual increase in corruption in Latin America [38] is 
one of the most relevant facts that is not been considered from a 
technical point of view, but it still should be considered. In Figure 
4, the country corruption indices by country can be observed. 
Venezuela leads the list with 87%, while Argentina is last with an 
index of 41%. 

As it can be seen in Table 6, Latin America has not conducted 
a pilot test for the E-Voting System DRE in public network. It is 
necessary that future research focus on the development of new 
methodologies and technologies so that it can be correctly 
implemented. 

6. Conclusions 

The countries of Latin America that have decided to use both 
partially and fully E-Voting system have come to the conclusion 
that once vulnerabilities have been mitigated it becomes the least 
risky and most efficient to implement. It is a safe, transparent and 
auditable process. 

 
Figure 4: Corruption Indices by Country in Latin America.
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Taking into account, voting systems consist of five phases as 
shown in Figure 1. In the automated paper-based voting, four of 
these phases are directly linked to the margin of human error while 
in the other two types of E-Voting the whole process is electronic. 
It can be discerned that DRE and DRE on public network reduces 
voting time which leads to the reduction of operational costs. 
Finally, it was concluded that to alleviate the potential risks of 
voting systems is necessary to identify and neutralize the 
weaknesses in the E-Voting system. This can be considered as an 
alternative approach to increase the security of the process. 

Hence, when implementing this type of system, it is essential 
to consider the security requirements. With this in mind, without 
the appropriate measures E-Voting can be a real challenge. 
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8. Appendix 

Appendix: Articles and books reviewed in relation to the subject. 

Title Publication 
Year 

E-voting en Colombia: Avances y desafíos en la 
implementación. 2019 

A Scheme for Three-way Secure and Verifiable 
E-Voting. 2019 

The Electoral Success of the Left in Latin 
America: Is there any room for Spatial Models of 
Voting ? 

2019 

Electronic voting 2018 
The Good , the Bad , and the Ugly : Two Decades 
of E-Voting in Brazil 2018 

Towards a Secure Online E-voting Protocol 
Based on Palmprint Features. 2018 

Secured and transparent voting system using 
biometrics. 2018 

Election fraud and privacy related issues: 
Addressing electoral integrity. 2017 

Principles of comparative politics 2017 
Smart voting 2017 
Electronic Voting. 2017 
Towards security modeling of E-voting systems 2016 
Digital divide impact on e-voting adoption in 
middle eastern country. 2016 

Identification of Non-Functional Requirements 
for Electronic Voting Systems: A Systematic 
Mapping. 

2015 

From piloting to roll-out: Voting experience and 
trust in the first full e-election in Argentina. 2014 

Trust in elections, vote buying, and turnout in 
Latin America. 2013 
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 The modern stage of information technology development is characterized by the acute need 
to use cognitive technologies for the solution of tasks of practice, in particular, in the sphere 
of real world objects monitoring and management. Practical usage of cognitive systems of 
monitoring is significantly limited to two factors now: operation at the level of knowledge 
leads to loss of speed, and the high complexity of software solutions leads to increase in 
cost of development. In order to solve these problems it is suggested to use architectural 
cognitive approach to design of systems of monitoring. In the article the concept of 
cognitive monitoring is defined. A new approach to creation of cognitive systems of 
monitoring which functioning is based on use of model of a target object and the model of 
monitoring system presented in terms of knowledge are proposed. The idea of this approach 
is generation of the loaded architecture according to these models. The generalized 
structure of cognitive system of monitoring is given, the concept of the cognitive monitoring 
machine, which basic elements are the subsystem of creation of models, a subsystem of 
transformation of models, a subsystem of processing of models, a generator of architecture, 
a generator of reports and reactions, a repository and a set of adapters is entered. The 
structure of the platform focused on realization of this approach is described. The example 
of cognitive monitoring system is given. 
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1. Introduction  

Cognitive information technologies begin to get into everyday 
life actively. More and more widely such smart devices as smart 
phones, the smart TV, the smart house, the smart systems of 
monitoring of a condition of the patient, etc. are used. Fast 
extension of scope of the Internet of things (IoT) leads to 
appearance of the heterogeneous network structures, huge by the 
size, including very large number of the various elements using a 
large number of various stacks of protocols. At the same time the 
huge volume of structured and unstructured data is created, and the 
structure of such systems permanently changes. Efficiency of the 
control of such huge information systems (IS) with permanently 
changing structure of interconnections and device types 
significantly depends on the evaluable information about the IS 
state, i.e. the solution of the task of monitoring. Existing systems 
for monitoring are not always applicable in the considered 

conditions. Essentially new paradigms of monitoring are strongly 
required. They can be built on the base of cognitivity concept. 

The term cognition comes from Latin cognito that means I 
think. In particular, in the Cambridge dictionary the term cognition 
is defined as rational cerebration. In case of such determination 
emphasis is placed on how a human studies, remembers and argues, 
but not on discrete facts. The term cognitivity came from 
philosophy, and then began to be used also by psychologists. In 
particular, cognitive psychology studies how a human think. The 
concept of cognitivity is very closely coupled with a concept of 
artificial intelligence (AI). In essence, the AI IS allow understand 
a situation, to study it and based on it to make decisions on those 
actions which are required to be undertaken. The classical AI 
systems can solve those problems which can be accurately 
formulated and programmed. From this point of view the cognitive 
systems (CS) are capable to realize processing just as it is done by 
a human, so CS can be considered as extension of traditional AI IS.  
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One of the main goals of CS development is minimizing the 
semantic gap between the human and machine i.e. computer acts 
as a human. In order to reach this effect a computer must be able 
to work with knowledge (to mine knowledge, to process 
knowledge). Modern software platforms as a rule do not suggest 
effective support for knowledge processing and there are limited 
number of analyst, architects and programmers who can solve 
problems in terms of knowledge. So, we have a gap between 
cognitive architectures and modern software development 
platforms. Another problem with CS is that their implementation 
requires logical inference, knowledge processing, etc. This leads 
to serious problems with the speed of processing in CS and as a 
result limits the scope of CS usage. 

The article suggests a new approach to cognitive monitoring. It 
is an architectural approach that assumes usage of target system 
models which can be used for generation scripts for cognitive 
behavior realization. Models can also be used for generation of 
“loadable architectures”. Loadable architecture is peaces of code 
to be loaded into processors of distributed cognitive monitoring 
systems. In the second section of the article, an analysis of modern 
CS, the levels of their cognitivity and approaches to CS systems 
implementation are analyzed. In the third section the solved 
problem is formulated. In the fourth section basic principles of 
cognitive monitoring systems are considered. Generalized 
structure and the models of the systems are described in the fifths 
and the sixths sections. The architectural approach to cognitive 
monitoring systems development is presented in the section seven. 
In the last section an example of practical use of the proposed 
approach for systems of operational management of networks of 
cable television is given. 

2. Modern state of Cognitive computing (CC) 

On the idea [1, 2] cognitive systems shall differ essentially 
from traditional IS, including the AI IS. They shall not be 
programmed rigidly, and shall study like the human in the course 
of functioning and communication with people, i.e. over time they 
shall function more and more effectively [3]. According to this 
paradigm the CS shall be based not on the algorithms and rules 
which are a priori put in them, but shall be based preferentially on 
training [2]. It is expected that usage of cognitive technologies can 
expand abilities of IS and allow them solve problems which are 
traditionally solved by human. It can be such problems as planning, 
reasoning, training, operation with incomplete and doubtful data, 
etc. [4]. 

CS can have the following properties: 

• Ability to self-learning. CS shall minimally use traditional 
“hard” programming. They shall acquire permanently 
knowledge from the environment. At the same time CS 
shall create and check permanently hypotheses, at the same 
time learning goes preferentially in the mode "without 
teacher". 

• Ability to adaptation. CS shall have ability to adapt both to 
specific features of the problems to be solved (content), and 
to the changing environment (context). 

• Dynamism. The dynamism can be defined as ability to 
work in the real time mode. 

• Interactivity – ability to interact with different stakeholders 
for the purpose of obtaining knowledge from them. 

• Ability to process unstructured data, in particular, the data 
provided in a natural language. 

• Ability to scaling. Ability to add auxiliary resources in 
order to improve performance. 

• Ability to manage own structure. Assumes a possibility of 
self-diagnostics, reconfiguring in case of failure of separate 
elements, solving problems of performance optimization, 
security management, etc. [6]. 

To estimate the level of cognitivity of IS one can use discrete 
or continuous measures of approximation (maturity model) which, 
in particular, can be defined in terms of levels of a maturity of the 
technologies. These levels define what cognitive opportunities and 
in what order can be added in case of creation of an IS, forming 
some road map which defines transition from traditional IS to 
cognitive IS. It is possible to define 2 alternative approaches to 
delimitation of a cognitive computing: to define them in terms of 
ability to solve problems just as it is done by a human or in terms 
of methods of the decision of tasks. 

The first approach assumes comparing of behavior of the 
machine and the human in case of the decision of target tasks. For 
example, if an expert is not able to define with confidence, who 
solves a problem: a human or a computer, then it is possible to 
speak about cognitive computing. It is possible to define, how 
intensively "human" approaches to problems solving is used. For 
example, for service oriented IS the level of cognitivity can be 
defined by means of calculation of what part of services can be 
considered as cognitive. The problem consists that how the human 
solves the problem is not always known. It should be noted that for 
practice such approach is of no use. 

The second approach according to which cognitive computing 
is defined by the used architectural concepts is of bigger practical 
interest. When using this approach, cognitive computing can be 
defined as a family of architecture solutions which use models of 
the environment and model of the system, and these models shall 
be built in terms of knowledge. Taking into account the definition 
of the term software architecture [5] where architecture includes 
the IS development, then for cognitive IS this definition is to be 
expanded and formulated as a family of architecture which in the 
process of operation and (or) in the process of development use the 
models of the environment and model of the IS provided in terms 
of knowledge. If cognitivity is implemented only at a development 
stage, then existence of tools for transformation of cognitive 
solutions for class IS in not cognitive solutions for a concrete 
solution is required. Such approach can be useful in cases when 
use of cognitive approaches in the run time mode is not possible 
because of strict requirements on speed and (or) on available 
resources. 

Implementation of CS is based on existing approaches to 
creation of the AI systems. In [7] 4 alternative approaches to 
creation of the AI systems are defined: IS which think as a human, 
IS which think rationally (reasonably), IS which operate as a 
human, IS which operate rationally (reasonably). It is necessary to 
mark that concepts to think or to operate as a human and to operate 
rationally are different things. 
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The existing CS use all 4 approaches. In particular, in order to 
understand how a human solve problems, it would be useful to 
analyze what types of mistakes are made by a human and by a 
computer when they solve similar problems. If they make similar 
mistakes, then they thing in the same way [8]. It is obvious that this 
approach is more useful to physiologists, but not IT specialists as 
for last it is important that the IS be able to solve problems with 
the required characteristics of quality. The more important is that 
when a human thinks, he or she operates with knowledge. 
Therefore from creation of the CS as a system which operates with 
the models in terms of knowledge is more useful for IT practice. 
The detailed and fresh analysis of the state of the art of CS relating 
to 2018, one can find in [8]. 

The CS commonly integrates many technologies and platforms 
thus it can be considered as integration technology. So CS is 
closely coupled with MAS. MAS is a multidimensional concept. It 
can be considered, at least, from 3 points of view: i) from the point 
of view of the theory, MAS can be considered as an approach to 
creation of systems of the distributed AI, ii) from the point of view 
of the application programmer, the MAS can be considered as 
separate architectural style or as a combination of several 
architectural styles [9], iii) from the point of view of the system 
programmer, the MAS is a hardware-software platform. 

3. The problem of cognitive monitoring systems creation 

One can define monitoring as a process of acquisition data 
about the current status of a target system (TS), data processing 
and (or) transformations for presenting needed information to 
stakeholders in a proper form, particularly to persons who makes 
decisions (DMP). The process of monitoring can be conceded as a 
business process which can be created both in statics and in 
runtime.  

The monitoring system (MS) can be defined as systems which 
realize monitoring process. MS can be realized both as stand alone 
IS or IS subsystem. In the latter case we have self monitoring. 
Results of monitoring are used for solving problems of target 
system (TS) management (diagnostics, self-repair, optimization of 
performance, reconfiguration, etc. [10], [11] ).  

One can conceder MS and TS as a single system, or a TS can 
be considered as a context in which MS operates. The choice of 
approach depends on specifics of the problem to be solved. If the 
monitoring subsystem cannot send control information to TS, then 
it is better to conceder TS as an environment. If MS can manage 
TS, then we have monitoring control system (MCS). As a rule, TS 
has connections with other objects and IS. The set, consisting from 
target object and related objects forms the TS. Both TS and MS 
may include a program component (business logic) and the 
infrastructure component (IC). IC is sensors, the executive 
mechanisms, servers and network equipment, etc. The generalized 
structure of MS is shown in fig. 1. 

TS can be defined as S, EM, EQ, BP, M, D , where: S – set of 
sensors, EM – a set of the executive mechanisms, EO – a set of 
elements of the equipment, BP – a set of the business processes 
which realize business logic, M - a set of signals (messages) which 
are used for information interchange, L - records in log-files about 
events like beginning and the end business process, D - sources of 
signals (data) which are generated in the context of specific 

business process. Message has a format: BP, T where BP – the 
identifier of business process, T – time tag, each time tag has a 
format N, V, T , where N is a parameter name, V – a parameter 
value, T – a time stamp. 

 
Fig. 1. MS structure 

At the top level MS can be classified by three parameters: 
structure of TS (centralized, distributed), structure of MS 
(centralized, distributed) and processing method (postponed, on 
line). 

MS can be presented in the form shown in fig. 2. 

 
Fig 2. MCS structure 

This variant corresponds to a case when TS is a set of 
distributed objects (DTS). It can be, in particular, mobile objects. 
MCS also is realized as distributed system (DMS). In fig. 2 M are 
modules, a tree topology of MS is shown, but also other topology 
can be used. DTS and DMS can be connected by means of several 
channels of telemetry (TMC). 

It is possible to define the following main problems solved by 
MS:  

• The analysis of telemetry in the postponed mode. On an 
input of MS the event stream in a format time-name-value 
arrives. It is necessary to define time point or an event 
since which deviations are observed and to trace history of 
development of the situation. 

• On line processing of telemetry and TS control. On an 
input of MS the event stream in a format time-name-value 
arrives. It is required to check, if the message comes in a 
proper time and parameters are in norm it means that 
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situation develops in a proper way. If the events show that 
the situation has deviations from the sample one, then 
procedure of correction is to be started. It can be a 
procedure of change of settings or reconfiguration by 
means of sending message of name value type. 

• Network infrastructure of MS management. If MS is 
realized as distributed system, the task of monitoring and 
control of MS own network infrastructure appears. The 
task is similar to the previous task. 

• Debugging of a process of operation with telemetry. 
Assumes carrying out different experiments at a stage of 
debugging of procedures of monitoring of real MS. 

• Simulation of operation of MS. Carrying out different 
experiments at a stage of primary debugging of MS. 

For solving the enumerated problems monitoring systems 
should be able to solve such “human” tasks as find and usage of 
the most informative sources, reasonable distribution of existing 
resources, observed objects modeling, etc. Also MS should 
flexibly respond to changes in internal and external monitoring 
conditions. For this cognitive monitoring systems are required. To 
build such systems appropriate models and architectures should be 
developed.  

4. Basic principles of cognitive monitoring systems 

The Cognitive Monitoring Systems (CMS) can be defined as 
the monitoring systems realized on the basis of the principles of 
cognitive computing. It should be noted that most often usage of 
CMS makes IS cognitive. It, in particular, concerns the systems 
constructed on the basis of the concept of IoT. Cognitivity is not 
inherent feature of IoT, but CS are often built on IoT platform. It 
is possible to speak about 3 aspects of implementation of the 
cognitive monitoring (CM) concept. In this case it is necessary to 
answer 3 questions: 

• How cognitive processing is organized? 

• How the functionality is distributed between the CMS 
subsystems? 

• How the network media is organized? 

The answer to the first question consists in the description of 
what mechanisms of cognitive processing are used in the case of 
creation of MCS and by means of what mechanisms they are 
implemented. The answer to the second question consists in 
describing the CMS structure and platform. A CMS can be realized 
as a system with the client-server architecture, as a distributed fog 
system, on the base of multi-agent platform, etc. It should be noted 
that sensors can be cognitive also. The answer to the third question 
assumes the description of how the monitoring data 
communication media is organized. In view of the fact that modern 
TS more and more often represent as a set of distributed mobile 
objects, usage of a communication media based on ideas of 
Cognitive Internet of Things (CIoT) quite evident. 

The classification of possible variants of CSM organization is 
given in fig. 4. The approaches can be classified by 3 main features: 
from the point of view of used structural and architectural concepts 
and from the point of view of used models. From the point of view 

of architectural solutions, it is possible to select 4 basic alternative 
approaches: use of classical solutions, use of vertical solutions, use 
of horizontal solutions and use of hybrid solutions. Traditional 
solutions assume, for example, use of solutions on the basis of 
SNMP and cognitive processing can be executed on the server. 
Vertical solutions are multi-layer solutions in which cognitive 
processing is implemented at several levels. Examples of such 
approach is fog computing. Horizontal solutions assume one level 
organization. In this case cognitive processing is implemented by 
a group of the processors working at one level. As a rule, it is P2P 
systems. Service oriented architectures and multi-agent solutions 
can be conceded as examples of horizontal approach. Hybrid 
solutions are a combination of horizontal and vertical approach. 
MAS working on the several levels can be conceded as an example 
of this approach. 

CMS assumes use of 2 main types of models: TS model and 
own model. If the dynamic (compiled) architecture is used, then it 
is possible not to use models in loadable modules. In CMS only 
separate model can be used, for example, only TS model. The 
models can be either static, or dynamic. Static models are 
generated in the process of the CMS development. Dynamic 
models can be created and (or) changed in run time. 

In the process of CMS development different architectural 
concepts can be used. In the simplest case it can be the fixed 
architecture. It can be either an architecture designed manually or 
the architecture generated from architectural meta models 
according to an approach which will be described below. When 
using the virtual environment use of the loaded (on demand) 
architectures from architecture library is also possible. The most 
effective and difficult solution is use automatically generated 
dynamic architecture which can adapt both to content, and to 
context. 

 
Fig. 3. Classification of approaches to CMS implementation 

5. Generalized structure of cognitive monitoring systems 

The generalized structure of CMS is shown in fig. 4. The TS 
can have the built-in sensors which can realize separate elements 
of cognitive processing, as a rule at the level of signals. The core 
element of CMS is cognitive machine which is responsible for 
building required models, their maintenance in actual state, 
transformation of models and realize decision-making on models. 
Communication between the cognitive machine and the field of 
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cognitive sensors can be realized with the help of a cognitive 
network [8]. 

  
Fig. 4. Generalized structure of CMS 

The basis of CMS is the cognitive machine of monitoring 
(CMM) which can be considered as an architectural framework as 
the platform or as CMS toolkit depending upon the point of view. 
CMM consists of a set of services of different level which can be 
used for creation of concrete CMS. The conceptual structure of 
CMM is shown in fig. 5. CMM includes 7 subsystems: Model 
Mining Module (MMM), Model Transformation Module (MTM), 
Model Processor (MP), Architectures Generator, Generator of 
Report and Responses, Repository and a set of Adapters. 

MMM is a module which is responsible for creation and 
maintenance of models in actual state. MTM is a module which is 
responsible for model transformations. PM is a module which is 
responsible for processing of models, in particular realizes 
reasoning on models, the generator of architecture can generate 
loadable modules and is used in CMS with dynamic architecture. 
The repository is used as storage for models, data, knowledge, 
scripts, etc. The report generator and responses performs several 
functions. If a CMS operates in MS mode this module presents 
information about TS status to DMP. If the CMS operates in MCS 
mode, then it sends controlling impacts to TS. In the case of use of 
the dynamic loaded architecture, this module is responsible also 
for loading of architectural modules in distributed environment of 
CMS. Adapters are used for information and knowledge search in 
external sources. 

CMM operates in a following way. Data from sensors come to 
the CMM machine. If the model is unknown or requires 
specification and (or) verification, then for this purpose MMM 
used. The standard mode of operation assumes permanent 
checking of models on correctness and reorganization of models 
in case of arrival of messages about events. All models are stored 

in the repository. In CMM main decisions are made as a result of 
logical inference on knowledge base. For this purpose it is required 
to mine knowledge from an input data stream and external sources. 
This procedure realizes MMM which integrate a number of lower 
level services. MMM can mine knowledge from data and events. 
Processing in MMM can be realized according to well-known JDL 
model [12]. MP realizes functions of making different operations 
with models, by the most part by means of SPARQL [13] requests. 

Such solutions are relevant first of all in the cases when TS and 
(or) a connective network is built as IoT. If the structure of the 
serviced TS is known and stable then loadable modules can be 
stored in repository libraries. The use of the loaded (on demand) 
architecture [14] is relevant, first of all, for fog structures when 
resources of modules of the intermediate level are restricted. 

 
Fig. 5. Cognitive machine of monitoring structure 

6. Models and models transformation in cognitive 
monitoring systems 

As it was stated above, cognitive computing and, respectively, 
cognitive monitoring, assumes the widest use of models, including 
the models provided in terms of knowledge. Nowadays creation of 
models in the case of design of the IS undoubtedly is a bottleneck 
and in the most cases continues to be executed manually by 
analysts. This activity needs both big expenses and does not 
exclude errors. If the structure of the IS to be modeled permanently 
changes, then the task of creation of adequate models becomes 
even more difficult. Thus, the problem of automatic formation of 
models is rather actual one. 

In relation to CMS models shall provide the solution of the 
following main problems: estimation of a current status of TS, 
prediction of TS behavior, to estimation of CMS own condition, 
prediction own status, synthesis of architectural models from the 
architectural description. For CMS models in terms of knowledge 
are of prime interest. First of all, it is ontological models.  

Nowadays different methods of receiving models from data 
and information on events are known. In our context at least 3 
technologies are of interest: extraction of knowledge from data 
(data mining) [15], creation of models of processes from log-files 
in the form of Petri nets (process mining) [16], creation of 
automata, in particular, multilevel automata models [17]. Today it 
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is separate loosely interconnected technologies. It is advisable to 
consider these technologies as a single technology, which can be 
called Model Mining (MM). MM can be conceded as umbrella 
technology and can be determined as MM = { Mod, Met, Tmet, I, 
R } where Mod – models, Met – methods of a mining of models 
from data and messages about events, Tmet – methods of 
transformation of models, I – instruments of models mining of, R 
- an implementation of models. The MM can be considered as 
integration technology. Usefulness from introduction of this 
concept is that it allows: i) to expand a concept of Model Driven 
Engineering (MDE), ii) gives the chance to look at a problem of 
automatic synthesis of models integrally, iii) allow understand 
what elements which are necessary for realization of systems of 
automatic model synthesis are absent, iv) allow accumulate 
knowledge in the form of models (model knowledge). 

According to the MDE approach to describe a system a stack 
of models is created. The key concepts of the approach are the 
following: model (M), meta model, (MM), model wirering (MW) 
and model transformation (MT). Representation of a set of models 
in the form of a stack needs to determine the procedures of 
transition from model of the top level to models of the bottom level 
and vise verse. Process of model transformation is a process which 
defines how it is possible to receive target model from one or 
several initial models. Models can be transformed either 
horizontally, or vertically. In the first case the model is transformed 
to model which belongs to the same level. In the second case the 
transformed model is model of higher or lower level. The special 
type of models - VM are used for binding of models of different 
types. The basic goal of these models consists in establishment of 
compliance between separate elements of models (low level 
binding) [18]. 

In relation to CSM both horizontal, and vertical 
transformations of models are of practical interest. Not always it is 
possible to realize transformations procedures automatically and to 
receive needed model. For example, a service allows receive 
results of a mining in the form of the multi-level finite state 
automata, but MP can work with ontology, and for generation of 
executable code UML description is needed. 

7. Architectural approach to cognitive monitoring systems 
development 

In the process of CMS development an architect faces at least 
with two problems. 

The first problem is that very often MS must operate in real 
time. In relation to CMS the main problem is that implementation 
of intellectual elements of behavior requires manipulation with 
knowledge. Manipulations with knowledge, assumes 
implementations of a logical inference, i.e. execution of a large 
number of machine operations which cannot always be executed 
in parallel mode that makes difficult to use CMS not only in hard 
real-time systems, but also in online IS with moderate 
requirements to speed of operation. Besides, it is not always 
possible to predict time required for realization of a logical 
inference precisely. It is possible to solve this problem due to 
increase of performance of the used servers and (or) usage of 
parallel algorithms. All these approaches, at least, when using the 
modern platforms, give effect only in the case of very moderate 
requirements to real time. 

The second problem is that CMS realization assumes 
implementation of mechanisms of knowledge processing which 
are most often provided in the form of ontology. It is necessary to 
mark that development of such type of IS requires from the analyst 
and the programmer rather high qualification and experience or it 
is necessary to invite knowledge engineers, i.e. the process of CMS 
development becomes rather expensive. 

For solving these problems architectural cognitive approach to 
CMS development is suggested. The idea of this approach consists 
in development of the domain oriented platform for CMS which 
includes the architectural framework (AF) and tools for 
development on its basis of concrete CMS. AF includes a set of 
services. The generalized structure of the platform is shown in  fig. 
6. 

 
Fig. 6. Cognitive machine of monitoring structure 

The platform represents a set of tools for architectural 
development of CMS. The platform consists of the following 
elements: a repository for models, rules, scripts and data storage, a 
data, information and knowledge import export subsystem, a set of 
services. Besides, the platform encapsulates toolkit for CMS 
architectural development – builder, with the help of which one 
can build models and business processes of monitoring 
information processing. Besides it standard high level languages 
(HLL) design tools and object-oriented modeling (OOM) can be 
used. The basis of the platform are services, such as: services of 
extraction rules from data (data mining), services of automatic 
creation of models (model mining), services of models 
transformation, services of generation of modules of the loaded 
architecture, models finding services, engines services, services of 
access to data and knowledge models access, etc. 

The platform can support model transformation, i.e. generation 
of automata or neuron network solutions from cognitive models. 
For example, when we have strict requirements on time, use of 
automata may help to solve problem. In the case of context is 
changed then new automate can be generated and loaded as 
module. For loading of modules it is possible to use separate 
temporal slots or it can be done when model mining subsystem 
defines the model is to be corrected. In this case one can speak 
about the adaptive (agile) architecture in a sense [19]. 

In general, the described above approach to use of models can 
be defined as Cognitive Supported Architecture (CSA). 
Perspectives of practical application of this approach are defined 
by accessibility of services of transformation which allow use 
instead of heavy models in the form of knowledge other more light 
models such as automata machines, tables, decision trees etc which 
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allow receive higher speed of computations. Such approach allows 
use the platform as a modeling and development tool. The offered 
approach is, first of all, the integration approach directed to 
integration of already available technologies and solutions. Now 
the platform is in a development stage. 

8. Use case. CMS of resources on networks of cable 
television 

Let us conceder as an example of practical use of the described 
earlier approach for system of operational management of 
networks of cable television. 

Generalized structure. The Systems of a Cable Digital 
Television (SCDT) are one the traditional directions of 
telecommunication technologies. The modern SCDT are 
sophisticated distributed IS with hundreds of thousands of 
subscribers, which include the client side and sever side equipment. 
The server side equipment is installed in Data Acquisition and 
Processing Centers (DAPC) of operators. Server side equipment is, 
as a rule, powerful servers clusters which realize procedures of 
client side equipment monitoring and measurements. The network 
is divided to segments. Each segment has its own segment server 
(SS). The receiver of a digital television (the TV-tuner, the Set-top 
box, STB) which provides basic and expanded functionality of the 
TV set is installed on the side of the subscriber. 

 
Fig. 7. Structure of SCDT 

For management of SCDT the systems of Operation 
Management System (OMS) which standard structure is shown in 
fig. 7 are traditionally used. Command centers realize monitoring 
of STB of a network for the purpose of determination of their 
current status and provide technical support. Besides, the solving 
this task, OMS realizes functions of information distribution and 
management of computational resources. 

OMS functionality. Standard OMS solves 2 groups of tasks: 
the tasks of technical support of the SCDT and the task of statistics 
receiving for the benefit of analytical and marketing departments; 
the continuous monitoring the status of services, operational 
informing the operator in case failures, registration of originating 
errors, their identification, localization; assessment of possible 
ways of elimination, operational debugging, detection of origins of 
problem situations, the analysis of a situation in the network in 

general or in separate subnets, detection of dependences between 
originating errors on different components, dependences of origin 
of errors and network condition, actions of the user, the forecast of 
origin of errors, early diagnostics and preventing of appearance of 
errors, etc. The main OMS task is provision to operators of 
information on a status of SCDT, detection and localization of the 
failures. 

The standard requirements to OMS. The main requirements to 
the modern and perspective OMS are about a possibility of 
operation with big data, flexible logic of operation (a possibility of 
adaptation in real time to an environment status, actions of users), 
the minimum requirements to technical characteristics of STB and 
parameters of a network, high rates of readiness. At the same time 
OMS shall be updated quickly taking into account the new realized 
logic; new needs of analysts for solving analytical tasks. 

Typical problems of OMS development and usage. In the 
process of OMS operation the high dynamism of the environment 
takes place. Work loading of a network and devices is permanently 
changing depending on behavior of users and operability of 
technical means. In this situation it is very difficult to forecast the 
SCDT future status. As a result, the situation when additional 
loading from a monitoring system leads to system failure is 
possible. In the course of OMS functioning there is always a 
danger of origin of effects of "avalanches" when in case of origin 
of a malfunction there is the avalanche increase in traffic between 
the local server and STB caused by repeated attempts of receiving 
and sending data. 

OMS developers often face the following problems: i) the long 
and sophisticated cycle of software debugging; the cycle of testing 
and delivery of the new version of a software takes about 6 months 
that makes impossible to change program code often because of 
complexity of process and high cost of release of new versions; ii) 
the logic which is to be realized by the STB is defined by many 
factors such as network parameters, structure of a network, specific 
tasks of the concrete operator; as a result, development of many 
modifications of the systems is required, at the same time there are 
the limited number of systems of each type is used. 

Possible approaches to solving the problem of SCDT 
monitoring. The task of SCDT monitoring can be considered as the 
task of establishment of causes and effect relationships on a set of 
events where the reason is a failure, and the result is an event 
message which can be either message from STB to the server, or 
creation of a monitoring artifact created on a server side. The 
problem is that the structure of SCDT is permanently changing 
because of appearance of subscribers, appearance of new 
equipment, etc. 

Appearance of the new STB types which, on the one hand, have 
new functional capabilities and on the other hand, they have new 
architectural features such as a modified set of statuses, the new 
message formats, and it is necessary to develop big number of new 
drivers. Really, in case of appearance of the new STB type it is 
necessary to develop new diagnostic scripts, thus, a new role 
appears – a scripts developer that, naturally, leads to increase in the 
total cost of ownership (TCO). 

From the point of view of the SCDT owner is extremely 
desirable to automate the procedure of scripts development, or, at 
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least, radically simplify it. One of possible approaches to this 
problem solution is use the domain specific languages (DSL) [20] 
for script development. This approach allows to simplify the 
process but not to automate it. 

Ontological approach. The main idea of ontological approach 
is that the diagnostic script is created on the basis of ontological 
descriptions of elements, in particular, of STB. When ontological 
approach is used then when it is necessary to add new element type 
to SCDT the script developer makes its ontological description and 
adds it to working ontology. The ontological description is used 
for generation of automata model. 

Ontological approach can be considered as a superstructure 
over other approaches. It, first of all, concerns automata approach. 
The ontology in this case can be conceded as an instrument of 
dynamic structures description. Ontological approach can be also 
used together with model approach. In this case for scripts 
generation instead of object models ontological models are used. 
It is obvious that the systems which use build-in ontology cannot 
show high performance but for this case it is not very important. 
Use of ontological approach, on the one hand, simplifies operation 
of the analyst because it allows build ontological descriptions of 
elements on the basis of existing, 

but on the other hand, requires from the analyst to have the 
skills of ontologies usage.  

Diagnostics system operation algorithm. The generalized 
algorithm of system operation of monitoring includes 4 steps:  

• Step 1. Algorithm execution is initiated in case of origin of 
an erratic situation in STB 

• Step 2. Parameters which values are required for bug 
fixing in operation of a receiver are defined. 

• Step 3. Sending to STB of the requests for obtaining 
parameters with the help of standard commands is carried 
out. A command execution result is information messages 
with parameter values or log-file. The analysis of the 
received values is made; if necessary, additional requests 
are made. 

• Step 4. On the base of received data the way of elimination 
of failure is defined and implemented.  

In article [21] the formalized algorithm of diagnostics and 
elimination of erratic situations in STB is described. The 
mathematical apparatus for solving the problem of automatic 
scripts synthesis, models and indices of efficiency are suggested. 
The stage of determination of parameters of a status of STB which 
are necessary for identification, localization and elimination of an 
erratic situation is in details considered. The algorithm of 
automatic synthesis of programs of additional parameters 
acquisition from receivers is offered. The algorithm is constructed 
on the basis of conditional finite state operational automata. For 
solving the problem of diagnostics the models which describe 
receivers, the environment in which they function, actions of the 
users are used.  

The set of models includes the following models: function 
models which describe the functions provided to users, model of 
program components which describe the software of a receiver, 

models of parameters of components which determine parameters 
of a status of software components. The set of models includes also 
the following main models: i) the model of platform-independent 
parameters, ii) models of platform-dependent parameters which 
are defined by STB model type, iii) context-sensitive models 
(model of the environment and methods of use of STB) which 
define a context of formation of algorithms of monitoring, iv) 
model of a data communication network, v) behavior model of the 
user, vi)status model of STB and their components, vii) status 
models of STB describe a receiver status for the given context 
according to the volume of the supported user functionality, viii) 
model of erratic situations. All listed above models in details are 
described in [20]. 

Author’s experience in development and use of the described 
system shows that despite limited cognitive opportunities, use of 
the cognitive approach based on application of models gives a 
certain positive effect from the point of view of minimization of 
TCO. System testing shows that it allows create rather effective 
diagnostic scripts. 

It is necessary to mark that described above OMS realizes 
rather low level of a maturity from the point of view of cognitivity, 
in particular now self learning mechanisms are not yet realized. 
Authors try to do the best to realize this facility in the next system 
version.  

Conclusion 

It is possible to claim that today cognitive technologies reach 
the sufficient level of a maturity for use at design of real systems. 
Not least it concerns the CS of monitoring. In many cases existence 
of a cognitive subsystem of monitoring, allows to conceder the IS 
as a CS. 

But there are a number of moments which prevents a wide use 
of CS. The first problem is that for creation CS and respectively 
cognitive monitoring needs it is necessary to invite high skill 
developers who can work with knowledge based IS. For many 
small companies very often it is too expensive. Suggested 
framework can be used by architects who have limited experience 
in the field of knowledge based IS development. The second 
problem under consideration is a problem of CS operation in real 
time mode. For solving this problem it is suggested to use loadable 
generated architectures. 

The further direction of research will be pointed on integration 
of suggested architectural framework with existing architectural 
framework and further investigations in the field of automatic 
architectures generation. 
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 Over the years, alternative medicine has carried out numerous systematic studies related 
to the ophthalmological field, specifically the eye. Studies that propose as support of 
analysis to the Iridology, which studies the alterations of the iris in correspondence with 
the organs of the human body. Thus, it presents the opportunity to investigate neuronal 
diseases related to certain alterations that occur in the iris such as Alzheimer's, in this way 
generate an alternative method for the early detection of Alzheimer's based on iridology 
and based on the digital processing of images. Addressing this problem, a systematic 
literature review was carried out to evaluate the characteristics of the iris, which allow to 
establish criteria to determine if a person could have a problem associated with 
Alzheimer's. With all this, the prototype is evaluated with an image data of N individuals 
who have and do not have such a clinical picture. In addition, within the evaluation is 
considered the extraction of several parameters that allow detecting anomalies in the iris, 
at the same time the best range of approximation in the pixelated will be analyzed, for the 
location of the brain area in the iris applying Newton's interpolation, which will allow the 
modeling of a function that meets the best approximation criteria. The criteria for 
evaluation are presented in terms of precision, sensitivity and predictive capacity, with 
which the behavior of the characteristics and the impact that is generated on the 
performance of the proposed system can be understood. Also for a technical support the 
algorithm was exposed to an evaluation of results estimation and this process generated an 
adequate radius for the correct extraction of the segment of the iris, where the whole study 
will be carried out to determine and validate whether the person has Alzheimer's or not.  
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1. Introduction 

The present work is an extension of the work originally 
presented at the CISTI'2018 - 13th Iberian Conference on 
Information Systems and Technologies, held on June 13 and 16, 
2018, in Caceres, Spain [1]. 

The objective of expanding this work was to address in a more 
detailed way the alternative method proposed to detect Alzheimer's 
as a neuronal disorder in the early stage, which affect society 
today. The starting point for this type of pathological analysis is to 
determine patterns associated with the iris of the eye, through the 
use of digital image processing to obtain and issue criteria related 
to alternative diagnosis. It is worth mentioning that the study is 

based on iridology that is based on alternative medicine as a 
support for its scientific validation. 

The statistics show that Alzheimer's covers 60% of all neuronal 
diseases, which has awakened an alert and a great medical 
challenge around the world, in public health issues. Alzheimer's, 
being considered one of the most complex neurodegenerative 
disorders, studies several factors that influence the possible 
diagnosis, which in itself is already complicated. Because the 
symptoms are notorious and occur in very advanced stages (age 
and progression of the disease) and severe disease, making the 
treatment useless because it is irreversible [2]. 

Alternative medicine uses techniques based on iridology, as a 
strategy for the study of pathologies based on the iris of the eye, 
that is, the colored membrane of the eye [3]. The iridology relates 
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the iris to the organs of the body, and links these alterations based 
on the analysis of characteristics among which we highlight: color, 
texture, nerve rings, gaps, inflammations, among others. The result 
obtained is a diagnosis of non-scientific diseases [4]. 

The iris on its side is a flat and ring-shaped membrane, it 
contains pigments that provide color to the eyes, and is composed 
of connective tissue cells with muscle fibers that control the size 
of the pupil [5]. In addition, the iris develops from the formation 
of the fetus, and has the peculiarity of shrinking the pupil if there 
is too much light and expanding it if there is not enough, a function 
controlled by the brain [6]. These considerations are fundamental 
for the development of the present study. 

ISO / IEC 29794-6 establishes the methods used to quantify the 
quality of iris images, as well as software and hardware regulatory 
requirements. This helps regulate the samples during the analysis; 
However, medical conditions that could affect the study of the iris, 
such as: excessive dilation or constriction of the pupil, congenital 
diseases, surgical procedures and many other pathologies must be 
considered. All this affecting directly or indirectly the results 
obtained by the iris recognition systems [7]. 

Of the several studies reviewed for the realization of this 
research, many highlight the importance of the eye to assess 
medical disorders associated with problems such as: alcoholism, 
smoking, hypertension, diabetes and obesity [8]; for this case, the 
relationship between the study of the iris and neurological 
disorders such as Alzheimer's will also be determined. 

The advantage of the iris is that due to its anatomical structure 
it varies between each individual, making it difficult to falsify it. 
That is the importance as a biometric authentication method, using 
pattern recognition based on images of the iris of the eye [5]. In 
addition, with the support of sophisticated camera systems and 
computer-aided image processing, they capture high-quality 
samples that are converted and stored as digital templates. With its 
objective characteristics that have greater precision, reliability and 
high efficiency in the results [5]. 

On the other hand, iridology has been used for years in 
alternative medicine as a diagnostic method for diseases, which is 
based on establishing related patterns between the organs of the 
body and the iris of the eye; therefore, it allows a mathematical 
representation of the iris allowing a positive and unequivocal 
identification of the individuals analyzed [6]. Therefore, applying 
a neural network will help validate the alternative method 
proposed and the results of the diagnosis, gathering the largest 
amount of information stored in the iris of the eyes (Fig. 1). 

The remainder of the article has been organized as follows: 

Section I addresses a systematic review of literature and related 
work with respect to the central theme and other works that 
contribute to the understanding of the field of study. Section II 
deals with the Methodology used to obtain the characteristics, as 
well as analyzing the learning algorithms and classifiers that adapt 
better. Section III presents the results obtained, as a result of 
qualitative exploratory analysis, in addition to the use of 
mathematical models that validate the proposed model and 
software. Finally, Section IV presents studies related to this 
research, as well as the incorporation of some ideas and future lines 
of research. 

1.1. Literary Review and Functionality 
The reviewed works focus much of their attention on the enormous 
utility of digital image processing, since they allow to determine 
certain health disorders related to vision. For this, digital templates 
play a major role in determining the characteristics of location and 
removal of the eyes, which are necessary to determine diagnoses 
and evaluate them [9]. These studies also reveal that during the 
analysis stage for the recognition of the iris, aspects such as 
surgeries, cataracts, among others must be considered. All this, 
compared with eyes without any problem or pre-existing surgery, 
as it influences the performance of recognition, with a non-
coincidence rate equal to 11% percent [10]. 

Table 1: Comparative table of work related to the proposal made 

Related Work Approach Results 
New methods of 
verification and 
identification 
using iris patterns 

Proposal of a new 
method for the 
verification and 
recognition of identity 
with the help of the 
modalities of the iris 
of the eyes 

The use of light in 
process and 
performance 
techniques can 
recognize the inner 
limit of the iris. 

Various iris 
recognition 
algorithms for 
biometric 
identification: a 
review 

A vision of the 
different methods of 
iris recognition. 

Daugman algorithm 
offers maximum 
accuracy and 
minimum error rates 
among the four 
algorithms 

Assessment of iris 
recognition 
reliability for eyes 
affected by 
Ocular pathologies 

More exhaustive 
analysis of the 
performance of iris 
recognition in the 
presence of various 
eye diseases 
 

Some different 
diseases do not 
depend on the 
taxonomy of the 
disease, but on the 
type of damage 
inflicted on the eye 

Review of Image 
Processing and 
Machine Learning 
Techniques for 
Eye Disease 
Detection and 
Classification 

Review of the 
processing of medical 
images and automatic 
learning techniques to 
detect and classify 
images of eye 
diseases for the 
recognition of 
diseases 

The detection and 
recognition of eye 
diseases can be 
achieved through the 
proposed system with 
the use of image 
processing techniques 
and data mining 

The application of 
retinal fundus 
camera imaging in 
dementia: 
A systematic 
review 

Investigate 
cerebrovascular 
disease and the 
contribution of 
microvascular disease 
to dementia with 
camera-background 
images. 

Ten studies 
evaluating the 
properties of the 
retina in dementia 
were included. 
Retinopathy was 
more prevalent in 
dementia. 

Early Detection of 
Alzheimer's using 
digital image 
processing through 
Iridology, an 
Alternative 
method 

It aims to show that 
there are alternative 
methods to detect 
certain neuronal 
disorders through the 
digital processing of 
the images in such a 
way that criteria 
related to the 
alternative diagnosis 
on said pathology can 
be issued. 

The potential of the 
image analysis and 
the quality of the data 
depend on the 
adjustment of the 
criteria and the 
decision making 
when issuing the 
diagnosis. 
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Other works present different mechanisms of analysis to locate 
and segment the ocular sector, but in the case of the present study 
it is intended to contribute with the analysis of the different 
characteristics extracted from the human eye; and how they 
influence the determination of certain pathologies such as 
Alzheimer's [9] [11]. Alzheimer's disease is a progressive disorder 
that causes the brain cells to degenerate and die, this being the most 
common form of senile dementia accompanied by a continuous 
decrease in the abilities of: thinking, behavior and social 
influencing in a negative way in the life of the individual. 
Alzheimer's is composed of two systemic cerebrovascular factors, 
such as: diabetes and hypertension [2]. In addition, recent studies 
reveal that part of the population suffer from some type of eye 
disease such as: Macular Degeneration, Cataracts, Retinitis, 
Diabetic Macular Edema, Ocular Hypertension, Retinal 
Detachment, Glaucoma and Neurodegenerative Alteration, among 
others [12]. 

From the related works, the contribution for the proposed 
research can be evidenced, either by its approach and techniques 
which would allow to improve the results and the use of associated 
tools. In addition to considering the criteria that were taken into 
account to contrast in some way the results obtained. 

2. Materials and methods 

The data was analyzed and published with the help of a 
Foundation in the city of Quito, which collaborated with the staff 
for the collection of the samples. In this way, a cross-validation 
was carried out with the information obtained, to perform the 
processing of the images and subsequently obtain the 
characteristics of the iris of the people. 

From the literature reviewed, conclusive points can be 
established regarding the presence of a state of alteration in any 
organ of the body, seeing this reflected in the iris of the human eye; 
and this condition is contrasted with templates of iridology to 
verify if it suffers from an alteration corresponding to the area 
where said alteration is located. Figure 1 illustrates a map or 
template of iridology, which allows to address the various diseases 
related to the organs of the body, according to alternative medicine. 
For the present study, the region where the alteration and 
anomalies that cause Alzheimer's occur is found in the brain area. 

 
Figure 1. Iridology of the eyes map (source: Shutterstock) 

The first thing that is done is to detect the color changes in the 
area of the brain (Fig. 1), then the relevant parameters for the 
analysis and subsequent evaluation are extracted. For this case, six 
parameters are extracted (Table 4), which are relevant for the 
recognition of the pathology. Then it is necessary that the system 
learns to establish based on criteria a possible diagnosis 

automatically, but through a learning, whether supervised or 
unsupervised applying the theory of Artificial Intelligence and 
other aspects. Figure 2 shows the general process by which can be 
described as a process diagnosis is described. 

 
Figure 2. Proposed process for the detection and diagnosis of Alzheimer’s 

2.1. Process Description 

The process begins when the system acquires an image of the 
iris, which can be obtained from an existing camera or database 
(for example, Iriso). For the present work we use the images that 
were obtained by the Foundation, it is worth mentioning that these 
are in JPG format due to pixelated themes when processing the 
image (Fig. 3). During the pre-processing of the image, some steps 
are carried out to determine the characteristics that will be used 
later. 

 
Figure 3. Algorithm of image pre-processing 

In the next step, the detection of the inner (iris) and external 
(pupil) edges is performed, using the Hough Transform, which 
basically detects the circular shape of the sectors of the eye (Fig. 
4). Then, the image is segmented applying discontinuity to divide 
the image where sudden changes of gray appear (Fig. 5), to 
establish the area of the brain that will be analyzed. An additional 
process that is included is the Logarithmic Intensity 
Transformation applied to the image, allowing to clarify the 
affected area. 

Once the region is established, applying the Hough Transform, 
the LaGrange equations are applied to determine which would be 
the best curve that approximates the required characteristics. Then, 
it can be concluded that the approximations for the area of the pupil 
will be verified from the circumferences of 20, 30 and 40 pixels 
around it; and in the same way a second circumference for the 
interior area to the iris, which will be verified from the 
circumferences of 90, 100 and 110 pixels around it. The entire 
process will lead to obtain the corresponding region of the brain 
area and, this whole process aims to obtain the best sensitive area 
of analysis and the results are biased as little as possible. 

 
Figure 4. Hough transform for detection of pupil and iris 
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Tables 2 and 3 show the approximation processes proposed for 
obtaining the most suitable area of the brain, which will later be 
used during the testing stage and the results obtained. It must be 
borne in mind that the ranges identified have the purpose of 
covering the first sector corresponding to the brain as shown in 
Figure 6. 

 
Figure 5. Process of segmentation of the image 

 
Figure 6. Sector of analysis corresponding to the area of the brain 

Table 2. Process of obtaining the brain area (second ring) 

Approach to the brain area (IRIS) 
Pupil Range Average pupil pixels  

[30–70] 40 
[40–70] 30 
[50–70] 20 

Table 3. Process of obtaining the brain area (third ring) 

Approach to the brain area (IRIS) 
Pupil Range Average pupil pixels  

[90–200] 110 
[100–200] 100 
[110-200] 90 

The process of segmentation of the image is evaluated, 
verifying if it was fulfilled without problems and that oblige to 
adjust the process. Otherwise, it proceeds to transform to fixed 
dimensions that allow comparing and extracting the standardized 
characteristics, which in this case are white lines identified in the 
image that is in gray scale (Figure 7). 

 
Figure 7. Normalized image for feature extraction 

At this point it is intended that the system is able to feed their 
learning, taking as input the parameters or anomalies within the 
area of the brain. During the process it was possible to identify and 
extract 6 parameters (Table 4) as a basis for their evaluation, of 
which the functionality is detailed below [13]: (1) Average 
intensity, is the depth of the gray tone determined by the number 
of bits used to define each pixel, that is, the deeper it proportionally 
will fulfill the quantity of tones that can be represented in an image. 
(2) The average contrast of the standard deviation is a range of 
brightness or average variant in the bitmap, which is evidenced 
when there is a propagation of the gray levels and the texture does 
not have a direct proportionality with the softness. (3) The softness, 

is responsible for minimizing variations or intensity differentials 
between the closest pixels, eliminating noise or details, which 
includes techniques that provide a smoother appearance of the 
image. (4) Third moment, measures the bias or asymmetry of the 
central periods normalized in a histogram, from which they are 
derived to a set of moments: invariants, translations, rotations and 
changes of scale. (5) Uniformity of the histogram, verify if there is 
correspondence between the number of pixels and the gray level 
of a monochromatic image, where the elongation or shrinkage of 
the curvature is analyzed. (6) Entropy, it measures the randomness 
of the pixels in the image, and corresponds to the average of 
information it has after applying the segmentation process, to 
identify information relevant to its analysis. 

Table 4 describes the parameters of the image associated with 
the characteristics that were extracted in the previous stage to be 
processed. 

Table 4. Name of the parameter and number of features extracted 

Name of the evaluated parameter Number of extracted 
characteristics 

Average intensity 1 
Average contrast of standard 

deviation 1 

Mildness 1 
Third moment 1 

Uniformity of the histogram 1 
Entropy 1 
TOTAL 6 

2.2. Sorter 

To evaluate the 6 parameters or characteristics extracted, 
supervised learning techniques will be used, however, it is verified 
that it is simple and agile during the processing. For which purpose 
it is tried to review some proposals found in the literature, in such 
a way that when evaluating and comparing its performance, it 
allows to realize a correct discrimination and detection of 
thresholds, thus we have the most suitable techniques: ZeroR, 
Multilayer Perceptron and Naive Bayes. (1) ZeroR: is a classifier 
that predicts the majority (nominal) or average (numerical) value 
class according to the purpose. In addition, it is easy to implement 
and serves as a basis for measuring the performance of other 
classifiers [8]. (2) Multilayer perceptron: it is a logistic regression 
classifier; with a neural network of backward propagation formed 
a single hidden layer, which is used to solve problems that cannot 
be separated linearly, reducing as much as possible the threshold 
in the values of bias [8]. (3) Naïve Bayes: it is an automatic 
probabilistic learning model that is used for the task of simple 
classification and widely used for its sophisticated way of working, 
it is useful for quite large data [8]. 

3. Evaluation and validation results 

At this point, feedback is given on the process that has been 
carried out to carry out the validation tests with the diagnosis 
obtained: in the first instance, the images are acquired in a 
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Foundation of the city of Quito; these images being those 
corresponding to elderly people who have a clinical Alzheimer's 
disease, with which a Database is structured. 

As a second point, the images are taken to apply digital 
processing, thus obtaining the parameters or characteristics 
necessary for the analysis of said criteria. The derivative of this 
process resulted in obtaining 3 characteristics that do not influence 
the results (Table 5), on the other hand, the remaining 3 
characteristics were considered of high relevance at the time of 
presenting the diagnosis (Table 6). Analyzing the results scenario, 
we choose to exclude the less relevant characteristics to avoid the 
over-training of the classifier. 

Then, in the analysis stage of the possible pathology, the 
proposed classification methods are used, to evaluate the 
efficiency of each one and to determine which is ideally suited to 
the particularities of the prototype. Obtaining as a result a system 
that is capable of performing recognition through automatic 
learning, during training. 

Table 5. Unnecessary characteristics in the diagnosis of Alzheimer's 

Name of the evaluated parameter Number of extracted 
characteristics 

Mildness 1 
Third moment 1 

Average intensity 1 
TOTAL 3 

Table 6. Characteristics needed in the diagnosis of Alzheimer's 

Name of the evaluated parameter Number of extracted 
characteristics 

Average contrast of standard 
deviation 1 

Entropy 1 
Uniformity of the histogram 1 

TOTAL 3 

Next, the parameters within the classifiers are evaluated and 
thus determine if they adapt to the proposed diagnostic model. In 
the case of ZeroR, the characteristics of medium intensity, 
smoothness and standard deviation in RGB are analyzed. On the 
other hand, in the case of the multilayer perceptron, the 
characteristics of the standard deviation of RGB and the third 
moment are analyzed. Finally, similar tests were carried out in 
Naïve Bayes, unlike the other classifiers, in the latter it was 
possible to establish decision rules as shown in Figure 8. 

At this point, it is concluded that the efficiency of the ZeroR 
and Multilayer Perceptron classifiers are not suitable for the 
process of identifying the characteristics, since their predictive 
capacity is approximately 0.45 in relation to the Naïve Bayes 
classifier with a predictive capacity of 0.63, this being much higher 
and reliable in terms of precision, sensitivity and specificity, which 
will allow to establish an appropriate diagnosis. analyzed and 
presented in terms of accuracy, sensitivity, specificity and 
predictive capacity; all this analysis is achieved by applying a tool 
known as "ROC Curve" [13], used in clinical/medical research, 

which allows to measure the overall performance of a test and 
compare it with the other tests; for this, the area under the curve 
called "receiver performance characteristic" to verify the 
performance of the system (see equations 1-3). 

 
Figure 8. Decision Tree 

Accuracy is the ratio between the addition of true positives and 
true negatives, out of a total number of cases inspected: 

 

Sensitivity measures the model's ability to discover true 
positives: 

 
The specificity is the percentage value that represents the group 

of healthy people or who do not have the correctly identified 
conditions: 

 
Given the following:  i) VP – true positive; ii) VN – true 

negative; iii) FP – false positive; and, iv) FN – false positive. 

The result of the ROC curve shows the sensitivity to the 
specificity that each classifier has for all threshold values, in which 
they can take the different values to yield a possible decision based 
on characteristics. During the analysis of the area under the curve, 
we have the following observations: (1) the area as close as 
possible or equal to 1, indicates that the predictor has ideal 
prediction characteristics, which does not occur with an area near 
or equal to 0.5. Where the predictor has more random 
characteristics of prediction, what in a clinical system is relevant 
in the diagnosis. Then, the data is taken to elaborate the confusion 
matrix of the classifiers and evaluate them in the ROC curve. 

Table 7 shows the average of the precision, sensitivity, 
specificity and predictive capacity obtained by each classifier, 
during the analysis that the ROC curve showed for each case. Thus 
it can be identified that the Naïve Bayes classifier has a better 
performance compared to the other two classifiers. Therefore, 
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Table 8 presents the confusion matrix of this classifier, with which 
the values of precision, sensitivity and specificity of the system 
were obtained. 

Table 7. Efficiency of classifiers 
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ZeroR 61.9565 100 0 0.454 
Multilayer 
perceptron 

61.9565 92.7272 16.2162 0.449 

Naïve 
Bayes 

61.9565 74.0000 47.6191 0.632 

The results shown in Table 7 show the efficiency level of the 
classifiers, during the analysis the ROC curve was shown for each 
case. Then, it can be concluded that the Naïve Bayes classifier is 
more efficient in relation to the other two classifiers. Therefore, the 
confusion matrix of the Naïve Bayes classifier is elaborated, as 
shown in Table 8, from which the precision, sensitivity and 
specificity values of the proposed system were obtained. 

Table 8. Matrix of confusion of Naïve Bayes 

  Alzheimer's Prediction 
  Yes No 

Alzheimer 
Yes 37 20 
No 22 13 

 

During the analysis of the results shown in the ROC curve 
(Figure 9), all possible positive values (true positives and false 
positives) were identified to generate the diagnosis. On the other 
hand, the area value of the ROC curve oscillates between 0.632, 
which corresponds to 63.2% of the result of the diagnosis that was 
made to the patient with the pathology is more precise than that of 
healthy patient who is chosen at random, all this taking into 
account the quality of the diagnostic test. 

 
Figure 9. ROC curve for affirmative Alzheimer's values (Naïve Bayes classifier) 

We must mention some considerations to establish the reasons 
why the system cannot get an optimal diagnosis: (1) The first 
reason involves the anatomy of the human eye, where the 
alterations or deformations in the pupil are due to genetic processes 

or degenerative age, since some images obtained and sent to the 
segmentation process do not allow to identify the circumference; 
(2) the second reason involves the specialized team with which the 
images of the eye are captured, in which the main influence is the 
reflection of the light in the pupil of the eye, since during the 
detection of the associated characteristics in said area can be 
extracted partially, or none that contribute with the diagnosis. 

The results of Naïve Bayes obtained in the process will be used 
as input data to determine the best approximation to the area of the 
brain. For this, Newton's interpolation is used, which allows to 
establish and model curves for each proposed scenario in which 
abnormalities occur in the area of the brain and determine the 
diagnostic. 

During the interpolation of Newton, mathematical functions 
that represent the diagnostic will be obtained, then functions are 
compared with each other, to determine the model that has the least 
error in approaching the area of the brain. The purpose is to 
improve in some way the level of precision in the preventive 
diagnosis. 

3.1. Stage 1: Analyzing the data in image 1 of the database 

Result: “No abnormalities have been found in the brain area”. 
Table 9. Naïve Bayes range 40-pixel pupil and 110-pixel brain. 

X R Y 
1 2.4650 99.8260 
2 2.5970 23.5004 
3 2.5070 0.0084 
4 0.2550 -0.0009 
5 0.2550 0.0135 
6 0.2550 6.5143 

Figure 10 shows the result of the interpolation of the points 
obtained in the image processing using Naïve Bayes shown in 
Table 9, in such a way that the following function is interpreted: 

 
Figure 10. Modeling of the function for Naïve Bayes for the range of 40-pixel 

pupil and 110-pixel brain 
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Table 10. Naïve Bayes range 30-pixel pupil and 100-pixel brain. 

X R Y 
1 2.4650 131.251429 
2 2.5970 25.564477 
3 2.5070 0.009951 
4 0.2550 -0.227350 
5 0.2550 0.013389 
6 0.2550 6.569150 

 
Figure 11. Modeling of the function for Naïve Bayes for the range of 30-pixel 

pupil and 100-pixel brain 

Figure 11 shows the result of the interpolation of the points 
obtained in the image processing using Naïve Bayes shown in 
Table 10, in such a way that the following function is interpreted: 

 

Table 11. Naïve Bayes range 20-pixel pupil and 90-pixel brain. 

X R Y 
1 2.4650 74.029405 
2 2.5970 17.280810 
3 2.5070 0.004571 
4 0.2550 0.053247 
5 0.2550 0.019178 
6 0.2550 6.040649 

Figure 12 shows the result of the interpolation of the points 
obtained in the processing of the image using Naïve Bayes (See 
Table 11), in such a way that the following function is obtained: 

 

 
Figure 12. Modeling of the function for Naïve Bayes for the range of 20-pixel 

pupil and 90-pixel brain 

3.2. Result of the comparison of functions Stage 1 

For the comparison of the results of image 1 of the database 
with criteria: "No abnormalities have been found in the area of the 
brain"; For this reason, it is proposed to calculate the levels of error 
in the approximation of functions, using a code of own authorship 
that will basically be evaluated in the same intervals of functions.  

In order to appreciate the graph and analytically the error that 
would later be compared with a table that explains this process. 

3.3. Results of the analysis of image 1 of the database 

Result: “No abnormalities have been found in the brain area”. 

 
Figure 13. Comparison between the functions: Range of 40 pixels (iris) and 110 
pixels (brain) in red; Range of 30 pixels (iris) and 100 pixels (brain) in blue of 

the pupil 

 
Figure 14. Approximation of the error between the functions: Range of 40 pixels 
(iris) and 110 pixels (brain); Range of 30 pixels (iris) and 100 pixels (brain) of 

the pupil 
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Figure 15. Comparison between the functions: Range of 40 pixels (iris) and 110 
pixels (brain) in red; Range of 20 pixels (iris) and 90 pixels (brain) in blue of the 

pupil 

 
Figure 16. Approximation of the error between the functions: Range of 40 pixels 
(iris) and 110 pixels (brain); Range of 20 pixels (iris) and 90 pixels (brain) of the 

pupil 

 
Figure 17. Comparison between the functions: Range of 30 pixels (iris) and 100 
pixels (brain) in red; Range of 20 pixels (iris) and 90 pixels (brain) in blue of the 

pupil 

 
Figure 18. Approximation of the error between the functions: Range of 30 pixels 
(iris) and 100 pixels (brain); Range of 20 pixels (iris) and 90 pixels (brain) of the 

pupil 

After appreciating the results of the same program where stage 
1 was evaluated error reference values as shown below it was 
obtained Table 12: 

Table 12. Referential error values analyzed with respect to image 1 of the 
database 

Error reference values  
Result: “No abnormalities have been found in the brain area” 

Function   Error 
(1) range of 40 pixels (iris) - 110 pixels (brain) 
with 30 pixels (iris) - 100 pixels (brain) 0.48533 

(2) range of 40 pixels (iris) - 110 pixels (brain) 
with that of 20 pixels (iris) - 90 pixels (brain) 0.52800 

(3) range of 30 pixels (iris) - 100 pixels (brain) 
with that of 20 pixels (iris) - 90 pixels (brain) 0.57215 

During the evaluation of the pairs of functions (x, y) for the 
ranges that delimit the study sector of the brain, the error values 
that are generated in an image without anomalies detected were 
estimated and in this case which is adapted as a contribution of 
improvement to the proposed diagnostic model (Table 12). 

3.4. Stage 2: Analyzing the data in image 2 of the database 

Result: “Abnormalities have been found in the brain area”. 
Table 13. Naïve Bayes range 40-pixel pupil and 110-pixel brain. 

X R Y 
1 2.4650 108.3348 
2 2.5970 29.2406 
3 2.5070 0.0130 
4 0.2550 -0.6294 
5 0.2550 0.0176 
6 0.2550 6.2318 
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Figure 19. Modeling of the function for Naïve Bayes for the range of 40-pixel 

pupil and 110-pixel brain 

Figure 19 shows the result of the interpolation of the points 
obtained in the image processing using Naïve Bayes shown in 
Table 13, in such a way that the following function is obtained: 

 

Table 14. Naïve Bayes range 30-pixel pupil and 100-pixel brain. 

X R Y 
1 2.4650 99.571548 
2 2.5970 29.976068 
3 2.5070 0.013630 
4 0.2550 0.350826 
5 0.2550 0.012525 
6 0.2550 6.722807 

 
Figure 20. Modeling of the function for Naïve Bayes for the range of 30-pixel 

pupil and 100-pixel brain 

Figure 20 shows the result of the interpolation of the points 
obtained in the image processing using Naïve Bayes shown in 
Table 14, in such a way that the following function is obtained: 

 

Table 15. Naïve Bayes range 20-pixel pupil and 90-pixel brain. 

X R Y 
1 2.4650 84.176905 
2 2.5970 23.862226 
3 2.5070 0.008681 
4 0.2550 0.266040 
5 0.2550 0.016836 
6 0.2550 6.352425 

Figure 21 shows the result of the interpolation of the points 
obtained in the image processing using Naïve Bayes shown in 
Table 15, in such a way that the following function is obtained: 

 

 
Figure 21. Modeling of the function for Naïve Bayes for the range of 20-pixel 

pupil and 90-pixel brain 

3.5. Result of the comparison of functions Stage 2 

In this case for the comparison of the results of image 2 of the 
database with criteria: "anomalies have been found in the area of 
the brain"; For this reason it is proposed to calculate the error levels 
in the approximation of the functions using the same own 
authorship code applied in scenario 1, in order to evaluate in the 
same intervals pairs of functions. To appreciate graphically and 
analytically the error that was later compared in a table that 
explains this process. 

3.6. Results of the analysis of image 2 of the database 

Result: “Abnormalities have been found in the brain area”. 
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Figure 22. Comparison between the functions: Range of 40 pixels (iris) and 110 
pixels (brain) in red; Range of 30 pixels (iris) and 100 pixels (brain) in blue of 

the pupil 

 
Figure 23. Approximation of the error between the functions: Range of 40 pixels 
(iris) and 110 pixels (brain); Range of 30 pixels (iris) and 100 pixels (brain) of 

the pupil 

 
Figure 24. Comparison between the functions: Range of 40 pixels (iris) and 110 
pixels (brain) in red; Range of 20 pixels (iris) and 90 pixels (brain) in blue of the 

pupil 

 
Figure 25. Approximation of the error between the functions: Range of 40 pixels 
(iris) and 110 pixels (brain); Range of 20 pixels (iris) and 90 pixels (brain) of the 

pupil 

 
Figure 26. Comparison between the functions: Range of 30 pixels (iris) and 100 
pixels (brain) in red; Range of 20 pixels (iris) and 90 pixels (brain) in blue of the 

pupil 

 
Figure 27. Approximation of the error between the functions: Range of 30 pixels 
(iris) and 100 pixels (brain); Range of 20 pixels (iris) and 90 pixels (brain) of the 

pupil 
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After appreciating the results obtained from the same program 
where scenario 2 was evaluated, reference error values were 
obtained as shown below (Table 16): 

Table 16. Referential error values analyzed with respect to image 2 of the 
database 

Error reference values  
Result: “Found abnormalities in the brain area” 

Function   Error 
(1) range of 40 pixels (iris) - 110 pixels (brain) 
with 30 pixels (iris) - 100 pixels (brain) 0.87607 

(2) range of 40 pixels (iris) - 110 pixels (brain) 
with that of 20 pixels (iris) - 90 pixels (brain) 0.24154 

(3) range of 30 pixels (iris) - 100 pixels (brain) 
with that of 20 pixels (iris) - 90 pixels (brain) 0.15393 

During the evaluation of the pairs of functions (x, y) for the 
ranges that delimit the study sector of the brain, the error values 
that are generated in an image with anomalies detected were 
estimated and in this case which is adapted as an improvement to 
the model of proposed diagnosis (Table 16). 

3.7. General analysis of the results obtained 

The results of the pairs of functions (x, y) reviewed and 
evaluated, were analyzed to conclude that those with a lower level 
of error will be taken in the study, in order to allow a tolerable 
approximation to the solution being investigated. For this case, the 
functions are taken for the range (1) (Table 12) and the functions 
for the range (3) (Table 16) with error levels of 0.48533 and 
0.15393 respectively. 

During the validation of the model, the permissible error level 
with which the system works was estimated (Table 17), analyzing 
the pairs of functions (x, y) the range of 30 pixels, shown in Fig. 
28. 

Table 17. Referential value of error 

Referential error value permissible for the model 

Function   Error Value 
(3) 30 pixeles (iris) – 100 pixeles (cerebro)  0.075019 

The characteristics or parameters that were previously 
extracted during the processing stage are evaluated with the best 
approximation model to adjust the diagnostic results. In Fig. 28 can 
be analyzed aspects such as: possible pathology or some anomaly 
located in the iris of the eye that corresponds to the brain area, and 
achieve compare the results thrown by the system. 

Table 17 indicates the level of error, which is within a margin 
of 1%, being permissible at the time of presenting correct results, 
including understanding that the functions are adjusted to the 
requirements of the system. In any case, the error can be controlled 
and improved by using processing data in other types of models 
that can adapt to the proposed predictive system. 

These results are favorable to the problem of the lack of early 
detection in patient has Alzheimer's disease; the diagnosis will be 
verified when attending a medical appointment and receiving the 

appropriate treatment avoiding the complication of the future 
pathology. The ROC curve indicates a good level of prediction, 
however, it must be optimized in order to implement a fully 
automatic system, and that is, a high value in the ROC curve is 
required. Based on this the present work determined that the 
predominant value is the sensitivity to specificity, since during the 
process it was analyzed and determined that a pathology of easy 
analysis and interpretation is better in healthy patients. With the 
implementation of patterns in corrective models on the approach 
function to the brain area, the level of approach proposed in this 
work can be improved. The numerical method of Newton's 
interpolation is already one of the modeling processes of a function 
that allows coupling certain approximation criteria for detection of 
the brain area. 

 
Figure 28. Comparison between functions with a range (3). Has Alzheimer's 

disease (blue), does not have Alzheimer's disease (red) 

The results presented in the study are a contribution to the 
analysis and medical support, as a response to the lack of 
alternative methods of early detection of Alzheimer's disease. 
During the diagnosis, the doctor will use the results to hire and help 
them, as well as when the patient attends a medical appointment, 
will receive the indications and treatment to prevent future 
complications and a possible condition of this pathology. 

On the other hand, we have the results of the ROC curve as 
satisfactory in terms of its predictive capacity, however, it is 
necessary to optimize it by improving the growth of the curve to 
obtain an area closer to 1, turning it into a fully automatic system. 
Taking these results, it can be determined that there is a higher 
level of preponderance in terms of sensitivity and specificity, since 
during the study it can be verified that the pathology can be 
analyzed and contributes with the doctors in a better way. Another 
observation regarding the model of approach to the area of the 
brain we can analyze that the method of interpolation of Newton 
allows coupling based on the criteria of approach to detect the area 
that corresponds to the brain, however, it can be optimized with 
the use of patterns based on the models generated by the functions. 

4. Conclusions and future work 

One of the most significant differences between each 
classification algorithm is the percentage of accuracy, which may 
vary depending on the characteristics that are implemented in each 
of them. 
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In order to reach an adequate characterization of subtypes of 
this pathology, more significant and more relevant characteristics 
must be used, that is, a better specific treatment based on patterns 
that can present each of these characteristics provided by the 
processing of the iridology template. 

The adequate extraction of characteristics is proportional to an 
adequate recommendation of the pathology in question, it can be 
achieved with an exhaustive work of spatial image processing. 

In the work in question, the most relevant classifier is Naïve 
Bayes with a 61.96% of accurate diagnoses, a 74.00% probability 
of success that a patient with this pathology obtain a diagnosis with 
an assertive result and a 47.62% of a patient in optimal conditions, 
this pathology does not. 

The values of this study allow to have a better panorama of the 
situation that is being handled and of the variants that a future 
could intervene for the improvement of the proposed algorithm. 

For associated works that are going to be carried out, more 
sophisticated tools such as convolutional neural networks should 
be used, specifically if you have adequate data for the work in 
question. 

The use of artificial vision tools is limited for the present work 
since it is not strictly counted with a sufficiently robust data for the 
use of it. 

It is recommended the use of google APIs like Tensor Flow, as 
an artificial vision tool to compare the results. 

Supervised and unsupervised learning can significantly help 
the crystallization of a project, the parameters to be used should 
always be defined by a multidisciplinary group where specialists 
and technicians of the area are always involved so that the emission 
of results always contains a significant value. 
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 This article presents a comprehensive review on the feasibility and challenges of 
millimeter wave in emerging fifth generation (5G) mobile communication. 5G, a multi-
gigabit wireless network is the next generation wireless communication network. The 
mmWave cellular system which operates in the 30-300 GHz band has been proposed for 
use as the propagation channel. Its large bandwidth potential makes it a candidate for the 
next-generation wireless communication system which is believed to support data rates of 
multiple Gb/s. High frequency bands such as mmWave have channel impairments. These 
impairments are challenges that are necessary to be properly understood.  Employing 
mmWave as a propagation channel requires dealing with these challenges which this paper 
is aimed at reviewing. One aim of the work is to discuss these challenges in a more 
elaborate manner using simple mathematical equations and graphics to ensure clarity. To 
achieve this, current related works were studied. Challenges and solutions are identified 
and discussed. Suggested research directions for future work are also presented. One is 
developing suitable electronic such as fast analog-to-digital (ADC) and digital-to-analog 
(DAC) systems necessary for the transmitter/receiver (TX/RX) system. 
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1. Introduction   
       The demand for high-speed reliable communications has 
always been on the increase. This demand has been a challenge to 
existing third generation (3G) wireless network as well as the 
fourth generation long term evolution – advance (4G LTE-A) 
which is the most current network. These ever increasing traffic 
demand, combined with significantly improved user experience 
have resulted to the drive towards the next generation 5G mobile 
communication networks due to its large capacity. It  has been 
widely accepted that the capacity of the 5G wireless 
communication system will be able to handle 1000 times the 
capacity of the 4G (LTE-A) wireless communication [1]. The 5G 
network will therefore serve as a key enabler in meeting the 
continuously and ever increasing demands for future wireless 
applications.   
       It has also been the consensus that future 5G network should 
realize the goals of thousand-fold system capacity, hundredfold 
energy efficiency, ultra-high data rate, ultra wide radio coverage 
and an ultra-low latency [2], [3].  It is commonly assumed today 
that around the year 2020, a new 5G mobile network will be 
deployed [4]. The ability to have massive number of devices 
processed will be compulsory as there will be billions of 
connected devices in the 5G wireless communication network by 
2020 [5]. This is because there will be an increase in the 

popularity of various intelligent or smart devices resulting to huge 
traffic demand.   
       The implementation of 5G has come with some concerns 
which have generated some interests. The provision of secure 
network infrastructure is one of such many areas of interest. In [6] 
methods of providing substantial security requirements were 
investigated. Spectral efficiency and energy efficiency 
requirements were investigated in [1]. Elsewhere in [7], the 
adoption of software defined network (SDN) in 5G as a platform 
to achieve efficient end-to-end (E2E) latency, authentication, 
hand over and privacy protection was studied. Interference 
challenges and mitigation techniques were extensively discussed 
in [8], [9]. 
       System architecture is also an area of great interest. This is 
because a robust system architecture to enable Gbps user 
experience, seamless coverage, and green communications is a 
must for an aggressive 5G version [10]. This will be possible 
based on advanced technologies which are necessary for the 
above requirements to be practicable. These technologies will 
form the key elements of 5G wireless systems.  
       Some  of these technologies have also gathered great interest 
and are seen as promising candidates for 5G wireless 
communication systems [11], [12]. One of such is the HetNet 
(heterogeneous network) technology. Described in [3], the HetNet 
creates a multi-tier topology where multiple nodes are deployed 
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with dissimilar characteristics such as transmit power, coverage 
areas, and radio access technologies.  
       Other technologies discussed in several literature include 
millimeter wave (mmWave) techniques, denser small cells (DSC), 
software defined air interface (SDAI), and high-efficiency 
multiple antenna techniques known as massive multiple input 
multiple output (mMIMO) [13]-[15].The area that have appealed 
to many researchers is the mmWave and its application in the next 
generation mobile network.  
       Available sources in public domain have records of the 
application of mmWave technique in some specialized areas.  Its 
use in Radio-over Fiber (ROF) technology was discussed in [16]. 
The discussion centered on the main mmWave signal generation 
technique for ROF technology. In [17], mmWave was presented 
as a technology that has to be supported by signal processing in 
mmWave wireless systems and some challenges that may be 
faced in doing so. The paper laid emphasis on using MIMO at 
higher carrier frequencies.  
       Another area of interest is its application in 5G mobile 
communication. The common view here is its ability to support 
larger bandwidth compared to microwave frequencies. This 
attractive feature of mmWave was discussed in [18] as well as the 
advantages and disadvantages of its application in 5G networks. 
In another study, extensive propagation measurements were 
carried out at 28GHz and 38 GHz to determine the path loss, delay 
spread and penetration characteristics [19]. The measurements 
made were to obtain results that could be useful in the design of 
future 5G mmWave communication systems. Here, like in other 
related work, mmWave applications were documented but the 
likely challenges especially its propagation characteristics were 
not well discussed.   
       Since mmWave has been proposed to drive the 5G mobile 
network, it is necessary to have sufficient knowledge of these 
challenges that must be addressed. This is because understanding 
the radio channel is a fundamental requirement to developing 
future mmWave mobile communication systems [19]. This paper 
is out to address the above by focusing on some of the several 
major challenges and possible solutions of mmWave as a 
proposed propagation medium for future 5G networks.   
     The novelty of this work is that, challenges of mmWave as a 
transmission medium were identified from several sources and 
discussed in a more simplified and elaborate manner. 
Mathematical expressions obtained from these sources were used 
to carry out computations which were not so in the original 
literature. The purpose for the computations is to help in proper 
understanding of the subject. To carry out this work, current 
related scholarly works were consulted. 
     The contributions of this paper are listed as follows:  

• We identified and discussed in a simplified and elaborate 
manner the challenges and possible solutions for the 
implementation of mmWave for 5G mobile 
communication. 

• Unlike other literature where similar issues were either 
mentioned or listed, this work presents itself as a one 
source where much information on the subject matter 
could be obtained. 

• We suggested possible directions for future work based 
on the reviewed articles.    

     The rest of the paper is organized as follows: section II covers 
a discussion on mmWave, a brief comparison with microwave 
frequency and propagation problems. In section III, the solutions 
and suggestions for further investigations are presented. Section 
IV is the conclusion.  
 
2. Millimeter Wave 
        Generally the radio spectrum for the millimeter wave 
(mmWave) is between 30 GHz to 300 GHz. This band of 
frequencies utilizes wavelengths between 1 and 10mm. In practice 
however the frequencies suitable for wireless communication are 
between 71-76 GHz and 81-86 GHz bands which are referred to 
as E-band or the 70GHz and 80GHz bands [20]. The 5 GHz 
spectrum available in each of these bands makes mmWave a 
propagation medium with ultimate bandwidth that can be 
compared only to fiber optic (FO). Aggressive deployment of FO 
by operators may be restricted due to geographical constraints and 
economic reasons. Millimeter wave technology presents itself as 
the next attractive alternative capable to overcome such 
constraints. 
       Its suitability for wireless backhaul, immunity to interference, 
high capacity and inexpensive nature are discussed in [2].  
Millimeter wave frequencies present signals with small 
wavelengths. This characteristic makes it potentially suitable for 
the deployment of large number of antennas for signal directivity 
and link reliability improvement by compensating severe path 
loss to achieve larger coverage [21]. It has a potential Gigahertz 
transmission bandwidth incomparable to other microwave band 
used in conventional cellular networks [22].  
 

Table 1: Comparison of millimeter wave and microwave frequencies 

Parameter Millimeter wave 
Frequency 

Microwave Frequency 

Frequency 
band 

30GHz-300GHz 300MHz-30GHzWave 

Wavelength 10mm-1mm 1m-0.01m 
Bandwidth Ultrahigh  high 
Antenna 
size/weight 

Smaller due to very 
short wavelength 

Large especially at the 
lower part of the band 

Coverage  Suitable for short 
distance  

Long distance 
application especially 
at 4-13 GHz band 
(Long haul) 

Frequency 
reuse option  

Suitable for 
Frequency reuse  

Frequency reuse will 
likely cause 
interference 

System Gain  Very high gain 
(Gain is 
proportional to 
frequency) 

High gain 

Attenuation  High during heavy 
rainfall 

Good resistance to rain 
at lower frequencies 

Peak rate 10-100 Gbps 1-5 Gbps 
Application  Radar, mmWave 

imaging, medicine, 
mmWave scanner 

Radio and television 
broadcasting, cellular 
telephony, satellite and 
terrestrial  
communication, radar, 
navigation   
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Although microwave which covers the band of frequency from 
300MHz-300GHz has been widely used in wireless 
communication, the mmWave due to its higher frequency range 
has a greater prospect in terms of capacity delivery. Table 1 shows 
a brief comparison between mmWave and microwave frequencies. 
It is seen that based on their respective frequencies, mmWave has 
an advantage over microwave in bandwidth and antenna size. This 
two features have been accepted as very useful in the realization 
of 5G networks [13], [18]. 
 
2.1. Weather and Environmental Effects 

(I)    Propagation Losses 

        Other wireless technologies use microwave frequencies 
which have lower carrier frequencies compared to mmWave 
communication (Table 1). It is known that the higher the signal 
frequency the more likely it becomes susceptible to adverse 
atmospheric conditions. Therefore, in the GHz band of 
frequencies the atmosphere is seen as a propagation medium 
characterized with the presence of atmospheric constituents such 
as molecules, water vapor and suspended water droplets. 
Millimeter wave signals are absorbed by these atmospheric 
constituents. Also signals at GHz band suffer from rain 
attenuation. This is illustrated in Figures 1 and 2.  
       Figure 1 [23], shows the degree of attenuation suffered by 
frequencies between 1 to 1000 GHz band. At 75GHz in the E-
band, it is observed that a mere rain drizzle results to 0.4dB loss 
and increases to about 30dB for a typical tropical rainfall. It is also 
shown that signal attenuation increases with rain intensity as 
depicted in Figure 2 [24]. At 200 mm/h of rain, 3GHz suffered 
0.1dB loss as against 92dB loss for 30GHz.  Details of mmWave 
signal attenuation are documented in [25] where experimental 
data obtained from both the rain intensity and rain attenuation 
measurements were statistically processed. Apart from rain 
attenuation, atmospheric absorption is also a major impediment to 
mmWave communications [26].                       

 
Figure 1. Effect of rain attenuation on mmWave frequencies [23] 

 

 
Figure 2. Rain attenuation vs frequency [24] 

The rain attenuation and atmospheric absorption characteristics of 
mmWave propagation limit the range of mmWave 
communications [23], [27]. 
       The propagation characteristics of mmWave communications 
in different bands are summarized in [23]. They showed the level 
of loss due to both rain attenuation and oxygen absorption under 
line-of-sight (LOS) and non-line-of-sight (NLOS) channels. 
Table 2 presents a summary of signal loss due to oxygen 
absorption at 200m range. It is observed that the propagation 
losses at 28GHz and 38GHz are not as significant as those of 
60GHz and 73GHz. 

Table 2: Absorption loss in mmWave frequencies [23] 

Frequency Band 
(GHz) 

Range (m) Oxygen Absorption 
(dB) 

28 GHz 200 0.04 dB 
38 GHz 200 0.03 dB 
60 GHz   200 3.2 dB 
73 GHz 200 0.09 Db 

 
(II)  Free Space Loss 
       Due to its nature, mmWave frequencies experience greater 
free space loss than lower frequencies.  In [28], the Free Space 
Loss (FSL) is shown to be inversely proportional to the square of 
the operating wavelength, ie 
                                  𝐹𝐹𝐹𝐹𝐹𝐹 = 

4𝜋𝜋𝜋𝜋
𝜆𝜆2

                                              (1) 

Here, 𝑅𝑅 in Km, is the link distance between transmit and receive 
antennas and λ the wavelength of the operating frequency. In 
decibel form and after converting to units of frequency, the 
equation can be expressed as [28] 
                 𝐹𝐹𝐹𝐹𝐹𝐹 (𝑑𝑑𝑑𝑑) = 92.4 + 20 𝑙𝑙𝑙𝑙𝑙𝑙 𝑓𝑓 + 20 𝑙𝑙𝑙𝑙𝑙𝑙 𝑅𝑅                (2)  
Where 𝑓𝑓 is the frequency in GHz. 
        Computed FSL in the E-band using (2) is tabulated in Table 
3. The Table indicates a proportional increase in FSL with both 
frequency and distance. In particular, it indicates that for a given 
frequency the FSL increases with distance. Thus, the more the 
distance or range the higher the signal attenuation. 
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Table 3. Free space loss at mmWave frequencies 

E-
Band 
(GHz) 

                         FSL (dB) 
R=1m R=2Km R=3Km R=4Km R=5Km 

71 129.4 135.4 139 141.5 143.4 
72 129.5 135.6 139.1 141.6 143.5 
73 129.7 135.7 139.2 141.7 143.6 
74 129.8 135.8 139.3 141.8 143.8 
75 129.9 135.9 139.4 141.9 143.9 
76 130.0 136.0 139.6 142.0 144.0 

 
(III)  Foliage Loss 

         Foliage loss takes into account the effect of vegetation 
within the propagation environment such as tree size and nature 
or roughness of plant leaves. As the leaves become comparable in 
size relative to the wavelength, there is decrease in signal 
penetration through the leaves, while scattering off the leaves 
increases. [29]. 
       Work in [28], showed an empirical relationship that can be 
used to predict or determine foliage losses. This was developed 
by CCIR Rpt 236-2 which reported that for a depth of less than 
400m, the loss is given by 

                        𝐹𝐹 = 0.2𝑓𝑓0.3𝑅𝑅0.6 𝑑𝑑𝑑𝑑                                  (3) 
Here, f is the frequency in MHz and covers the range 200-
95,000MHz (0.2-95GHz).  R is the foliage depth in meters (R< 
400 m). 
      Using (3), the foliage loss for the E-band was computed and 
tabulated in Table 4. For a range of 300m the loss at 70GHz is 
174dB which increased to 177dB at 75GHz.  Similar computation 
in [28] indicated that at 40 GHz, a penetration of 10m taken to be 
equivalent of a large tree or two in tandem, the foliage loss is 
about 19 dB.  These values show that foliage loss in mmWave is 
significant enough and like other forms of losses should not be 
neglected in overall network design. 
                  Table 4: Foliage loss at mmWave frequencies 

E-Band 
(GHz) 

                         F (dB) 
R=100m R=200m R=300m 

70 90.06 136.51 174.11 
71 90.45 137.10 174.86 
72 90.83 137.67 175.59 
73 91.20 138.24 176.32 
74 91.58 138.81 177.04 
75 91.95 139.37 177.78 

 
(IV)  Blockage Loss 

         Blockage in communication is caused by obstructions in the 
path of propagation which are man-made or natural physical 
structures. Such obstructions introduce losses which cannot be 
neglected. With a small wavelength, links in the 60 GHz band are 
sensitive to blockage by obstacles (e.g., humans and furniture) 
[23]. For example, blockage by a human penalizes the link budget 
by 20-30 dB [23][30]. This was also confirmed in [31] where it 
was shown that mmWave systems suffer from significant loss in 
performance due to blockages caused by humans or other 
obstacles along its propagation path. 
 

(V)  Penetration Loss 

        This loss arises as transmitted frequencies attempt to 
propagate through objects along its path. At mmWave frequencies 
the losses are more significant compared to UHF/microwave 
bands. Current works contained in most literature on this subject 
covers outdoor-to-outdoor and outdoor-to-indoor penetration loss 
measurements. More importantly is the outdoor-to-indoor 
measurements. A 28GHz outdoor-to-indoor measurements made 
and recorded in [32][33] were done using a rotating horn antenna 
channel sounder which can provide an accurate absolute delay 
information. The result indicated clusters, larger excess delays 
and larger angular spreads indoor.  
       Another work on 28GHz is described in [34] while [35] 
investigated the penetration loss for the band of 0.8GHz to 28GHz. 
Measurements described in [34][36][37] and[38] for both outdoor 
and indoor environments are summarized in Table 5. 

Table 5: Summary of mmWave penetration losses 

Ref Frequenc
y (GHz) 

Material 
Type/Environment  

Loss 
(dB) 

[29] 28 Outdoor-indoor 3-60 
[31] 38 Tinted glass 

Glass door 
25.0 
37.0 

[32] 
[33] 

28 Tinted 
glass(Outdoor) 
Brick 
pillar(Outdoor) 
Clear glass (Indoor) 
Dry wall (Indoor) 

40.1 
28.3 
3.6 
6.8 

 
       The Table shows penetration losses for common materials 
found in buildings. By observation, outdoor materials recorded 
higher penetration losses than indoor materials.        

2.2.  Hardware Implementation Challenges 

      Apart from atmospheric losses there are other challenges 
resulting from the type of hardware that can suitably and 
efficiently function at the mmWave frequencies. With high carrier 
frequency and wide bandwidth, there are several technical 
challenges in the design of circuit components and antennas for 
mmWave communications [23], [39].  Highlighted in [2], are the 
cost of electronic components and the complexity of transceiver 
including high-speed analog-digital converters (ADCs), digital 
analog converters (DACs), synthesizers, mixers, etc., which are 
much larger than that in conventional microwave communications.  
       In [37], the nonlinear distortion of power amplifiers (PA) 
especially at 60GHz was discussed as an impediment to the 
implementation of mmWave.  Also in [40], [41], phase noise and 
IQ imbalance are seen too as challenging problems faced by radio 
frequency integrated circuits (RFIC).  

3. Solutions and Suggested Areas for Further Investigations. 

3.1. Solutions   

       The shortcomings of millimeter wave in terms of propagation 
and system hardware implementation have been discussed. 
Despite these challenges, its large bandwidth makes the usage of 
mmWave communications in the 5G cellular access still attractive 
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[42]. Some remedial steps are necessary for the practical 
realization of mmWave systems. 
 
(I)   Short Distance Communication (SDC) 

       In mmWave, path loss increases with distance as earlier 
shown. Its limited range makes it suitable for short distance 
applications. This gives room for the shrinking of cells which is 
an effective way to increase area spectral efficiency [43], [44]. 
Small cells are base stations (BS) that cover a small geographical 
area and are meant for low power, short range wireless 
communication. Cell size shrinking reduces the number of users 
per cell, thus more spectrum is made available to each user. The 
small cell sizes and short distances will improve frequency reuse 
[2]. Frequency reuse is a cellular concept which allows the use of 
same radio frequencies on BS within a geographical area. These 
BS are separated by sufficient distances to avoid or minimize 
signal interference with each cell. 
 
(II)  Reduced Inter cell Interference        

       Attenuation due to rain, foliage and atmospheric absorption 
has been discussed as major impediments or challenges to 
mmWave application.   Deployment of small cells known as ultra 
dense cell (UDC) can help overcome such problems. This is 
because atmospheric absorption will efficiently increase the 
isolation of each cell by further attenuating or reducing the 
background interference from other distant base stations [23], [26], 
[45]. Densification of small cells has been proposed in [46], [47] 
as a technique to achieve increase in network capacity in the 
future and in [23], as the promising solution for the capacity 
enhancement in the 5G cellular networks. 
 
(III) Hardware solution 

        Work in overcoming the technical challenges associated with 
electronic components of mmWave is ongoing and have been 
discussed in several research reports. Progress work on 
radiofrequency (RF) power amplifiers (PAs), low-noise 
amplifiers (LNAs), voltage-controlled oscillators (VCOs), etc., 
are documented in [39].  Radio frequency integrated circuits and 
other low-cost electronic components are believed to bring about 
the evolution of massively broadband 5G millimeter wave 
communications [39], [44]. Recorded in [48] are efforts made in 
providing a practical phased array antenna solution. 

3.2. Suggested Areas for Further Investigation 

       Challenges of mmWave have been highlighted. Propagation 
loss is a major impediment in its practical implementation. A 
solution to this is to improve in antenna technology. This will 
result in the use of greater gain antennas.  Beam steerable antenna 
technologies have the capability for such gains. The workings of 
such antennas are fully described in [49], [50]. These are antennas 
that have the ability to compensate the path loss caused by 
blockage from dynamic obstacles. 
       Since mmWave is associated with small wavelength and the 
size of an antenna greatly relates to the operating wavelength, 
large number of antennas or MIMO technology can also be made 
use of in mmWave communications. An example is the Massive 
MIMO (mMIMO) antennas widely discussed in [51]-[53]. This is 

also known as large-scale antenna systems (LSAS) [51], hyper-
MIMO (HMIMO), or full-dimension MIMO systems [54].  
       This technology which allows the BS to be equipped with up 
to a hundred or more antennas is meant to leverage on the benefits 
of the traditional MIMO antenna system known for its ability to 
significantly improve the capacity and reliability of wireless 
systems [51] [55].  The challenges defined for mmWave can be 
tackled with the implementation of massive MIMO which 
theoretically promises increase in spectral and energy efficiencies 
[56]. It is believed that the antenna gain will be high enough to 
overcome high propagation loss in mmWave bands, 
       However, further development is required to make this 
concept practically functional. This is because a large antenna 
structure such as massive MIMO will have individual array 
elements each with active transceiver modules.  
 
                                                                                       Tx1 
 
     Sn 
 
                                                                                      Txn 
 
 
 
 
 
 
 

Figure 3.Transmit antennas with dedicated RF chains 

That is each transmitter (TX) and receiver (RX) will have a 
dedicated RF chain (RFC) as shown in Figure 3. For massive 
MIMO with a hundred or more antennas it will result to high 
system cost as well as increase in system complexity.         
       Therefore, further work in developing low cost, low profile 
and appropriate electronic components is necessary. Examples of 
such electronic components are high-speed analog-to-digital and 
digital-to-analog converters (ADC/DAC), RF amplifiers, TX/RX 
switches, filters, etc. for each individual antenna element [57]. 
The direction here should be in hardware unit design that will 
reduce overall system complexity and cost.        
       Methods of solving large outdoor-to-indoor penetration loss 
caused by certain building materials (Table 5) is also another 
direction for further work. 

4. Conclusion         

       Millimeter wave band of frequencies with ultimate 
bandwidth has been discussed as a potential candidate for 5G 
mobile communication. Key challenges in propagating at this 
frequency band as well as some hardware issues have also been 
discussed. The implementation of mmWave in the emerging 5G 
wireless communication will have to address these shortcomings. 
To this end some solutions have been suggested. Based on the 
study and since the mmWave 5G wireless communication is an 
emerging network still at its early stage of implementation, some 
selected areas for further work have also been suggested. 
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 In this paper, a novel method is proposed for the dynamic analysis of fractional- order 
three-dimensional electrically coupled cell network. In general, three- dimensional cell 
network is constructed by combining three one-dimensional circuit networks. Analysis 
method is based on the principles of the dynamic analysis with transfer function 
approximation. Although fractional-order three-dimensional circuit network model 
contains nonlinear fractal elements such as fractional-order capacitors and inductors, 
transfer function approximation is employed in dynamic analysis of the network by using 
the Laplace transform.  
First by using nodal analysis method, general expression in matrix forms for the transfer 
function and typical equivalent impedance of the fractional-order three-dimensional circuit 
network are derived in fractional domain. Transfer function and Equivalent network 
impedance of the cell network model are obtained in the form of matrix equation with the 
implicit analytical expression. Secondly the effects of five network parameters such as 
inductance L, capacitance C, number of cell unit n and fractional- orders (α, β) on the 
impedance and electrical network characteristics such as transfer function and output 
responses are investigated by means of  MATLAB Simulation programs. Finally, the 
validity of the proposed method is done by using PSPICE simulations which show the 
experimental performance and PSPICE simulation results is presented. 
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Cell network  
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1. Introduction  

Due to the use of electrical and non-electrical systems for 
modeling, in recent years circuit networks have become more 
attractive [1,2]. A study on the resistance network of the 
grapyhene showing the presence of a planar circuit network in 
nature received the Nobel Prize in Physics in 2010 [3-5]. In the 
last few decades, researchers have published publications on 
fixed-coefficient circuit networks. These publications focus on 
the analysis of circuit networks consisting of single-member 
resistors and capacities with constant coefficients [6,7]. 

The fractional order mathematical models developed for 
inductances and capacities have more accurate electrical 
characteristics for the better realization and best fit. Especially 
actual inductors and capacitors are in fractional order elements in 
nature [8]. In recent years, some researchers have been working 

on the realization and design of fractional elements [9-11]. In 
addition, in recent years, researchers have focused on fractional 
order theory [12 -15]. However, few researchers have dealt with 
the issue of electrical characteristics of multidimensional circuit 
networks. Therefore, we focus on the equivalent network 
impedance and transfer function of the three-dimensional cell 
networks in the fractional domain. 

Recently, some researches concentrate on the fractional-order 
three-dimensional circuit network [16]. Moreover, there has been 
little research on the transfer function and input equivalent 
impedance characteristics of the three-dimensional circuit 
network in the fractional order sense with different cases. That is 
why, we concentrate on the electrical characteristics of the 
fractional-order three- dimension network, which may lay the 
bases for both the electric circuits and dielectrics communities 
[17]. 
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This study is organized as follows: Basic definitions of the 
fractional order capacitors and inductors are introduced in Section 
2. Also the general expressions of the transfer function and 
equivalent input impedances of the circuit-network are derived by 
using the nodal analysis method. MATLAB and PSPICE 
simulations of the fractional order three- dimensional network are 
done and simulation results is given in Section 3. Finally the paper 
is concluded in the last section. 

2. Fractional-Order Three Dimensional Circuit Network 
Model 

Electrical networks consisting of one-dimensional and two-
dimensional RC elements mentioned in the literature have been 
proposed and used. Since there are no fractional elements in these 
electrical networks, the models have been insufficient to precisely 
characterize the system. RLC elements are used in electrical 
equivalent circuits in one-dimensional and two-dimensional 
networks used in the dynamic analysis of electrical interactive 
cells [18]. Three dimensional random RC networks have been 
proposed for modeling electrical circuits and dielectric material 
communities [19]. Nodal-matrix analysis was used to model the 
three-dimensional network of dispersed capacitance and 
resistance elements for the multiple bound layers [20]. This article 
shows that large three-dimensional RC networks can be modeled 
in terms of performance using fractional order models and 
integrals. In the fractional domain, the fractional order 2 × n RLC 
circuit network model has been proposed to examine the 
impedance characteristics of the circuit network [21]. Electrical 
RC equivalent circuits are proposed to examine the behavior of 
the human body impedance against contact currents in a wide 
frequency range. With the proposed fractional-order three-
dimensional RLC networks, expressions for calculating the 
typical equivalent impedances of the network using the 
differential equation model and the matrix transform method for 
different cases in the fractional domain are derived [22]. 

The circuit diagram of fractional-order three-dimensional electric 
circuit network used in this study is given in Figure 1. 

 
Figure 1: RLC circuit network diagram 

In general, this circuit network is obtained by combining three 
one-dimensional circuit networks. There are n cells in the network. 
The electrical coupling between the cells is indicated by the 
resistances R. The cells were modeled with resistance (R1), 

fractional- order inductance (Lß) and capacities (Cα). Fractional 
impedance values of capacitance and inductance are  
given below respectively. 
 

Z(𝐶𝐶𝛼𝛼) = 1 / (C 𝑠𝑠𝛼𝛼 )                                          (1) 

 Z (Lβ)= L 𝑠𝑠𝛽𝛽                                           (2) 

Fractional-order three-dimensional cell network is modelled with 
lumped parameters passive elements such as resistance, 
fractional-order inductance and capacitance. Thus, this network is 
composed of passive elements and is a passive network. 

In calculating the characteristic values of the circuit network, such 
as transfer function and the equivalent impedance, the well-
known node voltages analysis in circuit theory is used in the 
fractional domain. For the circuit network depicted in Fig. 1,   the 
equation of the node voltages in matrix form in the fractional 
domain is written as 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 𝑌𝑌 − 𝐼𝐼𝐼𝐼    0    0         … …        0  0 
−𝐼𝐼𝐼𝐼   𝑌𝑌1     0   0         … . …       0  0

⋮
⋮
⋮

0        0   0  … − 𝐼𝐼𝐼𝐼           𝑌𝑌1     − 𝐼𝐼𝐼𝐼
0        0   0  …    0             − 𝐼𝐼𝐼𝐼      𝑌𝑌 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑉𝑉1
𝑉𝑉2
⋮
⋮
⋮

𝑉𝑉𝑛𝑛−1
𝑉𝑉𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐼𝐼1
𝐼𝐼2
⋮
⋮
⋮

𝐼𝐼𝑛𝑛−1
𝐼𝐼𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 (3) 

Here, the I1 (3 × 1)  indicates the source currents connected to the 
nodes and the Vi (3 × 1) indicates the node voltages. Vi = [Va, Vb, 
Vc]t shows the node voltages for each cell, where  a,b,c nodes are 
terminals of abc triangle,  I (3 × 3) unit matrix, G = 1 / R is 
resistance conductivity. Elements of the node admittance matrix 
are;      

𝑌𝑌 = �

𝑠𝑠𝛼𝛼𝐶𝐶 + 𝐼𝐼 + 𝐼𝐼1          − 𝐼𝐼1                − 𝑠𝑠𝛼𝛼𝐶𝐶
−𝐼𝐼1               1

𝑠𝑠𝛽𝛽𝐿𝐿
+ 2𝐼𝐼 + 𝐼𝐼1            − 1

𝑠𝑠𝛽𝛽𝐿𝐿

−𝑠𝑠𝛼𝛼𝐶𝐶       − 1
𝑠𝑠𝛽𝛽𝐿𝐿

              𝑠𝑠𝛼𝛼𝐶𝐶 + 1
𝑠𝑠𝛽𝛽𝐿𝐿

+ 𝐼𝐼
�   (4) 

𝑌𝑌1 =

⎣
⎢
⎢
⎡

1
𝑠𝑠𝛼𝛼𝐶𝐶

+ 𝐼𝐼 + 𝐼𝐼1          − 𝐼𝐼1              −   1
𝑠𝑠𝛼𝛼𝐶𝐶

−𝐼𝐼1            𝑠𝑠𝛽𝛽𝐿𝐿 + 2𝐼𝐼 + 𝐼𝐼1        − 𝑠𝑠𝛽𝛽𝐿𝐿
− 1

𝑠𝑠𝛼𝛼𝐶𝐶
          − 𝑠𝑠𝛽𝛽𝐿𝐿            𝑠𝑠𝛽𝛽𝐿𝐿 + 1

𝑠𝑠𝛼𝛼𝐶𝐶
+ 2𝐼𝐼⎦

⎥
⎥
⎤
   (5) 

From (3) and (4) and (5) ones can obtain (6) in the matrix form. 

                            AVd = I                                   (6) 

The node A (3n × 3n) in size is the admittance matrix and is in the 
form of a symmetric band matrix. It illustrates the vector of the 
Vd (3n × 1) node voltages vector and I (3n × 1) dimension of the 
node voltages vector and I (3n × 1) the current vector. If the vector 
of the node voltages is resolved from the equation (6), 

Vd = A-1 I                                          (7) 
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is obtained. When a single source is applied to the network, the 
equivalent driving point impedances and transfer functions for 
various situations can be found from equation (7) by using the 
basic definition.  

3.  Computer Simulations  

The element and parameter values selected for the circuit network 
shown in Figure 1; are given as follows. The cell number is taken 
as n=5 in all computer simulations. The element values are chosen 
as R1= 1Ω, R= 0.1 Ω, L= 1 H and C = 1 F. 

3.1. MATLAB Simulations 

A constant current source I1 is applied to the Va node and is taken 
as Va = V1. If V1 input voltage is written in terms of node voltages, 
V1= [100 000 000 000 000].Vd . The equivalent impedance is 
calculated as Z = V1  The equivalent impedance is calculated as Z 
= V1. For fractional order terms, the second order approach was 
obtained using the value of s0.5s = (5s2 + 10s + 1) / (s2 + 10s + 5),  
Z equivalent input impedance of the network was obtained as a 
rational function in s [23]. The frequency response, step response 
and impulse response are obtained from Z network impedance 
function obtained as a rational function. Then MATLAB 
simulation results for these rational functions are shown in Figure 
2, Figure 3, Figure 4, respectively. 

 

Figure 2: Frequency responses for network input  impedance 

 

Figure 3: Step response of the input impedance 

 
Figure 4: Impulse response of the network impedance 

Let the output voltage Vo get the input voltage V1 when the circuit 
network is excited by a source. The input voltage is V1= [100 000 
000 000 000] .Vd and the output voltage is Vo= [000 000 000 000 
001]. Vd. The transfer function (as voltage gain) is defined as TF 
= Vo / V1. For fractional order terms, TF is also obtained as a 
rational function of the TF using the quadratic fractional approach 
in [24]. The frequency response, step response and impulse 
response obtained by MATLAB simulations of TF are depicted in 
Figure 5, Figure 6, Figure 7, respectively. 

 
Figure 5: The transfer function frequency responses  

 
Figure 6:  The transfer function step response 

 
Figure 7: The transfer function impulse response 

3.2. PSPICE Simulations 

The experimental realization of the study was done by PSPICE 
program using element values taken before in the MATLAB 
simulations. Developed SPICE model of the network circuit for 
n=5 cell is presented in Figure 8. 

In PSPICE simulations, the quadratic approximation equivalent 
circuits given in [24] are used instead of fractional capacitor and 
inductance elements, and the simulation results are depicted in 
Figure 9, Figure 10, Figure 11, Figure 12, respectively. 
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Figure 8: PSPICE model of the cellular network for n=5 cell 

 
Figure 9: Frequency response of network transfer function with PSPICE 

 
Figure 10: Step response of network transfer function with PSPICE 

 
Figure 11: Impulse response for the network transfer function with PSPICE 

 
Figure 12: Frequency response of equivalent network impedance with PSPICE 

4. Conclusions 

In this paper, mathematical models were introduced for the 
analysis of the fractional-order three-dimensional network in 
fractional domain. The transfer function and the equivalent input 
impedance of the fractional-order three-dimensional network 
were obtained in form of a rational transfer function using rational 
function approximation for each fractional term. Although the 
circuit network includes nonlinear fractal elements such as 
fractional-order capacitors and inductors transfer function 

approximation method was offered by means of some advanced 
properties of Laplace transform. A new mathematical method was 
developed to model and analyze fractional- order three- 
dimensional circuit network in the fractional domain. 

In general, the electrical characteristics of the three-dimensional 
cellular circuit network were investigated in the fractional domain. 
Using the nodal analysis method which is well known in circuit 
theory first transfer function and equivalent input impedance of 
the fractional order three dimensional circuit network were 
derived in fractional domain. After that employing second order 
approach for each fractional order term, equivalent input 
impedance and transfer function were found as a rational function 
in s. As a consequence of this process we could be able to 
calculate transfer function and equivalent input impedance of the 
network as a rational transfer function.  

 The electrical system characteristics of the transfer function and 
the driving point impedance of the fractional- order three–
dimensional circuit network were investigated by using 
MATLAB simulation programs in detail. Moreover network 
system characteristics such as impulse, frequency, and step 
responses were graphically obtained for both transfer function and 
equivalent input impedance. Dynamic characteristics and stability 
of fractional –order three –dimensional circuit network were also 
examined with respect to model parameters such as inductance, 
capacitance, resistances, fractional order values and cell numbers. 
In order to compare MATLAB and PSPICE simulations the same 
network parameter values were employed in all simulations. 
Finally, when PSPICE and MATLAB simulation results are 
compared graphically, basic similarities between PSPICE and 
MATLAB simulation results were observed. 
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 The main importance of solar photovoltaic energies research is to meet the many 
environmental demands of the energy challenge, to maximize power and to reduce the costs 
of photovoltaic (PV) systems to reply the energy needs of population. In the present 
research work, the first objective is to study the performance and the output energy can be 
produced by a photovoltaic panel installed in the parking of Ibn Tofail University at Kenitra 
- Morocco. These provide the basis for developing a simple and efficient model for the PV 
panel electrical behavior. As the output powers of photovoltaic system are influenced of the 
solar irradiances (G) and cell temperature (T); the effects of varying the two variable 
factors, series and shunt resistances, and partial shading on the output of the PV system 
are presented. Then, the PV system is connected to three phases grid using Boost converter 
controlled by the perturb and observe technique of Maximum Power Point Tracking and 
using the DC-AC inverter. The Matlab/Simulink software is used to model the system and 
to show the simulations result. 

Keywords:  
Photovoltaic system 
MPPT controller 
Boost converter 
Inverter 
Three phase grid 

 

 

1. Introduction 

Up to date it is known that, the renewable energies must be 
developed, so that it can meet the energy needs which are in 
ascending order continuously [1]. The use of these green energies 
sources plays a very important role in keeping the planet clean as 
possible of pollution [1]. Specially, the application of solar PV 
energy has increasing in different fields [2]. Morocco intends to 
exploit this clean and inexhaustible energy on a massive scale over 
the next ten years (Raphaëlle Grouix-Monvoisin, CIFE, 2015). In 
this work, a PV system installed in the parking of the Ibn Tofail 
University in Morocco was chosen, to study its performance and 
to make the system as competitive as possible. So, the objective of 
this work is to present a design of a boost converter controlled by 
perturb and observe method of MPPT to extract the maximum 
power whatever the variations of sunshine. To do this, the work is 
divided in four parts. The first part describes the modeling of the 
photovoltaic system consists of a photovoltaic generator, boost 
converter and MPPT controller. The second one describes the 
modeling of the PV grid-connected system; this section is divided 
into two steps; the first is a boost converter controlled by MPPT 
which allows the PV system to operate in its best condition. The 

second step is a DC-AC converter that allows a connection to the 
grid [3]. The output current has to be sinusoidal and in phase with 
the grid voltage. The boost converter and the inverter operate 
independently to facilitate the system control [4]. The third part of 
this work gives the results of the simulations. Last section presents 
and discusses the results. 

2. Methodologies 

In this section of this search work, the different components of the 
system studied are presented and modeled. The figure bellow shows the 
block diagram of the proposed system 

 

 

 

 

 
 

Figure 1: Block diagram of the proposed system 
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2.1. Photovoltaic panel model 

A PV module is PV cells connected in parallel, which are 
defined by a p-n junction in a film semiconductor that produce 
electricity from solar radiation [1]. 
 

 

 

 

Figure 2: Equivalent circuit of PV panel with single diode 

The Kirchoff’s law is applied to get the equation below: 

                                        𝐼𝐼 = 𝐼𝐼𝑝𝑝ℎ − 𝐼𝐼𝐷𝐷 − 𝐼𝐼𝑅𝑅𝑅𝑅                           (1) 
 

Knowledge that: 

Iph : The photocurrent, influenced by illumination, its expression 
is following : 

𝐼𝐼𝑃𝑃ℎ = [𝐼𝐼𝑅𝑅𝑆𝑆 + 𝐾𝐾𝐼𝐼 × (𝑇𝑇 − 𝑇𝑇𝑟𝑟)] ×
𝐺𝐺
𝑇𝑇

 (2) 

ID : The current through the diode, its equation  below : 

                                   𝐼𝐼𝐷𝐷 = 𝐼𝐼0𝑒𝑒
𝑞𝑞(𝑉𝑉+𝑅𝑅𝑅𝑅×𝐼𝐼)

𝑛𝑛𝑛𝑛𝑛𝑛 − 1                                  (3) 

IRS : The current flowing in the resistor RSh ,it’s given by : 

𝐼𝐼𝑅𝑅𝑅𝑅 =
𝑉𝑉 + 𝐼𝐼 × 𝑅𝑅𝑠𝑠

𝑅𝑅𝑅𝑅ℎ
 (4) 

The voltage-current characteristic of the solar cell is given below: 

𝐼𝐼 = 𝐼𝐼𝑝𝑝ℎ − 𝐼𝐼0𝑒𝑒
𝑞𝑞(𝑉𝑉+𝑅𝑅𝑅𝑅×𝐼𝐼)

𝑛𝑛𝑛𝑛𝑛𝑛 − 1 − 𝑉𝑉+𝐼𝐼×𝑅𝑅𝑅𝑅
𝑅𝑅𝑆𝑆ℎ

                                       (5)  

And knowledge that:  

I0 : The dark saturation current, influenced by temperature. 

ISC: The current short circuit  

q : The charge of an electron is equal to 1.6 × 10−19 C. 

K : The constant of Boltzmann is equal to 1.38. 10−23J/K. 

T : The ambient temperature, in Kelvin. 

RS : Cell series resistance 

RSh : The cell (shunt) resistance 

G : The illumination in W/m2. 

VCO: Open circuit voltage (I=0).       

In this paper, PV panels installed in the parking of Ibn Tofail 
University in Morocco were studied based on the electrical 
characteristics values shown in the table 1; their reference is Jinko 
JKM280M-60-DV. 

Table 1: Values of electrical characteristics of panel used 

 
The PV panel was modeled in Matlab/Simulink software using 

the values of the electrical characteristics presented in the table 1, 
with the previous equations at Standard Test Conditions (STC), 
when illumination is equal to G= 1000 W/m2 at temperature 
T=25°C. 

 

 

 

 

 

Figure 3: The model of PV panel in Matlab/Simulink 

 

 

 

 

 

 

Electrical characteristics Values 

STC(Standard Test 
Conditions) Power Rating 

280 W 

PTC Power Rating 302.21 W-1 

STC Power  15.8 W/ft2(170.2W/m2) 

Peak Efficiency 17.02% 

Power Tolerance 0% /+3% 

Number of cells 60 

Nominal Voltage Not applicable 

Imp 8.81A 

Vmp 31.8V 

Isc 9.49A 

VOC 38.6V 

NOCT 45°C 
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C
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Figure 4: Power-voltage and power-current waveforms of photovoltaic 
generator; (a) power-voltage waveform of photovoltaic module at STC 

conditions; (b) current-voltage waveform at STC conditions 

In this part of work, the current produced by the cell is almost 
proportional to the illumination G. But, the voltage V across the 
junction varies because it is a function of the potential difference 
at the NP junction of the material itself [5]. However, the open 
circuit voltage decreases only with irradiation. As a result, the 
optimum power of the cell is almost proportional to the 
illumination and its point is at approximately the same voltage of 
different values of irradiation [6]. The output powers of PV 
system are influenced of the solar irradiances and cell temperature 
[7]; and, the effects of varying the two variable factors are 
presented in the figure 4. 

2.2. Influence of illumination and temperature 

To treat these important parameters, the simulations on the 
figure 5 are done to obtain the current-voltage and power voltage 
curves of the PV field for different values of illuminations and 
temperatures.  
 

 

 

 

 

 

 

 

 

 

 

Figure 5: (c) Current-Voltage waveform of a Photovoltaic panel by changing 
illumination (d) Power-Voltage waveform of a Photovoltaic panel by changing 
Illumination; (e) Current-Voltage waveform of a Photovoltaic panel at different 
values of temperature; (f) Power-Voltage waveform of a Photovoltaic panel at 
different values of temperature 

It is noticed that, by changing the illumination, it is observed 
that when G = 400 W/m2, 600 W/m2, 800 W/m2 and 1000 W/m2, 
the respective maximum powers of the PV field are 105 W, 165 
W, 220 W and 280 W. The maximum power of the PV field 
increases with sunshine respectively. It is even for the current that 
believes with illumination. 

With changing the temperature, and G=1000 W/m2 ; it is 
observed that when T = 15 ° C, 20 ° C, 25° C and 35 ° C the 
maximum voltages of the PV field are respectively 36 V, 38 V, 
39 V and 41 V, and the respective maximum powers are 250 W, 

270 W, 280 W and 300 W. Then, the tension decreases as the 
temperature increases. It's the same for power maximum that 
decreases with temperature. We notice that the maximum power 
of the PV panel at STC conditions is equal 280 W which is 
compatible with the maximum power PMPP [8]. 

 
2.3. Boost converter model 

A BOOST converter is a DC to DC voltage converter;  
that converts a DC voltage into another DC voltage from lower to 
higher value [1-9]. The figure 6 shows the model and components 
of the converter used. 
 

 

 

 

 

 

Figure 6: The circuit of DC-DC converter modeled in Matlab/Simulink 

This converter operates according to the following equations. 
The mathematical expression between V1 and V2 is following [1]: 

𝑉𝑉2 =
𝑉𝑉1

1 − 𝐷𝐷
 (6) 

The expressions of inductor and capacitors are following: 

𝐶𝐶 =
𝐷𝐷 × 𝑉𝑉2

𝐹𝐹 × 𝑅𝑅 × ∆𝑉𝑉
 (7) 

 

𝐿𝐿 =
𝐷𝐷 × 𝑉𝑉1
𝐹𝐹 × ∆𝐼𝐼

 (8) 

Knowledge that: 

F: Frequency 

D: Duty cycle 

R: Load resistance 

2.4. Maximum Power Point Tracking 

It is known that, the Maximum Power Point Tracking (MPPT) 
is a technique to search and find the optimum maximum power 
that can deliver an electrical generator; its principle is based on 
the automatic variation of duty cycle continuously to maximize 
the power. There are different methods of MPPT, the most known 
in the literature are: perturb & observe incremental conductance, 
fractional open circuit voltage, fractional short circuit current, 
fuzzy logic and artificial neural network. In this paper, the perturb 
and observe technique of MPPT was applied. The principle of this 
method is to perturb by decreasing or increasing the cyclic ratio α 
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and to observe the effect on the power delivered by the 
photovoltaic generator [10]. Its algorithm is shown in the figure 7. 

 

 
Figure 7: The perturb & observe algorithm 

 

 
Figure 8 : The model of P&O MPPT in Matlab/Simulink 

2.5. Inverter 

The principal challenge of PV system connected to grid is to 
have compatibility between PV arrays and the electricity grid 
[11]. The inverter converts the direct current of the output of PV 
array into a synchronizes sinusoidal waveform. The creation of a 
sinusoid from a DC voltage is obtained through voltage pulses of 
specific width. This technology uses the Pulse Width Modulation 
or Pulse width Modulation [12]. The objective of the inverter is 
converting a DC voltage similar to that of a battery into a single-
phase or three-phase alternating voltage similar to that of the 
electricity grid [13]. It consists of a set of active components 
(electronic switches) and passive components (transformer) [9]. 
In this paper three-phase and three level voltage source converters 
has been used to convert DC power into AC. Three-phase 
converter symbol is following: 

 
 

Figure 9: The three-phase inverter proposed 

To control the Voltage inverter and reduce harmonics, several 
switching techniques are used; Pulse width modulation (PWM) 
technique is the best of these techniques, to produce a sinusoidal 
variable voltage to the load [14]. It is controlled in closed loop 
with a PI regulator [15-17]. 

3. Results 

After modeling of the different blocks of the grid-connected 
photovoltaic system, the figure 10 presents the block diagram of 
the global model in matlab/Simulink. 

 
Figure 10: The global model of the system in Matlab/Simulink 

This section presents the results of simulations using the STC 
conditions; the temperature is set at 15°C and illumination is set 
at 1000 W/m2. 

 
Figure 11: The curve of duty cycle 
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Figure 12: The curves of current and voltage; (g) the current of photovoltaic 
system before MPPT; (h) the current after MPPT; (i) Voltage before application 
of Boost converter; (j) Voltage after boosting with the converter 

 
 

 
 
 

Figure 13: The output of voltage and current with filter 

 
 

4. Discussions 

In this section of the present research work and as shown by 
the figure 11; the duty cycle is varied using perturb and observe 
technique of MPPT to generate the best value of voltage for 
attaining the maximum power. 

Then, the figures 12 shows the outputs of voltage and current 
before application of BOOST converter controlled by MPPT 
controller; that the voltage was equal to 33.48 V DC; and after 
boosting, its value was increased from that value 33.48 V DC to 
239.7 V DC. That’s the objective of applying the DC-DC 
converter and MPPT controller. Also, it’s clearly to see the 
amelioration of curves without steady-state oscillations. 

For the three-phase current and voltage, it is noticed that the 
figure 13 presents the output of DC current inverted into a 
synchronized sinusoidal waveform. That’s the objective of 
applying the DC-AC converter (Inverter). 

In the present search work, it is observed that, the simulation 
results of the proposed system are encouraging and as expected, 
they meet the requirements of the studied system. 

 
In the future, according to these results, the plan is to improve 

the work by the use of other controllers based MPPT or the 
combination of two controllers for better performance. 

5. Conclusion 

This paper presents a study and modeling of photovoltaic 
system connected to grid by the boost converter (DC-DC 
converter) controlled by the MPPT controller, to increase, raise 
the voltage and extract the maximum power point in different 
variations of irradiation and temperature; and a DC-AC inverter 
to inverts the continue output current generated by the PV arrays 
into a synchronizes sinusoidal waveform. The inverter used in this 
research study is PWM. To search for the maximum power point; 
Perturb and Observe based MPPT is the technique used in the 
present paper. The simulation results of the system studied in this 
paper are encouraging compared to the results obtained in 
literature. Therefore, in that case our system may be really 
recommended for practical application in larger electricity 
generation projects.  
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 The article proposes a Digital Predistortion (DPD) methodology that substantially 
meliorates the linearity of limited range Mobile Front Haul links for the extant Long-Term 
Evolution (LTE) and future (5G) networks. Specifically, the DPD is employed to Radio over 
Fiber links that contrive of Vertical Cavity Surface Emitting Lasers (VCSELs) working at 
850 nm. Both, Memory and Generalized Memory Polynomial models are implied to Single 
Mode (SM) and Multi-Mode (MM) VCSELs respectively. The effectiveness of the proposed 
DPD methodology is analyzed in terms of Normalized Mean Square Error, Normalized 
Magnitude, Normalized phase and Adjacent Channel Power Ratio. The demonstration has 
been carried out with a complete (Long Term Evolution) LTE frame of 10 ms having  5 
MHz bandwidth with 64-QAM modulation configuration. Additionally, the effectuality of 
the proposed DPD technique is evaluated for varying levels of input power and link lengths. 
The experimental outcomes signify the novel capability of the implied DPD methodology 
for different link lengths to achieve higher system linearization. 

Keywords:  
Digital Predistortion 
Generalized Memory Polynomial 
VCSELs 
Radio-over-Fiber 

 

 

1. Introduction  

This paper is extension of the work originally presented in 
2018 IEEE International Topical Meeting on Microwave 
Photonics (MWP) titled “Experimental evaluation of digital 
predistortion for VCSEL-SSMF-based Radio-over-Fiber link” [1]. 
The fifth generation (5G) technology is envisaged to provide faster 
internet access with low latency, cost effectiveness and pervasive 
mobile coverage [2-3]. Radio over Fiber (RoF) is a pertinent 
technology to deal with exorbitant requirement of bandwidth 
multivariate wireless services both for outdoor and indoor 
scenarios [4-6], and is regarded as a significant technology for the 
next generation networks [7].  

In particular, RoF technology can provide an essential platform 
for building centralized/cloud radio access network (C-RAN) 
which should be able to control the centralized base band units 
(BBU) coming from different base stations and remote radio heads 
(RRHs) [8]. 

 The interconnectivity of these BBUs with RRHs is 
economically viable with the distribution network known as the 
‘fronthaul’ [9-10]. The RoF technology is then a suitable candidate 

for the fronthauling due to its inherent capillary properties. Figure 
1 shows the C-RAN utilizing optical fronthauls (OFHs). 

Within these short-medium reach networks, OFHs based on the 
RoF technology can be realized utilizing Standard Single mode 
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Figure 1: Basic C-RAN architecture showing optical fronthauls (OFHs) 
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Fiber (SSMF) or also Multimode Fiber (MMF) [11]. In both cases, 
a possible solution which keeps low levels cost and power 
consumption can be obtained utilizing Vertical Cavity Surface 
Emitting Lasers also known as VCSELs which emit in the first 
optical window (wavelength λ=850 nm) as the optical source.  

While the use of VCSELs operating at short wavelengths is a 
relatively consolidated choice finding application e.g. in 
combinations with Plastic Optical Fibers within in-building 
networks [12-13] or in combination with MMFs within data 
centers [14], care must be taken in front of the possible 
impairments due to the multimodal behavior of SSMFs that 
operate at the 850 nm [15]. The presence of  multimodal behavior 
would  indeed be absent if  expensive VCSELs operating at 1.3 
𝜇𝜇𝜇𝜇 and 1.55 𝜇𝜇𝜇𝜇 were utilized , in which the major SSMF-related 
impairments could just be ascribed to optical nonlinear effects 
and/or to chromatic dispersion [16-17]. However, appropriate 
countermeasures have been proposed, which can prevent this last 
impairment cause to be critical [18-19].  

Besides the cited OFH, VCSEL-based RoF systems can be 
found in multivariate scenarios, being utilized for radio astronomic 
signal transmission [20], multi service indoor wireless signal 
distribution [21], or machine learning detection [22]. 

In all these cases, a cardinal issue is represented by the 
impairments of the opto-electronic devices and particularly the 
whole VCSEL based Radio over Fiber system. Such nonlinearities, 
that arise due to relatively stable causes like nonlinear attributes 
coming from laser diode and perhaps from photodiode [23]. These 
nonlinearities can also arise due to little dynamics of VCSELs [24], 
e.g., when high Peak-to-Average Power Ratio (PAPR) signals are 
transmitted and can have an important role especially for multi-
channel transmission. They indeed can cause high in and out of 
band distortion, which leads to higher interference among near 
channels. 

In order to minimize the nonlinearities in RoF transmission, 
different methodologies have been proposed that comprises of 
digital and analog electrical techniques [25-27]. Among them, 
Digital Predistortion (DPD) has been regarded to be effectual 
method that leads to reduction in nonlinearities of  RoF systems. 
The primary intension behind this method exploits a digital 
predistorter (PD) which has inverse and nonlinear profile as that of 
the Radio over Fiber system. Consequently, when cascaded with 
the RoF system, it will lead to linearization of the overall cascaded 
system. DPD linearization technique using memory polynomials 
based on Volterra series has been applied to Non linear RoF link 
[26-28]. Similarly, the Digital Predistortion technique based on 
canonical piecewise-linear (CPWL)  function was proposed for 
intensity modulated/direct detection RoF system [29].  All the 
aforementioned techniques apply the distortion compensation 
considering the RoF systems as “black box”.  

In our previous work reported in [1,30], we demonstrated the 
novel implementation of DPD implied to considered radio over 
fiber link which was based on single mode (SM) based VCSEL for 
LTE applications utilizing Memory Polynomial (MP) architecture. 
The highlighted results were obtained in back-to-back (B2B) 
configuration, i.e. utilizing a SSMF fiber patch-cord of a few 
meters length.  

In this paper, the novelty of the current work is summarized as 
follows: (1) for the first time, the evaluation that was performed in 
[1] is extended by considering the same SM VCSEL-based RoF 

system, not in B2B configuration, but equipped with SSMF spans 
of different lengths; (2) Moreover, also Multimode (MM) VCSEL-
based RoF systems are analyzed, utilizing different lengths of 
MMFs, (3) in addition, to the DPD technique based on Memory 
Polynomials (MP) utilized in [1], another architecture named as 
Generalized Memory Polynomial (GMP), is utilized as well, which 
in general shows an improved effectiveness with respect to MP; 
(4) the DPD is trained and tested near to threshold to check the 
efficacy of the proposed technique. 

As a performance index evaluation, the link linearity 
improvements are observed by calculating the Adjacent Channel 
Power Ratio (ACPR), Normalized Mean Square Error (NMSE), 
spectral regrowth, Normalized Magnitude (AM/AM) and 
Normalized phase (AM/PM).  The paper is arranged as follows. In 
Section 2, modeling methodology is highlighted while Section 3 
outlines the predistortion learning architecture. Section 4 discusses 
the estimation algorithm while Section 5 explains briefly the 
characterization and experimental setup. Section 6 presents the 
results in detail. Finally, conclusions are drawn in Section 7.   

2. Modeling Methodology 

The architecture of the predistortion technique is shown in 
Figure 2 which utilizes Indirect Learning Architecture for the 
estimation of PD training coefficients [31-34]. Since the statistic 
of the waveform will remain the same over time, therefore, it can 
be assumed that system nonlinearity is not time varying and the 
training of the predistortion can be applied in an off-line practice. 
This will not only reduce the expenditures and over heads of the 
predistorter but also avoids the need of an identification algorithm. 
The identification of DPD is performed in one step. Hence, a linear 
estimation of PD coefficients result in  straightforward 
identification. 

At first, the training phase calculates the predistorter 
coefficients. At this point, the RoF system output 𝑦𝑦(𝑛𝑛), becomes 
input 𝑧𝑧(𝑛𝑛) to the Pre-Distorter Training block which is defined as  
𝑧𝑧(𝑛𝑛) = 𝑦𝑦(𝑛𝑛)

𝐺𝐺
 where G  denotes the gain of the system. The 

coefficients appraisal can be made using least-squares-based 
algorithm and is described in Sec. 3. The convergence point of the 
training is achieved by minimizing the error function. Eventually, 
the computed training coefficients are employed to the predistorter 
referred as Digital Pre-Distorter in Figure 2. The predistorter 
models utilized are derived from the classical Volterra series.  

 
Figure 2. DPD identification for RoF utilizing ILA 

3. Digital Predistortion Model 

A. Memory Polynomial (MP) Model 
 Memory Polynomial (MP) model is referred as an inverse non-

linear model that has been exploited previously as a powerful 
model for both, inverse and direct modeling of power amplifier 
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(PA) nonlinearities. Applying this model for RoF has an additional 
advantage since memory less model might have problems to 
characterize the electro-optical (EO) conversion phenomena 
accurately [34]. The MP model is generally referred as a 
compromise between memoryless nonlinearity and full Volterra 
series due to presence of diagonal memory. The output in this case 
is referred as: 

𝑧𝑧𝑝𝑝(𝑛𝑛) = ��𝑐𝑐𝑘𝑘𝑘𝑘𝑧𝑧(𝑛𝑛 − 𝑞𝑞)
𝑄𝑄−1

𝑘𝑘=0

|𝑧𝑧(𝑛𝑛 − 𝑞𝑞)|𝑘𝑘
𝐾𝐾−1

𝑘𝑘=0

 

      Here 𝐾𝐾 represents order of non-linearity, 𝑄𝑄 is referred as the 
memory depth,  𝑧𝑧 represents the predistorter input sequence and 
𝑐𝑐𝑘𝑘𝑞𝑞 denotes the model coefficients. 
 
B. Generalized Memory Polynomial (GMP) Model 

      The use of Generalized Memory Polynomial (GMP) model has 
been widely utilized for the linearization of PAs [35]. However, 
GMP has not been yet evaluated for RoF with varying lengths. The 
GMP model basis functions possess memory for both, for the 
diagonal terms as well as for the crossing terms i.e., 𝑥𝑥(𝑛𝑛 −
𝑞𝑞)|𝑥𝑥(𝑛𝑛 − 𝑟𝑟)|𝑘𝑘−1 , where 𝑞𝑞 ≠ 𝑟𝑟 . The output of the post inverse 
block 𝑧𝑧𝑝𝑝(𝑛𝑛) modeled with GMP can be expressed as: 

𝑧𝑧𝑝𝑝(𝑛𝑛) =   � � 𝑐𝑐𝑘𝑘𝑘𝑘𝑧𝑧(𝑛𝑛 − 𝑞𝑞)
𝑄𝑄𝑎𝑎−1

𝑘𝑘=0

|𝑧𝑧(𝑛𝑛 − 𝑞𝑞)|𝑘𝑘
𝐾𝐾𝑎𝑎−1

𝑘𝑘=0

 

 

+ � � �𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘

𝑅𝑅𝑏𝑏

𝑘𝑘=1

𝑧𝑧(𝑛𝑛 − 𝑞𝑞)
𝑄𝑄𝑏𝑏−1

𝑘𝑘=0

|𝑧𝑧(𝑛𝑛 − 𝑞𝑞 − 𝑟𝑟)|𝑘𝑘
𝐾𝐾𝑏𝑏

𝑘𝑘=1

 

 

+ � � �𝑒𝑒𝑘𝑘𝑘𝑘𝑘𝑘

𝑅𝑅𝑐𝑐

𝑘𝑘=1

𝑧𝑧(𝑛𝑛 − 𝑞𝑞)
𝑄𝑄𝑐𝑐−1

𝑘𝑘=0

|𝑧𝑧(𝑛𝑛 − 𝑞𝑞 + 𝑟𝑟)|𝑘𝑘
𝐾𝐾𝑐𝑐

𝑘𝑘=1

 

where 𝑧𝑧𝑝𝑝(𝑛𝑛) and 𝑧𝑧(𝑛𝑛) represents the DPD output and input 
respectively. Similarly, 𝑐𝑐𝑘𝑘𝑘𝑘;𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘  and 𝑒𝑒𝑘𝑘𝑘𝑘𝑘𝑘   denotes the complex 
coefficients for the signal and the envelope; signal and lagging 
envelope and signal and leading envelope respectively. 𝑘𝑘 
represents the index of nonlinearity, and 𝑞𝑞, 𝑟𝑟 represents the indices 
of the memory.  While 𝐾𝐾𝑎𝑎 ,𝐾𝐾𝑏𝑏 ,𝐾𝐾𝑐𝑐  are the maximum orders of 
nonlinearity, 𝑄𝑄𝑎𝑎 ,𝑄𝑄𝑏𝑏 ,𝑄𝑄𝑐𝑐 are the memory depths, while 𝑅𝑅𝑏𝑏 and 𝑅𝑅𝑐𝑐 
exhibits the lagging and leading delay tap lengths, respectively. 
GMP has been applied choosing 𝐾𝐾𝑎𝑎=𝐾𝐾𝑏𝑏=𝐾𝐾𝑐𝑐= 𝐾𝐾, 𝑄𝑄𝑎𝑎=𝑄𝑄𝑏𝑏=𝑄𝑄𝑐𝑐= 𝑄𝑄 
and 𝑅𝑅𝑏𝑏 = 𝑅𝑅𝑐𝑐 = 𝑅𝑅. 

The main objective of the predistorter is to minimize the error 
(𝑒𝑒(𝑛𝑛) = 𝑧𝑧𝑝𝑝(𝑛𝑛) − 𝑥𝑥(𝑛𝑛)) between the 𝑧𝑧𝑝𝑝(𝑛𝑛) and the input 𝑥𝑥 of the 
RoF system.  

4. Estimation Algorithm 

There are number of least squares (LS) algorithm for estimation of 
model coefficients that take the linear weighting of nonlinear 
signals [36]. The formulation of the estimation initiates with 
collecting the coefficients e.g., 𝑐𝑐𝑘𝑘𝑘𝑘 , 𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘and 𝑒𝑒𝑘𝑘𝑘𝑘𝑘𝑘  in to a R × 1 
vector 𝒗𝒗. 𝑅𝑅 represents the total number of coefficients. 𝒗𝒗 means  
a signal whose time will sample over the same period. Considering 
(2), coefficients 𝑐𝑐21  denotes the signal 𝑥𝑥(𝑛𝑛 − 1)|𝑥𝑥(𝑛𝑛 − 1)|2 . 𝒁𝒁 
characterizes the collection of all such vectors into a 𝑁𝑁x 𝑅𝑅 matrix. 

Once the convergence condition is obtained, the output of the 
predistorter training block becomes:  𝑧𝑧𝑝𝑝(𝑛𝑛) = 𝑥𝑥(𝑛𝑛) and hence 
𝑧𝑧(𝑛𝑛)  =  𝑢𝑢(𝑛𝑛). For total samples 𝑁𝑁, the output can be written in 
the following way: 

𝒛𝒛𝒑𝒑 = 𝒁𝒁𝒗𝒗 

Where 𝒛𝒛 = [𝑧𝑧(1), . . , 𝑧𝑧(𝑁𝑁)]𝑇𝑇 , 𝒛𝒛𝒑𝒑 = �𝑧𝑧𝑝𝑝(1), . . , 𝑧𝑧𝑝𝑝(𝑁𝑁)�𝑇𝑇 , while 𝒗𝒗 
displays a R ×  1 vector that contains the coefficients 𝑐𝑐𝑘𝑘𝑘𝑘 , 
𝑑𝑑𝑘𝑘𝑘𝑘𝑘𝑘and 𝑒𝑒𝑘𝑘𝑘𝑘𝑘𝑘 .The LS solution will then become a solution for the 
equation expressed as: 

[𝒁𝒁𝐻𝐻𝒁𝒁]𝒗𝒗� = 𝒁𝒁𝐻𝐻𝒙𝒙  

The LS solution in (4) should minimize the cost function  

𝐶𝐶 = ��𝑧𝑧𝑝𝑝(𝑛𝑛) − 𝑥𝑥(𝑛𝑛)�2
𝑁𝑁

𝑛𝑛=1

 

The advanced variations to Volterra series in form of MP, GMP 
and others increases the effectiveness of predistortion. However, 
this advanced variation can come in to existence by increasing the 
memory depth and nonlinearity order. However, this will 
extortionate the computational complexity and this has to be 
weighed against other simpler expediencies. Moreover, the 
performance would generally be more efficient if the predistortion 
model has higher number of coefficients. This means that while 
selecting the model and its complexity, a smart tradeoff between 
complexity and performance can be made accordingly. The effect 
of increase in complexity will be shown in Sec. 7.  

5. Experimental Setup 

The experimental test bed utilized for demonstrating and 
validating the proposed DPD technique is shown in Figure 3. The 
baseband LTE signal of 5-MHz with 64 QAM modulation format 
is emulated through a domestic software on MATLAB compliant 
with 3GPP release TS 36.104 V15.2.0 [37]. The signal is 
oversampled at 38.4 MSa/s. After this, the sampled sequence of 
signals passes through the DPD block, which is then RF-
transformed at 800 MHz by a Vector Signal Generator (VSG) (see 
Figure 3) and is then sent to the optical link.  

There are two different optical links that are considered for testing 
DPD sequentially. In the first, a Single Mode VCSEL (Optowell), 
that operate at 850-nm, which is followed by a fiber span (SSMF) 
and a PIN photodiode, having 2.5 GHz bandwidth and responsivity 
factor of 0.6 A/W.  The SSMF for varying lengths has been utilized 
so that the effect of length on the DPD technique can be observed. 
In the second a 850-nm MM VCSELs in combination with MMFs 
was tested, maintaining the same photodetector of the other link.  

The reason performing the test with reference to the two RoF 
configurations is related to the fact that each one of them presents 
aspects that, according to the particular applicative context, may 
make it preferable with respect to the other. The SM-VCSEL-
SSMF based link can indeed feature convenience in terms of cost 
and flexibility, because of the lower cost per meter of SSMF with 
respect to MMF, and because of the huge transmission bandwidth 
of the SSMF. The MM-VCSEL-MMF based link can take 
advantage of a typically higher dynamic range and 

(2) 

(4) 

(5) 
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emitted/coupled power of the MM-VCSEL over MMF with 
respect to the SM-VCSEL over SSMF case.  

 

 
Figure 3. Experimental evaluation comprising of  DPD training and application 

phase. 

The reason performing the test with reference to the two RoF 
configurations is related to the fact that each one of them presents 
aspects that, according to the particular applicative context, may 
make it preferable with respect to the other. The SM-VCSEL-
SSMF based link can indeed feature convenience in terms of cost 
and flexibility, because of the lower cost per meter of SSMF with 
respect to MMF, and because of the huge transmission bandwidth 
of the SSMF. The MM-VCSEL-MMF based link can take 
advantage of a typically higher dynamic range and 
emitted/coupled power of the MM-VCSEL over MMF with 
respect to the SM-VCSEL over SSMF case.  

 
The process of predistortion is carried out in two steps. The 

first step is referred as a training phase. In training phase, the 
parameter identification for predistorter is carried out as referred 
in Figure 2. During the training phase, reference LTE frames are 
utilized (see LTEREF block in Figure 3). Primarily, input and output 
signals are synchronized i.e. time aligned (see Sync. in Figure 3). 
This block finds the time delay estimation by utilizing the 
Synchronization Signals (Primary and Secondary) accessible in the 
LTE framework. Then, the predistorter coefficients are procured 
through the PD models utilized (see Train. in Figure 3). 

 

In the second step i.e. the testing phase, the training coefficients 
obtained in previous step are utilized to apply DPD in MATLAB. 
This means that all switches are turned to opposite position in 
Figure 3 and the testing is done for LTE frames followed by 
sampling, pre-distortion, and then uploaded to the Vector Signal 
Generator (VSG). Finally, they are channelized through the optical 
link and performance metrics are compared with the one without 
predistortion. It must be noted that the DPD testing and validation 
is not only evaluated for the reference LTE signals that were used 
not only for training, but also for generalized LTE frames. 

As mentioned, the quantities utilized to evaluate the effects of 
the DPD introduced are ACPR and the NMSE. At first, the 
efficiency of the proposed methods are presented by the ACPR that 
computes the distortion components outside the useful signal 
bandwidth. It is expressed as [1]: 

𝐴𝐴𝐶𝐶𝐴𝐴𝑅𝑅𝑑𝑑𝑑𝑑𝑐𝑐 = 10 log10 �
∫ 𝑆𝑆(𝑓𝑓) 𝑑𝑑𝑓𝑓𝑎𝑎𝑏𝑏_𝑢𝑢
𝑎𝑎𝑏𝑏_𝑙𝑙

∫ 𝑆𝑆(𝑓𝑓)  𝑑𝑑𝑓𝑓𝑢𝑢𝑏𝑏_𝑢𝑢
𝑢𝑢𝑏𝑏_𝑙𝑙

� 

where 𝑎𝑎𝑎𝑎_𝑙𝑙 and 𝑎𝑎𝑎𝑎_𝑢𝑢 are the lower and upper frequency limits 
of the adjacent channel; 𝑢𝑢𝑎𝑎_𝑙𝑙 and 𝑢𝑢𝑎𝑎_𝑢𝑢 are the frequency bounds 
of useful bands. 𝑆𝑆(𝑓𝑓) denotes Power Spectral Density (PSD) of the 
output signal 𝑦𝑦(𝑛𝑛).   

 
NMSE is defined as follows [27]: 

𝑁𝑁𝑁𝑁𝑆𝑆𝐸𝐸𝑑𝑑𝑑𝑑 = 10𝑙𝑙𝑙𝑙𝑔𝑔10 �
∑ �𝑥𝑥(𝑛𝑛) − 𝑧𝑧𝑝𝑝(𝑛𝑛)�2𝑁𝑁
𝑛𝑛=1

∑ |𝑥𝑥(𝑛𝑛)|2𝑁𝑁
𝑛𝑛=1

� 

The NMSE value is estimated between 𝑧𝑧𝑝𝑝(𝑛𝑛) and 𝑥𝑥(𝑛𝑛) of the RoF 
where  𝑁𝑁 embodies the total signal length.  
 
Exploiting these definitions, ACPR and NMSE are calculated for 
the predistorted and without predistortion output signals. The 
comparison of the evaluated quantities is presented in the next 
section. The description of the specifications utilized are given in 
Table 1. 
 
6. Results and Discussion  

      The efficacy of the linearization method is appraised and 
brought into discussion in this section. A primary attention should 
be given while selecting the parameters of the predistorter such as 

(7) 

(a) (b) 

Figure 4. L-I-V characterization utilized in the evaluation of DPD experiments for (a) SM-VCSEL and (b) MM-VCSEL. 

 

(6) 
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memory depth (𝑄𝑄) and nonlinearity order (𝐾𝐾) (see Sec. 5 for the 
details). 

Table 1: System Parameters 

The L-I-V characteristic curve of SM-VCSEL and MM-
VCSEL utilized are illustrated in Figure 4 (a) and (b) respectively. 
In SM-VCSEL, the maximum saturation current (𝐼𝐼𝑠𝑠) is 5 mA while 
threshold current (𝐼𝐼𝑡𝑡ℎ) is 2 mA. The bias point (𝐼𝐼𝑏𝑏𝑏𝑏𝑎𝑎𝑠𝑠) is chosen at 
4 mA.  

Similarly, In case of MM-VCSEL, the ( 𝐼𝐼𝑠𝑠 ) is 8 mA and 
threshold current (𝐼𝐼𝑡𝑡ℎ) is 0.8 mA. The bias point (𝐼𝐼𝑏𝑏𝑏𝑏𝑎𝑎𝑠𝑠) is chosen 
to be 4 mA. The signals having higher PAPR will give rise to 
higher distortions owing to small dynamics.  The PAPR of signal 
utilized is 9.1 dB . 
 
As explained in Sec. 5, the predistorter complexity is dependent 
upon the model and order of 𝑄𝑄 and 𝐾𝐾 chosen. In order to show the 
trend of this fact, Figure 5 elaborates the experimental NMSE 
results for different choices of 𝑄𝑄 and 𝐾𝐾 using both models. 
 

 
Figure 5. Normalized Mean Square Error results with varying values of memory 

depth 𝑄𝑄 and Nonlinearity Order 𝐾𝐾. 

The evaluation in Figure 5 has been done for varying orders of  𝑄𝑄 
(0, 1, 2 & 3) and non-linearity 𝐾𝐾 (3, 4, 5 & 6) by applying a higher  
RF input power (0 𝑑𝑑𝑑𝑑𝜇𝜇). It can be perceived that GMP results in 
higher reduction of NMSE in comparison to MP at lower orders 
of 𝐾𝐾 . From this initial finding, the optimal values 𝑄𝑄 =
1,2 and 𝐾𝐾 = 3 are chosen, resulting from a tradeoff between 
performance achieved and complexity required to the system. 

 In addition to NMSE, to show the effect of increasing complexity 
of the proposed distorter, keeping the value of 𝑅𝑅 = 1 fixed, Figure 
6 represents the ACPR for MP (𝑄𝑄 = 1,2 and 𝐾𝐾 = 3) and GMP 
(𝑄𝑄 = 1,2 and 𝐾𝐾 = 3) for 1 Km of SSMF. It is perceived that 
ACPR for MP model doesn’t satisfies 3GPP ACPR requirement 
for MP (both  𝑄𝑄 = 1,2 and 𝐾𝐾 = 3) after -5 dBm of input power. 
While, GMP with 𝑄𝑄 = 1and 𝐾𝐾 = 3  satisfies the requirement, 
however, it is exactly on the borderline at 0 𝑑𝑑𝑑𝑑𝜇𝜇  of RF input 
power.  
 

 
Figure 6. ACPR outcomes vs. input RF power. (𝑄𝑄=1,2, R=1 and 𝐾𝐾=3 for MP & 

GMP). 

Considering GMP with 𝑄𝑄 = 2 and 𝐾𝐾 = 3 , the ACPR is well 
below the requirement set by 3GPP, hence the higher complexity 
enhances the performance.  This demonstration shows that the 
performance can be enhanced at the cost of higher complexity of 
the PD model.   

Similarly, the Power Spectral Density (PSD) of the received 
sequence is analyzed when both models are implemented. The 
length is fixed to 1 Km and RF input power is 0 dBm. The results 
have been arranged for comparison of MP and GMP with same 
order of 𝐾𝐾 and 𝑄𝑄.  

Consider Figure 7(a), the DPD for received output signal is 
demonstrated for both models by fixing K=3 and Q=1. It is 
noticeable that GMP has higher reduction in spectral regrowth 
reduction as compared to MP. Then, in order to highlight the effect 
of increasing the complexity order, the PSD of GMP and MP are 
compared for 𝐾𝐾=3 and 𝑄𝑄=2 in Figure 7 (b). This shows that DPD 
for 𝐾𝐾=3 and 𝑄𝑄=2 is stronger as compared to 𝐾𝐾=3 and 𝑄𝑄=1 due to 
which spectral regrowth reduction in latter case is higher. 
Similarly, GMP for 𝐾𝐾=3 and 𝑄𝑄=2 results in ACPR of -44 dBc as 
compared to -37 dBc when GMP is utilized for (𝐾𝐾=3 and 𝑄𝑄=1). 
This substantiates that GMP has better ACPR reduction than MP. 
This conclusion seems justified due to the fact that GMP carries 
memory not only in the diagonal but also in the crossing terms. 
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Optical Link 
Component Parameters Values 

Laser 

SM-VCSEL 
Wavelength= 850 nm 
𝐼𝐼𝑑𝑑𝑏𝑏𝑎𝑎𝑠𝑠 = 4 𝜇𝜇𝐴𝐴 
𝐼𝐼𝑇𝑇ℎ𝑘𝑘𝑟𝑟𝑠𝑠ℎ𝑜𝑜𝑙𝑙𝑑𝑑 = 2 𝜇𝜇𝐴𝐴 

RIN = -130 dB/Hz  

MM-VCSEL 
Wavelength= 850 nm 
𝐼𝐼𝑑𝑑𝑏𝑏𝑎𝑎𝑠𝑠 = 4 𝜇𝜇𝐴𝐴 
𝐼𝐼𝑇𝑇ℎ𝑘𝑘𝑟𝑟𝑠𝑠ℎ𝑜𝑜𝑙𝑙𝑑𝑑 = 0.8 𝜇𝜇𝐴𝐴 
RIN = -125 dB/Hz  

Fiber 

SSMF 
Maximum Length = 1.5 Km 
Attenuation = 2.5 𝑑𝑑𝑑𝑑/𝑘𝑘𝜇𝜇 
MMF 
Maximum Length = 1 Km 
Attenuation = 2.5 𝑑𝑑𝑑𝑑/𝑘𝑘𝜇𝜇 

Photo-detector Responsivity = 0.6 A/W 
Bandwidth = 2.5 GHz  
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In light of this discussion and results in the Figure 5, 6 and 7, 
GMP with optimal values  𝑄𝑄 = 2 and 𝐾𝐾 = 3  keeping 𝑅𝑅 =
1 fixed have been selected from a tradeoff between performance 
achieved and complexity required to the system.  

 In Figure 8 (a) and (b), the ACPR experimental outcomes for 
several RF input powers (𝐴𝐴𝑏𝑏𝑛𝑛) are reported for SM-VCSEL with 
SSMF and MM-VCSEL with MMF respectively.  First consider 
Figure 8 (a), there are three different cases discussed: Patch cord 
(Back to back), 1 Km fiber length and 1.5 Km fiber length case. 
By increasing the length of the fiber, the leakages in adjacent 
channels rise and therefore the worsening occurs with higher 
lengths. By employing linearization, it can be seen that fiber length 
with different lengths have different linearization profiles. For 
instance, let’s consider 1.5 Km length case, the ACPR without 
linearization at 0 𝑑𝑑𝑑𝑑𝜇𝜇 is -18 𝑑𝑑𝑑𝑑𝑐𝑐 , and with linearization 
employed, it is reduced by 22 𝑑𝑑𝑑𝑑𝑐𝑐 to -40 𝑑𝑑𝑑𝑑𝑐𝑐. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In case of Figure 8 (b), four different lengths have been shown 
up to 1 Km. For 1 Km length, the uncorrected ACPR at 0 dBm is 
around -22 dBc while the linearization results in a significant 
reduction to -36 dBc.  

 It can be deduced from the trend in Figure 8 (a) and (b) that the 
proposed DPD technique linearizes the length cases as well. 
Indeed, linearizing the laser nonlinearity is primary aim of the 
short link lengths, however, in addition to an optical channel 

consisting in a fiber patch cord (few meters of length), the 
proposed technique works efficiently for longer fiber lengths. 

It must be put into evidence that linearization method has been 
evaluated for conditions which are very critical such as high PAPR 
and  𝐼𝐼𝑏𝑏𝑏𝑏𝑎𝑎𝑠𝑠 close to the threshold with optimal values of K and Q. If 
these critical conditions are relaxed, this will lead to better 
linearization performance of the predistorter.  

. 

Figure 9 represents the AM-AM and AM-PM statistics with and 
without the linearization employed for the RoF link consisting of 
1 Km SSMF and SM-VCSEL. It can be seen that after DPD, the 
AM/AM is now a straight line and the phase difference is reduced 
to within 2 degrees. 

 

 
(a) 

(b) 

(a) 

Figure 8. ACPR results  vs. varying input signal power using (𝑄𝑄=2 
and 𝐾𝐾=3 for GMP) for (a) SM-VCSEL with SSMF and (b) MM-
VSEL with MMF. 
 

 

Figure 7. PSD evaluation of output signal without and with DPD 
(MP/GMP) 0 𝑑𝑑𝑑𝑑𝜇𝜇 for 1 Km SSMF with SM-VCSEL having: (a) Q=1, 
R=1, K=3 and (b) Q=2, R=1, K=3. 
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Figure 9. (a) AM-AM and (b) AM-PM plots for SM-VCSEL at 1 Km of SSMF 

for 0 dBm of input RF power with and without DPD. 

Table 2 reports the results of the proposed technique, referred to 1 
Km of link length with 0 dBm. The results are summarized for MP 
and GMP with 𝐾𝐾=3 and 𝑄𝑄=2 in terms of ACPR and NMSE. The 
suggested technique linearizes the SM-VCSEL link and MM-
VCSEL. 

Table 2. Linearization performance for proposed DPD 
(𝐴𝐴𝐼𝐼𝑁𝑁= 0 dBm, Link length= 1 Km) 

 
 

Model 

 

SM-VCSEL MM-VCSEL 

NMSE 

(dB) 
ACPR 
(dBc) 

NMSE 

(dB) 
ACPR 
(dBc) 

Without  DPD -19.86 -20 -17.63 -22.04 

With GMP 
(K=3, Q=2) -41.548 -44 -33.18 -36 

With MP 
(K=3, Q=2) -31.25 -35 -30.14 -29 

 
Indeed, Table 2 suggests that linearization with GMP is better 

than MP for link length of 1 Km (SM for SM-VCSEL and MM for 
MM-VCSEL). The reduction in ACPR and NMSE for SM-
VCSEL is 22 and 20 dB respectively. While, for MM-VCSEL the 
improvement in ACPR and NMSE is 14 and 16 dB respectively.  
This suggests that for SM-VCSEL, the linearization is better than 
MM-VCSEL for same parameters of data. The improvement for 
MM-VCSEL is different from SM-VCSEL because the 
nonlinearities of two lasers are different. It should be noted that 
MM-VCSEL can achieve higher linearization by selecting 
appropriate sets of coefficients.  
 

Note that in an applicative scenario, the process of DPD may be 
positioned at the Central Office (CO), e.g. where BBUs are placed 
(see Fig. 1) and compensate the RoF Downlink nonlinearities. A 
periodical re-training of the Digital Predistortion system is in this 
case necessary, requiring however a negligible time with respect 
to the time of normal operation of the RoF system. Various 
methods  can be validated for enforcing the periodical training 
phase. Namely, if a RoF Uplink is applied, the nonlinearities in this 
case be compensated  by a digital post distorter block located at a 

correspondent CO [38]. By utilizing this method, the RoF 
downlink nonlinearities can be accumulated at  BBU which will 
decrease the cost and complexity of remote antenna unit. 

The time devoted to the periodical re-training of the Digital 
Predistortion system would in any case remain negligible with 
respect to the time of normal operation of the RoF system, still 
allowing its adoption in real applicative scenarios. Similarly, it is 
possible to utilize an additional photodiode in a base station and 
feedback the laser nonlinearities and approximating that laser is the 
main cause of nonlinearity in the RoF link. 

Note also that the proposed predistortion method can be applied 
also to LTE signals of larger bandwidth. The polynomial models 
nonetheless would require higher values of 𝐾𝐾 & 𝑄𝑄 with respect to 
the case presented in the submitted work. 

Considering the LTE signal bandwidth and higher modulation 
format, they would result in a higher PAPR of the transmitted RF 
signal [39]. At the same time, the increase in bandwidth also 
determines a correspondent increase in the overall base-band 
memory of the system to be taken into account by the model. 
The polynomial models proposed can still be applied in these 
operating conditions. They nonetheless would require higher 
values of the 𝐾𝐾  & 𝑄𝑄  with respect to the case presented in the 
submitted work. 
These requirements would impact the cost of the DPD 
implementation, which would be higher due to the higher sampling 
rate of ADCs, and higher computing capabilities of FPGAs. 

7. Conclusions 

This article proposes a Digital Pre-Distortion mechanism for 
linearizing VCSEL based RoF links with different characteristics 
specifically link lengths. The proposed technique demonstrates a 
digital predistorter based on MP and GMP. The experiments have 
been prosecuted for systems based on SM-VCSEL followed by 
SSMF and on MM-VCSEL followed by MMF. The signal 
transmitted was a 5-MHz Bandwidth 64 QAM LTE signals and 
different link lengths have been considered. The performance has 
been explored in terms of ACPR and NMSE showing that for a 
link length up to 1 Km, both SM-VCSEL and MM-VCSEL can be 
linearized in good proportion. Particularly, utilizing SM-VCSEL, 
GMP results in 22 dBs of reduction in ACPR while MM-VCSEL 
results in 14 dBs of reduction in spectral regrowth. The results 
testify an encouraging link performance with low complexity of 
the predistorter model. It has been demonstrated for the first time 
that GMPs achieves superior linearization as compared to MP for 
link lengths up to 1.5 Km.  
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 This article presents a bridge crane nonlinear dynamic model in 2-dimensional space, and 

then given a novel adaptive fuzzy-sliding mode controller based on combining sliding mode 

control with fuzzy logic and Lyapunov function. Firstly, the article proposes an 

intermediate variable to link signal between two slide surfaces, related to trolley movement 

and payload swing. Then the fuzzy controller, compensative controller and parameter 

adaptive update law for the bridge crane are defined. The asymptotic stability of the 

proposed bridge crane control system is proven based on Lyapunov stability theory. 

Simulation results show that the adaptive fuzzy-sliding mode controller ensures the trolley 

follows the input reference with the short settling time, eliminating steady error, and anti- 

payload swing, anti-disturbance. 
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1. Introduction  

The bridge crane is a lifting machinery which commonly used 

in industry and transportation to move goods from one location to 

another. The bridge crane consists of three main components: 

hoist, trolley and beam, corresponding to three movements: lifting 

and lowering the cargo of the hoist (mounted on the trolley), 

horizontal movement of the trolley (on the beam), and vertical 

movement of the beam (on the factory frame). Goods (refer to as 

payload) are linked to cargo hoist by the cable and hanger. This 

connection causes the vibration of the payload when the crane 

moves. This is undesirable - causing unsafe operation of the crane, 

reducing the accuracy in controlling the cargo transport of crane, 

reducing the crane operation. 

In some cases of actual crane operation, it is often focused on 

controlling the exact position of the trolley, after lifting the 

payload. In this case, the bridge crane is studied as a trolley 

movement in the 2D space, created by the horizontal movement 

of the trolley and the verticality of the cable. Common works on 

position control of the trolley are often based on state feedback 

control, PID control [1, 2], LQR control [3], PID combined with 

fuzzy [4-7], PID adjusting parameters [8] and obtain certain 

results. In [1], the state feedback controller is combined with the 

integral part to eliminate the steady error. The work [4] presents a 

controller PID combined with the fuzzy-sliding mode control. 

These controllers are designed based on the linear model of the 

crane and the existing of payload oscillation.  

 

Figure 1. Bridge crane movement in 3D: trolley-0x, beam-0y, hoist-0z. 

In recent times, the researches have taken into account the 

nonlinearity of the crane based on back stepping [9], nonlinear 

control [10, 11], sliding mode control [12], sliding mode control 

combined with fuzzy logic [13], partial linear feedback control 

[14], sliding mode control combined with partial linear feedback 

[15], sliding mode control combined with adaptive fuzzy control 

[16], or neural network [17]. These controllers have enriched the 

crane control strategy, ensuring that trolley follows the reference 

trajectory with small static error and small payload oscillation. 

However, these control algorithms are quite complicated, require 

a large amount of computation, the deployment of them on 

hardware devices is difficult and not considering the impact of 
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noise in the working environment of the crane, such as the impact 

of the wind. 

This article presents a nonlinear mathematical model of a 

crane in two-dimensional space (2D bridge crane model). On that 

basis, an adaptive fuzzy-sliding mode controller is designed for 

2D crane model based on the sliding mode control principle 

combined with fuzzy logic and Lyapunov function, ensuring that 

the trolley moves quickly, following set reference and eliminating 

payload oscillation, anti-disturbance. The rest of this article is 

organized as follows. Section 2 introduces the bridge crane 

dynamic model. Section 3 deals with the design of controllers for 

the bridge crane 2D. Section 4 presents the simulation results. 

Finally, section 5 presents conclusions. 

2. Bride crane dynamic model 

The motion of the bridge crane in the two-dimensional space 

Oxz  as shown in Figure 2, where: x(t) is the position of the trolley 

moving in the Ox direction, α(t) is the oscillation angle of the 

payload. Assuming that the cable is a rigid rod and connected with 

a cargo hanger, the cable length is constant and the cable mass is 

negligible; ignore the trolley friction when moving; consider 

payload as the point P(xp,zp) with mass mp; trolley with mass mt; 

Fx is the force driving a trolley in the Ox-direction, g is the 

gravitational acceleration.  

 

Figure 2. Bridge crane trolley movement in 2D 

The dynamic model of bridge crane is defined based on 

energy conservation law. The total kinetic energy K and the 

potential energy T of the system are determined as follows: 

2 2 21 1
( )

2 2
trolley payload t p p pK K K m x m x z= + = + +& & &

; px x lsin= + , pz lcos= −  

trolley payload pT T T m glcos= + = −  

(1) 

Lagrange function is determined by the following formula: 

L = K - T (2) 

The mathematical equation describing crane dynamics is 

determined from the Euler-Lagrange equation, with [ , ]Tq x = , 

[ ,0]T

xF = , as shown below 

( ) ( ), ,
d L L

q q q q
dt q q


  

− = 
  

& &
&

 (3) 

After transforming, we obtain the mathematical equation 

describing the dynamics of crane: 

2( ) ( cos sin )

cos sin 0

t p p xm m x m l F

x l g

   

  

 + + − =


+ + =

&& &&&

&&&&
 (4) 

The system of equations (4) is separated into 2 subsystems, 

describing 2D bridge crane dynamics in the state space, including: 

system A describes the trolley movement; system B describes the 

payload oscillation. 

1 2

2 1 1

:
( ) ( )

x x
A

x f x g x u

=


= +

&

&
 (5) 

3 4

4 2 2
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( ) ( )

x x
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x f x g x u

=


= +

&

&
 (6) 

where: 
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+
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+
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+
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The 2D bridge crane model is a nonlinear system. When the 

trolley moves, the payload oscillation will appear, so that as the 

proposed controller not only ensures the trolley follows the 

reference trajectory but also quenching payload oscillation, in 

order to ensure safe operation and accurate cargo transportation. 

3. Adaptive fuzzy-sliding mode controller design for the 

bridge crane 

3.1. Sliding mode controller 

 In this research, mathematical model of 2D bridge crane is 

described by equations (5) and (6), corresponding to system A, 

system B. 

The goal here is to synthesize a controller ( )u u x=  so that 

the outputs ( ) [ , ]Tx t x =  of the crane (5) and (6) follows on the 

input reference ( ) [ , ]T

d d dx t x =  i.e. the steady error: 

  1 2( ) [ ( ), ( )] 0Te t e t e t= →   

with
1 1 1 ;de x x= −  
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2 3 3 ;de x x= − 1 3; , 0.d d d d dx x x  = = =  

According to the sliding control principle, we determine the 

general sliding surface for systems A and B: 

1 1 1 1 1 1 1 1 1 2 1 1 1 1 1( )b d d d ds e e x x x x x x x x   = + = − + − = + − −& & & &  (7) 

2 2 2 2 3 3 2 3 3 4 2 3 3 2 3( )b d d d ds e e x x x x x x x x   = + = − + − = + − −& & & &  (8) 

where: 
1 2,   are positive constants. 

To ensure the control target for bridge crane (5) and (6), we 

define the sliding surface 
1s  for system A to ensure precise 

control of trolley position and sliding surface 
2s  for system B to 

ensure the general control target for bridge crane, that is: 

controlling the trajectory of the trolley, quenching the payload 

oscillation of the payload, the anti-disturbance. Therefore, we 

need to use the intermediate variable z  to link the signal between 

the sliding surface 
1s  and the sliding surface 

2.s  On that basis, 

the author defines the sliding surface 
1 2,s s  as follows: 

1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1( )b d d d ds s e e x x x x x x x x   = = + = − + − = + − −& & & &  (9) 

2 2 2 2 3 3 2 3 3 4 2 3 3 2 3( ) ( ) ( )d d d ds e e z x x x x z x x z x x   = + − = − + − − = + − − −& & & &  (10) 

Intermediate variable z  are defined as follows: 

1. ( )zz z sat s=   (11) 

where: | | ; 0 1z z z   , z  is the upper limit of |z|, z  is 

the boundary limit 
1.s   

 
1 1

1

1 1

( ) | | 1
( / )

| | 1

z z

z

z z

sign s if s
sat s

s if s

  
 = 

  
 

Because of 1z   it can be effective in reducing. When 
1s  

reduced z  is also decreases. When 
1 0,s → 0,z →  

2 0e →  

then 
2 0s →  and achieves the control target for crane (5) and (6). 

Therefore, by adding intermediate variables z  now 
1s  and 

2s  at 

the same time tends to 0.  

According to the sliding control principle, when 
2 0s =&  we 

get the sliding control law for bridge crane, it looks like this: 

2 4 2 2 3 2 3

2

d d
eq

x z f x x
u

g

  − + − + +
=

&& &&
 (12) 

Control law (12) for bridge crane is a complex nonlinear 

function, for which z& is not defined. Therefore, in this article, the 

author proposes adaptive fuzzy-sliding mode control law to 

imitate the sliding control law (12) based on fuzzy logic control 

and Lyapunov function. 

3.2. Fuzzy controller based on sliding mode control principle 

Define fuzzy controller with input 
2s  and output fu  with 

fuzzy control rules i-th as below: 

Rule i: IF s2 is Fi THEN uf is i, i=1,2..n  (13) 

where: Fi is the input fuzzy set with the membership function 

Fi(.) and i are the changing singleton output values. 

Defuzzification with centroid method, we obtain: 

0
2

0

.

( , )

n

i i
Ti

f n

i

i

u s

 

  



=

=

= =



 (14) 

where: i = Fi(s2) is the reliability of the i-th fuzzy control rule. 

1 2[ , ,..., ]T

n   = ; 

1 2

1 1 1

[ / , / ,..., / ]
n n n

T

i i n i

i i i

      
= = =

=   
  

(15) 

According to the fuzzy approximation theory, there is an 

optimal fuzzy controller 
fu

 of the form: 

*( )T

fu   =   (16) 

 where: 
* is the optimal parameter set as follows: 

2 2

*

| | | |

arg min sup | | , 
s

f eq
M s M

u u t



 

 
= −  

 
  (17) 

where: M, Ms2 are the appropriate values when designing. 

The control signal (16) is closest to (12), in other words, the 

deviation d(t) is the smallest: 

*( ) f eqd t u u= −  với  0 ( )d t D    (18) 

Here the limit D is a positive number, but it is uncertain in 

practice. Called D̂  the estimated value of the limit D. Then the 

estimate of the limit D is D% is defined as follows: ˆD D D= −%   

Therefore, based on (12), the author proposed a new control 

law for bridge cranes (5) and (6) with the following form: 

2 2 2
ˆ ˆ( , , ) ( , ) ( , )f cu u s D u s u s D = = +  (19) 

Here 2( , )fu s   the fuzzy controller (14) has the closest 

value to (12); and 
2

ˆ( , )cu s D  is the compensated controller to 

compensate for the deviation (if any) between control laws (14) 

and (12). The compensation controller 
2

ˆ( , )cu s D  is determined 

based on the Lyapunov stability theory, ensuring the stable 

asymptotic bridge crane control system.  
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3.3. Adaptive laws based on Lyapunov function 

Next, the author summarizes the compensation controller 

2
ˆ( , )cu s D  and determines the adaptive law to update the 

parameters , D̂  so that (19) optimal operation is closest to (12), 

which means 
*( )t → and ˆ ( )D t D→ . Set 

*  = −%  and 

select Lyapynov function with the following form: 

2 2

2 2

1 2

1 1 1
( , , )

2 2 2

TV s D s D  
 

= + +% % %% %  (20) 

According to (10) sliding surface derivative s2 and from (19) 

combined with (12), (15), (18), we obtain: 

2 4 2 3 3 2 3

2 4 2 2 2 3 2 3

* *

2 4 2 2 2 3 2 3

*

2

( )

   

   ( )

   ( )

d d

d d

c f f f d d

f f c

s x x z x x

x z f g u x x

x z f g u u u u x x

g u u u d

 

  

  

= + − − −

= − + + − −

= − + + + − + − −

= − + +

& & & && &&

&& &&

&& &&
 (21) 

 The derivative (20) over time, combined with (14), (18), (21) 

we have: 

2 2 2

1 2

*

2 2

1 2

2 2

1 2

1 2 2 2 2 2 2

1 2 2

1 1
( , , )

1 1 ˆ ˆ( ) ( )( )

1 1 ˆ ˆ( ) ( )

1 1 1ˆ ˆ ˆ( )

T

T

f f c

T T

c

T

c

V s D s s DD

s g u u u d D D D

s g u d D D D

g s s g u DD s g d DD

  
 

 
 

   
 

   
  

= + +

= − + + + + − −

= − + + + − −

= − + + + −

& && % % %% %%&

&&% %

&&% % %

& &&% %

 (22) 

According to Lyapunov stability theory, the bridge crane 

control system is stable, the necessary condition is 0V & . From 

there according to (22), we determine the compensation controller 

2
ˆ( , )cu s D  according to (23) and the parameter D̂ update law  

according to (24), the parameter   update law as follows (25). 

         
2 2

ˆ ( )cu Dsign s g= −   (23) 

     2 2 2D̂ D s g= − =
& &%  (24) 

  1 2 2g s   = − =
&& %  (25) 

3.4. Prove asymptotic stability of bridge crane control system 

Replacing (23,24,25) into (22) we obtain: 

2 2 2 2 2( , , ) | | 0V s D s g d s g D = − & % %  (24) 

According to (24), Lyapunov (20) function, 0V & , which 

ensures that 
2

ˆ ˆ, ,s D  is limited. Thus, when time reaches infinity 

function V goes to 0:  

0
t
limV
→

=  (25) 

This also ensures that when t →  then 
1 20, 0,s s→ →

* ˆ, D D → → , i.e. the crane control systems (5) and (6) are 

asymptotically stable, the output is tracked to the input reference. 

Thus, the crane control system described by (5) and (6) uses 

the new control law proposed in the article, determined by (19), 

(14), (23), (24), (25) based on combination of sliding mode 

control, fuzzy logic and adaptive law based on Lyapunov function, 

ensuring precise control of the trolley position according to the set 

reference with eliminated payload oscillation, anti-disturbance. 

The block diagram of adaptive fuzzy-sliding control system 

for 2D crane is shown as Figure 3, including: sliding surface block, 

fuzzy control block and compensation control block, parameters 

adaptive update block. 

 

Figure 3. The block diagram of adaptive fuzzy-sliding control system for 2D crane 
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Figure 4. Simulation diagram of the bridge crane adaptive fuzzy-sliding mode control system 

4. Simulation results 

Simulation parameters of the crane are selected based on 

physical crane model at UTC laboratory [1]. 

According to the principle of sliding mode control [12] and 

crane parameters [1], we choose the sliding surface parameters as 

follows:  

1 2 1 20.6, 100, 50, 0.001, 0.99, 5.zz   = = = = =  =  

Building a 2D crane control system on Matlab, using the 

adaptive fuzzy-sliding control law (AFS) proposed in the paper, 

we obtained the simulated system diagram as shown in Figure 4, 

including function blocks: Slide Surf block: calculate the sliding 

surface of the system; ZetaCal block: calculate  ; Adap D^ block: 

calculate the update value D̂  for the offset compensation 

controller; Adap. Theta block: calculate updated value   for 

fuzzy controller; AF Cal. block: output of fuzzy controller; AC 

Cal. block: the output of the controller compensates for deviation; 

Crane XA block for bridge crane dynamic model.  

Based on experience in crane operation and fuzzy control 

principle, with the above crane parameter [5], the author performs 

fuzzy input s2 of the controller (14) by {NB, NM, NS, ZE, PS, PM, 

PB} having triangular integrated functions with domain s2 [-20; 

+20] and fuzzy output uf with {UN, UM, US, UZ, FS, FM, FB} 

having singleton functions with the physical value domain uf 

[0;100]. 

Simulation scenario of the bridge crane adaptive fuzzy-

sliding control system includes the following cases:  

+ Case 1: Let the trolley run to position 0.5m and then the 

trolley runs to position 1.0m and changes coefficients 1, 2;  

+ Case 2: Let the trolley run to position 0.5m and then the 

trolley runs to position 1.0m and changes coefficients 1, 2;  

+ Case 3: Let the trolley run to position 0.5m and then the 

trolley runs to position 1.0m and changes coefficients , zz  ; 

+ Case 4: The input reference is a slope;  

+ Case 5: There is impact disturbance; 

+ Case 6: Use AFS controller and PID controller [1]. 

 

Figure 5. Crane response with different 
1 2,   

Table 1. The proposed controllers’ performance 

           Controller 

Index      
PID AFS 

Rise time Small, ~2.5s Small, ~2.5s 

Over shoot Large, 20.5% Not 

Steady time Large, ~7s Small, ~5s 

Steady error 
<5%, but large with 

disturbance 
~0, or very small 

Anti-swing 

payload 

<10o, but large with 

disturbance 
~0, or very small 

Anti-disturbance 
<10o, but large with 

loud disturbance 
~0, or very small 
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Figure 6. Crane response as affected by disturbance  

Simulation results show that the quality of the bridge crane 

control system as using AFS controller is better than as using PID 

controller. The application of the AFS controller to the crane 

obtained the following results: quick trolley’s position response, 

short settling time, eliminating steady error, anti-swing (or very 

small) payload, anti-disturbances (or very small). 

 

Figure 7. Crane response with AFS and PID controller 

The simulation results also show that the selection of the 

coefficient of the sliding surface affects the quality of the adaptive 

control system of fuzzy-sliding crane, specifically as follows: 

when increasing 
1 , the trolley position response is better but 

greater is the payload oscillation; when decreasing 
2  or 

increasing it too large, the payload swings strongly; when 
1  is 

too small or when 
2  is too large, the trolley position response 

has vibration and greater payload oscillation; when 
z decreases 

or z  decreases too small, the trolley position response has 

vibration and the payload Will swing larger. 

5. Conclusion 

The article has proposed a new adaptive fuzzy-sliding mode 

controller (AFS) for 2D bridge crane based on combining sliding 

mode control with fuzzy logic and Lyapunov function. The AFS 

controller ensures the objective of controlling the position of the 

trolley tracking according to the reference trajectory, eliminating 

the payload oscillation and anti-disturbance (small amplitude). The 

quality of the bridge crane AFS control system is better than PID 

controller when crane is affected by large disturbance. The 

adaptive fuzzy-sliding mode control algorithm allows simple 

installation on hardware control devices with a normal amount of 

calculation. The AFS controller allows the crane to operate safely 

and reliably in harsh environments, such as the harbor. 

The success of the AFS controller for 2D bridge crane will 

continuously study to be applied for the object in real time and for 

3D crane with the random disturbances. 
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Vision-based defect detection techniques are widely used for quality con-
trol purposes. In this work, an efficient deflectometry based detection
system is developed for semi-specular/painted surface defect detection.
This system consists of a robotic arm that carries a screen/camera setup
and can detect defects on large surfaces with different topologies, such
as a car bumper, by traversing its profile. A hybrid pipeline is designed
that utilizes multi-threading for optimal resource utilization and pro-
cess speed. Specific filters are also designed to remove spurious defects
introduced by acute curvature changes and part edges. The system was
successful in consistently detecting various defects on small test samples
as well as on large bumper parts with varying topology and color and
can accommodate inherent ambient lighting and vibration issues.

1 Introduction

Quality control is a crucial factor in manufacturing
industry as it affects customer satisfaction, reduces
production cost and increases profitability. In the auto-
motive industry, vehicles are usually assembled from
parts shipped by various original equipment manu-
facturers (OEM) to the assembly plant. Example of
these parts includes front and back bumper covers,
side fenders, and other exterior parts which are nor-
mally manufactured and painted to specific colour
before being shipped to another plant for assembly.
These outer body parts are made by Thermoplastic
PolyOlefin (TPO) injection moulding process. This
process consists of three main steps: moulding, clean-
ing, and painting. Defects may induce during any of
these processes, which results in part rejection or re-
work, causing loss of revenue. As such, it is essential
to perform a full inspection of every part. This inspec-
tion process is usually carried out by human inspec-
tors. It is a costly and a labour intensive job which
requires multiple inspection lines for high volume
yield. Further, the defect judgement is very subjective,
which results in inconsistencies. As a result, overall
productivity and quality are diminished. This paper
presents a system for inspecting automotive painted
semi-specular exterior body parts and is an extension

of work originally presented in 15th Conference on
Computer and Robot Vision (CRV 2018) [1]. This ex-
tended version includes expended testing and analysis.

There are a series of challenges that impact the
development of an inspection system for this task, in-
cluding:

1. Parts are in motion while they are inspected on
the production line. The vibrations induced from
this motion makes profiling the surface harder.

2. The inspection process must fit within the exist-
ing production cycle time.

3. The part being inspected vary in curvature, size,
shape and material, with different specular char-
acteristics.

4. The visibility characteristic of the defect depends
on the external lighting conditions. Designing a
proper lighting environment for such a system is
a challenging task due to high reflection coeffi-
cient of the test surface [2].

5. Each type of defect varies in shape and size, and
experienced inspectors even miss some defects.

In recent years, vision-based surface inspection sys-
tems have found a burst of application in areas such as
defect detection in aluminium sheets [2], locomotive
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rail tracks [3], liquid crystal displays (LCDs) [4], plas-
tic objects [5], sphere parts [6], agricultural food pro-
duce [7], fabric and textile industry [8] etc. However,
defect detection and surface profiling of a specular
surface remains a challenging problem due to the re-
flective nature of the surface. Profilometry is a widely
used approach for characterization, reconstruction and
inspection of such surfaces. Profilometry approaches
can be generally divided into contact and non-contact
methods. Contact-based profilometry, such as stylus
profilometer, scanning tunnelling microscopy, scan-
ning force microscopy, coordinate measuring machine
(CMM), etc., is a high-resolution method. The mea-
surement accuracy is in the order of nanometers and
is considered as a gold standard for surface finish mea-
surement. This approach is independent of surface
characteristics or shape and also works well in dirty
environments. As a result, it can be used for both spec-
ular and non-specular surface measurement. However,
being a direct contact method, it may damage high
finish inspection surfaces such as painted automotive
parts and its operating speed is also sluggish.

Non-contact profilometry methods are used for
high-speed surface scanning and 3D reconstruction
[9]. Over the years, many different non-contact pro-
filometry techniques are developed, such as common
structured light projection, phase shifting interferome-
try, deflectometry, digital holographic microscopy, etc.
These approaches are based on the inhomogeneous re-
flection of light from defects. The visibility of defects
can be enhanced by the use of a structured light source.
In common structured light projection method, the
specular surface is coated with a thin layer of powder
to make it behave like a diffused surface [10] and then
fringe pattern profilometry is used for analysis. This
additional coating changes the surface geometry so
cannot be reliably used for surface defect detection.
On the other hand, interferometry is highly accurate
but requires a reference and is not suitable for compli-
cated free-form surfaces. Further, the field of view is
limited, so it cannot be used for large surfaces. Hence,
deflectometry is recently used for measuring a large
object with varied surface topology. A sinusoidal fringe
pattern is widely used as a structured light source in
deflectometry analysis [11]. In smooth defect-free re-
gions, imaging process obeys specular reflection while
the incident rays are dispersed in defected areas. As a
result, an acute gradient variation is observed in defect
bearing regions, which is used for defect segmentation.
These approaches have a lower measurement accuracy
(in micrometres range) compared to contact profilom-
etry approaches. Since these approaches are surface
dependent, so are affected by the testing environment
as any dirt or external dust particles will affect the
obtained results.

A new defect detection system is presented in this
paper, which is based on the deflectometry principle.
The developed system can overcome the practical chal-
lenges of a production line. Controlled lighting and
camera configurations are designed to counterpoise
vibration effects. Various filters are used to segment

the region of interest and eliminate false defects due
to edge effect and abrupt curvature changes. Finally,
to track parts while going through the production line,
the system is designed to be mounted at the end of a
robotic arm. The proposed system is validated by field
testing in an operational automotive painting booth.

The remainder of this paper is organized as follows:
Section 2 provides a brief review of the deflectometry
principle as it is the foundation of the defect detec-
tion system. Section 3 describes the proposed system
and explains the working of its different components.
Section 4 depicts the system setup and presents im-
plementation details. Section 5 archives the obtained
experimental results with analysis. Finally, Section
6 summarizes the findings of this research and high-
lights some areas of future development.

2 Deflectometry Principle

In this section, we will provide a brief overview of
the deflectometry principle, which forms the basis
of the proposed system’s working principle. The use
of deflectometry is actively explored by researchers
for the measurement of objects with an abrupt slope
change or large size. Many different deflectometry
methods are proposed for surface profilometry and de-
fect detection. Some of these include Moier deflectom-
etry [12–16], Ronchi method [17, 18], laser scanning
deflectometry [19–21], and phase measuring deflec-
tometry (PMD) [11, 22–24].

PMD technique is used in this paper as it is highly
accurate and provides continuous data for surface pro-
filing. It has a large dynamic range and can give full-
field measurements. This technique is first developed
by Horneber et al. [25]. Over the years, researchers
have modified PMD to measure different specular ob-
jects [11, 26, 27]. PMD is also successfully applied
for specular and semi-specular surface defect detec-
tion [28–33]. However, various challenges arise while
implementing deflectometry to inspect a larger part
like a car bumper which are successfully addressed in
the developed system.

2.1 Phase-shifting Deflectometry

In deflectometry, the topographical information of a
specular surface is obtained by analysing the reflec-
tions of a structured light source. A sinusoidal fringe
pattern, displayed on an LCD screen located at some
distance from the specular test surface, acts as the light
source. The attached camera setup captures the reflec-
tions of the deformed pattern from the test surface.
By applying phase-shifting and phase-unwrapping al-
gorithms, useful information is extracted from these
deformed fringe patterns which are used for surface
profile construction. A phase varying single frequency
pattern is generally used for deflectometry analysis.
A pixelated version of such a multi-phase single fre-
quency pattern is defined as [34]:

www.astesj.com 172

http://www.astesj.com


S. Akhtar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 171-182 (2019)

f (x,y) =
G
2

[
1 + sin(2πf

x
p

+n
2π
7

)
]
n = 1..7 (1)

where, f (x,y) is the displayed pattern intensity at (x,y)
pixel location,G is the maximum of the image intensity
range, f is the frequency of the displayed pattern, p is
the total pixels in a time period and n is the number of
phase-shifted patterns selected.

These phase-shifted patterns are one-by-one dis-
played on the LCD screen, and their reflections are
captured from the specular surface. The intensity of
the captured pattern is given by (2) [35].

I(x,y) = A(x,y) +B(x,y)cos(φ(x,y)) (2)

where I(x,y) is the captured image intensity, A(x,y) is
the ambient light intensity, B(x,y) is the amplitude of
the modulated fringe pattern and φ(x,y) is the desired
phase measurement.

The measured phase is directly related to the sur-
face topology. Computing this phase at each pixel loca-
tion will create a surface phase map. Captured surface
reflections of the phase-shifted patterns are used to cal-
culate this phase map by applying Windowed Discrete-
Fourier Transform (WDFT). For seven phase-shifted
single frequency patterns, the closed-form solution is
represented by the following relation [36]:

φ = tan−1
[

(I1 − I7)− 3(I3 − I5)
4(I4)− 2(I2 + I6)

]
(3)

where I1,··· ,7 correspond to the captured reflections of
the seven phase-shifted patterns displayed on the LCD
screen. The phase map (φ(x,y)) is in 0− 2π range, so
a phase unwrapping step is needed to recover the ac-
tual phase with the inclusion of appropriate multiples
of 2π [37]. Then the absolute derivative of the phase
map is computed with respect to pattern variation axis
(x-axis) as defined by the following equation [33]:

Dy(x) =

∣∣∣∣∣∣∣d
∣∣∣φ(x)

∣∣∣
dx

∣∣∣∣∣∣∣ (4)

here, Dy(x) is a continuous function which represents
line topography for the corresponding yth-axis.

The effect of this differential operation is the at-
tenuation of low-frequency signal information and ac-
centuation of high-frequency contents induced due to
the presence of defects in the specular/semi-specular
surface. As a result, Dy(x) remains almost constant
in defect-free regions, whereas an acute variation is
observed in defect-bearing areas.

3 Defect Detection System

Use of deflectometry for big automobile bumper in-
spection brings its own set of challenges. Its imprac-
tical to examine the entire part surface in one scan.
Therefore, it is divided into smaller segments based on

the reflection of the displayed pattern. Since external
light sources impact the detection results, controlled
lighting setup is constructed to minimize the effect
of these external factors. Figure 1 shows the image
processing pipeline used. Captured surface reflections
are pre-processed before deflectometric defect detec-
tion operation. Several false positives are observed due
to the topographical variation in the test surface. A
set of spurious defect removal filters are designed to
eliminate these false positives. Camera shutter speed,
aperture and robotic motion are adjusted to reduce
vibration effects and eradicate motion blur. Since the
detection operation is carried out in small segments,
the results are then combined and localized on test
parts. Finally, defect characteristics are gathered and
archived in the designed database which can later be
used for display or higher level decision making for
process improvement. The following sections provide
additional details on the functionality of different com-
ponents.

Figure 1: Defect detection scheme

3.1 Capturing and Pre-processing

Figure 2 and Figure 3 show the process involved in cap-
turing and pre-processing of images. OpenGL library
is used for the rendering of seven phase-shifted sinu-
soidal patterns. The patterns are generated only once
during the run-time using pattern screen resolution
and then stored in memory as 2D matrices. Later on,
these stored patterns are displayed one-by-one for de-
flectometry analysis. The reflection of these patterns is
captured from the part surface by an attached camera.
Pattern display and capture of surface reflections are
carried out sequentially. Once a set of seven surface
reflections is captured, a pre-processing thread is initi-
ated to compute the phase map and find its derivative.
It is noted that a single phase-map-derivative image
is created for each segment. While the pre-processing
step is running, the next set of seven patterns are ready
to be displayed on the screen and captured by the cam-
era. This multi-threading approach reduces cycle time
through parallel computation.

www.astesj.com 173

http://www.astesj.com


S. Akhtar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 171-182 (2019)

Figure 2: Sequential image capture and mutli-threaded pre-
processing steps

Figure 3: Surface reflection capturing and phase-map-derivative
image generation

Once the Capturing and Pre-processing steps are
completed, a defect detection thread is initiated,
which extracts defect information from the phase-map-
derivative image. Defect detection process can be di-
vided into three main stages; Fringe region segmenta-
tion, Defect pool and spurious defect elimination and
Defect attributes extraction and registration.

3.2 Fringe Region Segmentation

A fixed focus camera at a defined distance from the test
surface is used in this study. As a result, the camera
captures a fixed size image that may contain both the
fringe projected region and non-fringe region. Further,
the size of the reflected pattern varies with the surface
curvature; the reflected pattern shrinks as the surface
become convex. As a result, the first step in the defect
detection process is to crop the fringe pattern projected
region from the phase-map-derivative image.

The obtained phase-map-derivative image in the
previous step is thresholded and smoothed with a
Gaussian kernel. The resulted blobs are eroded to

remove uneven corners and then selected based on size
to create a mask. This mask is used to extract the fringe
projected region as shown in Figure 4, which is later
used for defect detection.

Figure 4: Fringe region extraction from the generated phase-map-
derivative image

3.3 Defect Pool and Spurious Defect Elim-
ination

Once the fringe projected region is extracted, thresh-
olding and edge detection are used to create a defect
pool. This defect pool consists of possible true and
false defects. False defects are a combination of tiny
defects below the accepted size criterion, edge defects
and defects due to abrupt curvature changes. Three
different filters; Size/Noise filter, Surface curvature
filter and Edge filter are designed to remove these false
defects. These filters work in parallel to remove these
defects as depicted in Figure 5.

Figure 5: Processing and false defect removal

A size based filter is designed to remove tiny noise
like defects. It is observed that after thresholding, sev-
eral very small defects are detected in the binary image.
This filter removes all those defects which are below
the given size criterion. The second filter removes
the false defects from the curved region. This filter
uses parallel lines to determine the curved region in
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the captured surface reflection. A Canny edge detec-
tion operation followed by Hough transform is used
for these lines detection. The angle variation of the de-
tected lines is exploited to determine the curved region
from where the defects are removed. The last filter re-
moves spurious defects in the edge region, which are
the result of the application of WDFT. It makes use of
both curved region information and defect pool gener-
ated by Canny edge detection operation to segregate
defects produced due to edge effect.

The application of these filters results in three sepa-
rate images that contain only legitimate defects. Later
on, all these defects are aggregated together to form
an image which shows all the valid defects in the in-
spected region as depicted in Figure 5. Application of
these filters on a typical gradient image is shown in
Figure 6.

Figure 6: Application of false defect filters on defect pool

3.4 Defect Attributes Extraction and Reg-
istration

Once all the true defects are found, defect attributes
such as size (in terms of pixels), bounding region and
centroid location are determined. To extract these char-
acteristics, close by defects are first fused by a morpho-
logical dilation operation. Later on, a contour-finding
operation is performed to separate different defects
and then above mentioned attributes are computed for
each found contour.

These attributes are also recorded in the appended
database, which can be used in future for tracking,
decision making or other process adjustments. The

results are also overlaid on a part image for physical
defect localization which is saved in a directory for
immediate use. All these different steps are delineated
in Figure 7.

Figure 7: Defect attributes extraction and display

4 Implementation Details and Ex-
perimental Setup

4.1 System Architecture

Figure 8 shows the entire system implementation.
Since the system is expected to inspect large parts,
a robotic arm is used where the pattern screen and
camera are mounted on the end-effector. The system
includes several additional components to enable robot
movement for full part inspection such as positioning
of the robot end effector, generation of inspection pat-
terns and administrative operations such as results
registration and display.

The defect detection process consists of both se-
quential and parallel operations. As a result, a hybrid
computational framework is designed. It is evident in
Figure 8 that individual steps need to be completed
to proceed to the next component for processing, so
parallel operations (multi-threading) are only used
for computationally expensive processes. First of all,
robot positions the LCD pattern screen tangent to the
surface to be inspected. Then seven phase-shifted si-
nusoidal fringe patterns are sequentially displayed on
the screen, and the attached camera captures corre-
sponding surface reflections. These surface reflections
are pre-processed, and defect detection operation is
applied to find the surface abnormalities. These two
steps, pre-processing and defect detection, are compu-
tationally expensive, and multi-threading is used here.
This multi-threading operation can be activated/de-
activated by the frontal administrative control panel.
All detected defect information is stored in the de-
signed database system that can be accessed remotely.
All these steps are controlled by a front end admin-
istrative control panel, which also displays a sample
test part image on which detected results are overlaid.
It also provides the option to configure features such
as directory paths for registering captured and pro-
cessed images, the number of segments to divide the
test surface and displays the progress of the detection
operation.
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Figure 8: Schematic of implemented defect detection system

4.2 Experimental Setup

4.2.1 Overall Setup

Testing was conducted at the Robotics Institute @
Guelph lab. The experimental setup is shown in Figure
9. The test parts were placed on a carrier similar to
the ones used at the part manufacturing facility. The
carrier was stationary during the testing. A KUKA
KR 16-2 KS industrial robotic arm is used to carry the
screen/camera setup to transverse the large bumpers
under test. The robotic arm was programmed to move
in a predefined path to inspect each segment and hence
the whole part. This operation controls the movement
of the screen/camera setup. A controlled lighting envi-
ronment was enforced where the pattern screen is the
only source of illumination. Any direct light source in-
cident on the part whose reflection reaches the camera
will create a blind spot in the gradient image. The test
surface should also be free of any dust particles as they
will produce a dispersed reflection of light and will
appear as a defect. A 40 inch commercial TV screen
is used as the pattern screen. The computing system
consists of an Intel Core i7-6700 3.40 GHz processor
and has 16 GB RAM and Nvidia GTX960 graphics card
running on 64-bit Windows 10 OS. The detection code
is written in C++ using Qt Creator 5.6, OpenCV 3.2
and OpenGL libraries. The camera is connected via
high-speed USB 3.0 connection and pattern screen is
interfaced with an HDMI cable.

4.2.2 Camera Setup

A monochrome Point Grey 3.2 MP (GS3-U3-32S4M-
C) camera with a 12.5 mm Fujinon lens HF12.5HSA-1
(LENS-50FS-125C) is used. The camera is attached to
a specially designed fixture on the side of the pattern
screen so that it looks in the middle of the projected
pattern on the test sample, as seen in Figure 10. A
fixed focus camera, as already mentioned, is sharply
focused on the test surface, which is approximately
40 cm away from the camera. Once the robot starts

traversing the surface topology, a distance of 35 cm to
45 cm is maintained so that the image remains within
the camera’s depth of filed and hence sharply focused.

Figure 9: Experimental setup

Figure 10: Camera view
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4.3 Surface Segmentation

It is virtually impossible to inspect the full test part in
one capture due to its large size. There are two reasons
for this. Firstly, there is a lot of variation in the surface
topology of the test surface, and the pattern screen
should be tangent to it to capture the displayed pat-
tern. Secondly, only a limited payload both in terms
of size and weight can be attached to the robot end
effector. Hence, a huge screen which can project the
pattern on the full part cannot be used. As a result,
the test surface is partitioned in small regions based
on the reflected pattern as shown in Figure 11.

Figure 11: Bumper segmentation for inspection

Seven phase-shifted sinusoidal patterns are pro-
jected on each region, and the attached camera cap-
tures corresponding reflections. There is some overlap
in the captured surface reflections among adjacent seg-
ments that accommodate for some variation in part
placement. These different regions are then appended
together to localize the identified defects on the entire
test surface.

4.4 Test Specimen

Ten test samples are used in this study. These samples
are provided by an OEM exterior body parts manufac-
turer. These are large SUV/Minivan bumpers of 5.5 ft
long, 1.5 ft high and 2.5 ft deep, as shown in Figure 11.
These bumpers are of different colours and are rejected
due to the presence of various surface defects. These
defects are marked on the test parts by expert human
inspectors working at the manufacturing facility. In
addition to these defects, some more defects are artifi-
cially created to augment the defect database used as
ground truth (GT). Since the bumpers are symmetric,
we only needed to inspect one half of each bumper. In
real production, two robots can be used to examine
the whole bumper. Each tested part is divided into 24
small segments as depicted in Figure 11.

5 Results and Analysis

Two sets of experiments are performed to evaluate the
performance of the developed painted surface defect
detection system. In the first study, small defect sam-
ples are used to verify the effectiveness of the deflec-
tometry principle in detecting various defects. Once,
the efficacy of the deflectometry principle is validated
on these small samples; large parts are tested. Large
parts have their own set of challenges in terms of size,
sudden curvature change, throughput etc.

5.1 Small Test Samples Preliminary Sys-
tem Validation

Different type of surface defects such as dirt, cold
sludge, fisheye, blister etc. occur during moulding
or painting process. Small test samples bearing these
defects are used to validate the effectiveness of the de-
tection principle. Some of the sample parts are shown
in Figure 12. These small parts are mounted on a tri-
pod in front of pattern screen, as shown in Figure 13.
The parts are placed 40 cm away from the camera,
which captures the surface reflections. A set of seven
sinusoidal fringe patterns with a phase shift of 2π/7
are generated to display on the LCD screen and then
their reflections are captured. These surface reflections
are analysed to reconstruct the surface profile. Dur-
ing this testing, the fringe projected area is manually
segmented for deflectometry analysis. This process is
depicted in Figure 14 and the results are tabulated in
Table 1. Here, detection accuracy represents whether
a defect is successfully detected by the developed sys-
tem.

Figure 12: Some typical surface defect samples

Figure 13: Camera with fringe pattern screen and test part on tripod
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Figure 14: Fisheye defect detection

Table 1: Small sample defect detection results

Sr. Defect No. of Detection
No. Type Samples Accuracy
1. Dirt 2 100%
2. Cold Slug 4 75%
3. Spits 1 100%
4. Fish Eye 2 100%

5. Flash 2 100%

6. Blister 3 100%

7. TPO Protusion 2 100%

8. Over Sanded 3 100%

9. Hot Pre-paint 1 100%

10. Overflame Torch 2 100%

11. Water Spots 1 100%

12. TPO Residue 3 100%

13. Popping 1 50%

14. HD Post Paint 3 100%

These results indicate that the developed system
mostly detects the studied defects although some low
detection performance is observed for cold slug and
popping defects. Popping defects are salt-and-pepper
noise like small defects that occur when the solvent
or air trapped in paint film escapes during the drying
process. This creates a lot of tiny defects clustered in
a small area. A 50% popping defect detection accu-
racy indicates that approximately half of these tiny
defects are detected, but it is enough to declare the
part defective.

5.2 Large Parts Defect Detection

Following the experimental setup outlined in section
4, various large bumpers are tested by the developed
system. The developed framework was successful in
detecting most of the manufacturing as well as the arti-

ficially created defects. Some of these detection results
are shown in Figure 15.

Results are reported in two tables. The segment-
wise results are given in Table 2 while body part color
based results are reported in Table 3. These results are
reported in terms of recall, precision and F-measure.
Equal weighting of recall and precision is considered
for computing F-measure. These metrics are defined
as follows:

Recall =
T P

(T P +FN )
(5)

P recision =
T P

(T P +FP )
(6)

F −measure = 2× (P recision×Recall)
(P recision+Recall)

(7)

where TP is true positive, FP is false positive and
FN is false negative. Ground truth data to compute
these measures is provided by the part manufacturer.

By reviewing the results, we can deduce that the
performance of the defect detection system varies de-
pending on part colour and segment location. The
performance of the algorithm is lower in segments 8,
9 and 10 where precision drops significantly to 0.46,
0.43 and 0.30, respectively. These segments contain
highly curved sections which drastically distorts the
projected pattern resulting in a higher number of FP.
This can be improved by tuning the system differently
on a per region basis to accommodate the different vari-
ations in surface curvature. The results by part colour
show that the performance of the detection system is
compromised on white parts. White surfaces reflect
all light incident to it, so the algorithm becomes more
sensitive to surrounding light. Besides, the contrast of
the projected pattern is muted by white parts affecting
the visibility of defects on the part surface. The com-
bination of these factors reduces the accuracy of the
algorithm on white parts.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 15: Some defect detection results on large bumpers First row: Gradient image, Second row: Detected defect ((o) is an example where
defect is not detected as it is not enclosed by fringe region and (p) is an example of a defect free region)
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Table 2: Defect detection results by segment

Seg. Samples TP FP FN Recall Precision F-measure
1 10 6 4 0 1.00 0.60 0.75
2 10 0 0 0 NA NA NA
3 10 6 2 1 0.86 0.75 0.80
4 10 3 1 0 1.00 0.75 0.86
5 10 3 1 0 1.00 0.75 0.86
6 10 14 0 1 0.93 1.00 0.96
7 10 8 0 1 0.89 1.00 0.94
8 10 6 7 0 1.00 0.46 0.63
9 10 3 4 0 1.00 0.43 0.60

10 10 6 14 2 0.75 0.30 0.43
11 10 0 3 1 0.00 0.00 NA
12 10 2 0 0 1.00 1.00 1.00
13 10 2 0 0 1.00 1.00 1.00
14 10 4 0 0 1.00 1.00 1.00
15 10 3 0 0 1.00 1.00 1.00
16 10 3 0 0 1.00 1.00 1.00
17 10 0 0 2 0.00 NA NA
18 10 1 0 0 1.00 1.00 1.00
19 10 2 1 0 1.00 0.67 0.80
20 10 3 2 1 0.75 0.60 0.67
21 10 0 0 0 NA NA NA
22 10 7 1 0 1.00 0.88 0.94
23 10 7 0 0 1.00 1.00 1.00
24 10 0 0 0 NA NA NA

Average 0.87 0.76 0.81

Table 3: Defect detection results by color

Part Color TP FP FN Recall Precision F-measure
1 Black 14 0 0 1.00 1.00 1.00
2 Dark blue 3 1 1 0.75 0.75 0.75
3 Dark Blue 6 1 0 1.00 0.86 0.92
4 Dark silver 9 2 2 0.82 0.82 0.82
5 Dark blue 0 1 1 0.00 0.00 NA
6 Purple 16 1 2 0.89 0.94 0.91
7 Dark silver 9 2 1 0.90 0.82 0.86
8 White 5 19 2 0.71 0.21 0.32
9 White 12 9 0 1.00 0.57 0.73

10 Black 15 4 0 1.00 0.80 0.89
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6 Conclusion

A deflectometry based defect detection system is pre-
sented in this research paper. The developed system
has successfully detected large and subtle defects on
large painted automotive parts. The system analyses
gradient variation in the measured phase for defect
detection and does not require an existing dataset or
pre-training for its functioning. The use of robotic
arm lends it the capability to inspect varying surface
geometries. The system examines the whole part by
operating on individual segments. These defects are
then aggregated to localize them on the full part.

The system successfully detected various manufac-
turing defects induced during moulding and painting
processes on small test samples as well as on large
automotive bumpers. For large bumper testing, ad-
ditional algorithms are designed and used to extract
the region of interest, as well as eliminate spurious
defects detected due to edge effects and abrupt curva-
ture changes. The algorithm processing takes approx-
imately 0.35 seconds per segment, and this doesn’t
include the time that it takes the robotic arm to move
between segments.

It is noted that the implemented framework can
only detect defects if they are enclosed by a fringe
projected region from all sides. It is possible to use
multiple cameras to reduce the number of segments
and speed-up the inspection process. A colour fringe
pattern could potentially be used to improve the sys-
tem’s performance on light coloured parts. Use of a
phase shifted coloured pattern can be explored as it
will alleviate the requirement for a stationary part-
camera/screen system by eliminating the need for mul-
tiple phase-shifted patterns.
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 This study is the extension of the previous study about “Traffic Service Quantitative 
Analysis Method under Developing Country” in 2018 International Conference on 
Advances in Computing, Communications and Informatics (ICACCI). In the previous study, 
it is introduced how to make quantitative calculation for traffic congestion by traffic 
parameters and its characteristics curve such as traffic volume (q) to inverse of vehicle 
average speed (=1/v). In order to identify the traffic congestion condition, it is focused on 
vehicle speed ratio which is average speed (vave) to its free speed (vf). And the threshold 
level is 2/3 (=vave/vf). This 2/3 value comes from Viscous fluids model between parallel flat 
plates by using similarity of the viscous fluids flow and the traffic flow in India which is 
introduced at the CODATU XVII and UMI Conference 2017. This threshold value definition 
needs more traffic theory back up because its similarity between viscous fluids flow and 
traffic flow comes from the basis of traffic flow measurement results. In this extension study, 
it focuses on the occupancy of one of typical traffic parameter for traffic congestion. When 
it is compared between the traffic occupancy measurement data and Speed Ratio, the Speed 
Ratio 2/3 is the level of the occupancy 30%, which is used as traffic congestion condition. 
According to daily based traffic volume and average vehicle speed, the congestion 
condition is occurred by not only those traffic parameter, it is also considered about time 
zone traffic condition and its actual traffic condition. One of measurement point is always 
congested in the early evening even if its traffic volume is smaller than the morning traffic 
congestion. Therefore it is important to analyze traffic condition by time zone. As the result, 
it clarifies the relationship between Speed Ratio and occupancy. As the result, there are two 
types of traffic congestion in Ahmedabad city traffic. 
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Traffic Flow 
Traffic Congestion 
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1. Introduction 

This study focuses on traffic flow and congestion analysis 
especially in the under developing country (India). In the previous 
study,  it is proposed the traffic service quantitative traffic 
congestion analysis method in the International Conference on 
Advances in Computing, Communications and Informatics 
(ICACCI) [1]. From the actual measurement traffic data study 
during more than one month in Ahmedabad city of Gujarat State 
in India, the major traffic parameters are extracted from the traffic 
fundamental diagram such as traffic density (k) to vehicle average 
speed (v) and traffic density (k) to traffic volume (q), which 
introduced at the International conference CODATU 2017 [2].  

As for obtaining the traffic parameters and analysis, the detail  
is explained in the next section. The previous study of CODATU 

introduces the unique traffic characteristics  which is useful for 
using Envelopment Observation method because there is clear 
boundary in those characteristic and it is appropriate way to define 
the traffic parameters from their unique measurement data. The 
another phenomenon from the measurement data is vehicle speed 
ratio which is the ratio of average vehicle speed (vave) to free speed 
(vf). The value of this speed ratio (SR) is valid for understanding 
congestion level of each road. When S.R. becomes lower than 0.65, 
the condition of road becomes congested. Author found similarity 
of this phenomena between the Indian traffic flow model and 
viscous fluids model between parallel flat plates. 

In this extension of the research,  more detail analysis is added 
between SR and occupancy of traffic parameter which is used as 
traffic congestion level judgement from traffic engineering. In 
addition, the relationship between parameter occupancy and traffic 
density is described in order to understand traffic congestion 
condition. As for the traffic congestion analysis, it also describes 
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the time zone base analysis in this paper. From this time zone base 
analysis, we found there are two patterns for Ahmedabad traffic 
congestion condition. One is heavy traffic density congestion 
which follows the traffic flow theory and the other is unheavy 
traffic density congestion which is unique in India. Therefore it is 
important for considering what is the traffic congestion definition. 
when the traffic information is provided from the traffic 
information sign board so called VMS or Various Message Sign 
on the road. 

2. Related Studies 

2.1. Traffic Flow Theory and Measurement Analysis of 
Ahmedabad city 

In the previous study for Ahmedabad traffic flow analysis at 
CODATU conference, the traffic fundamental diagram is 
introduced such as k-v curve (traffic density (k) to average vehicle 
speed (v)), k-q curve (traffic density (k) to traffic volume (q)), and 
q-v curve (traffic volume (q) to vehicle speed (v)). This analysis 
has been continued since Ahmedabad ITS or Intelligent Transport 
Systems business project from October 2014. The project is 
providing Ahmedabad city to provide its traffic condition for the 
drivers through VMS. The ITS system consist of four VMSs and 
14 traffic monitoring cameras. The traffic flow condition is 
captured by the traffic monitoring cameras and its result of analysis 
is shown at the VMS for considering change route or using other 
transportation choice. The Ahmedabad ITS system configuration 
is shown Figure 1. 

 
Figure 1: Ahmedabad ITS system configuration 

In the CODAU study, authors found the unique characteristics 
of Ahmedabad traffic flow measurement data. There is clear 
boundary in each traffic fundamental diagram. The k-v curve and 
k-q curve at Camera#1 are shown in Figure 2. 

 
Figure 2: Traffic Flow Characteristics at Camera#1 

From Figure 2, there is clear boundary in each characteristics 
curve by envelop observation.  The other characteristics at other 

location are similar results which are omitted in this paper. When 
these boundary are taken as traffic flow characterizes, it is able to 
adjust traffic flow characteristics curve from traffic flow equation 
to the envelop line. The Figure 3 shows the example of adjustment 
result between traffic flow theoretical curve from its equation and 
the measurement data at Camera#1. 

 

Figure 3: Traffic Flow Characteristics at Camera#1 

In terms of traffic equation form the theory, traffic density (k) to 
traffic speed (v) equation is given by (1) and traffic density (k) to 
traffic volume (q) equation is given by (2). The equation (1) is so 
called Greenshields [3] curve. 

𝑣𝑣 = 𝑣𝑣𝑓𝑓 �1−
𝑘𝑘
𝑘𝑘𝑗𝑗
� (1) 

vf : free speed 

kj : jam traffic density 

𝑞𝑞 = −
𝑣𝑣𝑓𝑓
𝑘𝑘𝑗𝑗
�𝑘𝑘 −

𝑘𝑘𝑗𝑗
2�

2

+
𝑣𝑣𝑓𝑓𝑘𝑘𝑗𝑗

4
 (2) 

The theoretical curve illustration is shown in Figure 4. 

 

Figure 4: Theoretical Traffic Flow Curve 

In the advanced country traffic flow, the actual measurement 
plots including Japan [4] are aligned with theoretical curve and or 
near boundary in Figure 4.  Therefore the traffic characteristics 
curve from measurement in Ahmedabad is quite different from 
those of the advanced countries (refer to Figure 2). 

2.2. Quantitative Traffic Congestion Study in Ahmedabad 

The traffic congestion problem in developing countries 
become more serious situation these days, especially in India. 
Therefore it is crucial to establish for analysis method about the 
traffic congestion quantitatively. In the International Conference 
on Advances in Computing, Communications and Informatics or 
ICACCI, T.Tsuboi proposes quantitative traffic congestion 
analysis based on the actual traffic measurement in Ahmedabad. 
In this paper, it is introduced the traffic congestion by vehicle 
speed ratio (SR) which is the ratio of the average vehicle speed 
(vave) to the free speed (vf). In ICACCI paper, it is defined that the 
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threshold level of traffic congestion is 0.65. The comparison SR 
at each traffic camera location is shown in Figure 5. According to 
Figure 5, the Camera#2 is most small value. And the actual daily 
traffic flow (traffic volume and average vehicle speed) at 
Camera#2 in June 2015 is shown in Figure 6 (a) and (b). From 
Figure 6(b), the average vehicle speed is lower than 20km/h, 
which shows the traffic congestion occurred [5]. 

 
Figure 5: Traffic Speed Ratio Comparison in Ahmedabad 

 

(a) Traffic Volume Time Zone condition at Camera#2 

 

(b) Traffic Speed Time Zone condition at Camera#2 

Figure 6: Daily Traffic Flow condition at Camera#2 

From Figure 6 (b), it is a clear difference that Camera #2 
vehicle velocity ratio is lower than other locations. According to 
traffic flow theory, most of measurement data of q–k curve is 
located at shadow area in Figure 7. And free traffic flow area is 
bottom part of q – k curve; jam traffic flow area is top of q – k 
curve. But our measurement data of q – k curve in Camera # 2 is 
located inside q – k curve (refer to Figure 7). The speed ratio of 
inside curve area is lower than 0.65 which means that its traffic 
condition becomes congested. 

 

Figure 7: q – k Curve at Camera#2 

In order to identify that inside curve area is under congested 
condition, we divide between two areas. One area has speed ratio 
equal and less than 065 and the other area has speed ratio more 
than 0.65. Figure 8 shows those two areas. According to Figure 8, 
the speed ratio equal and lower than 0.65 (≈ 2/3) is inside envelope 
line area. According to the previous traffic flow analysis, the 
threshold   between free flow and congested flow occurs at the 
average vehicle velocity (vave) ≤ 2(vf) /3 [2]. Therefore the traffic 
flow capacity is able to obtain by our envelope data analysis and 
it is able to be described by the traffic flow equation. This is the 
first time to show emerging countries traffic analysis and brings 
basic traffic flow parameters by boundary traffic analysis. And 
vehicle velocity ratio of average speed by free speed is good 
reference of explaining traffic jam condition; the critical value of 
speed ratio is 0.65 in this paper. 

 
Figure 8: q – k measurement data by vehicle Speed Ratio at Camera#2 

 

In terms of traffic congestion analysis, the congestion social 
loss analysis theory [6] is used. From the traffic flow theory, 
traffic volume (q) is mathematical product by vehicle velocity (v) 
multiplying to traffic density (k) shown in (3). 

𝑞𝑞 = 𝑣𝑣 × 𝑘𝑘 (3) 
Since the vehicle velocity (v) is inverse of travel time (t), then 

the vehicle velocity is described as v = 1/t.  Therefore traffic 
volume (q) is a function of travel time (t). Assuming that the 
traffic user’s opportunity n per unit time is constant, travel time 
(t) is proportional to the cost of traffic congestion. In another word, 
the relationship between traffic volume (q) and travel time (t) 
means the traffic supply curve of the relationship between traffic 
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service supply and cost. In order to analyze traffic volume (q), 
differentiating e (3) by (t) provides (4). 

𝑑𝑑𝑞𝑞
𝑑𝑑𝑑𝑑

= −�𝑣𝑣
𝑑𝑑𝑘𝑘
𝑑𝑑𝑣𝑣

+ 𝑘𝑘�
1
𝑑𝑑2

 (4) 

When vehicle velocity (v) becomes large volume (travel time 
becomes small value), traffic density (k) becomes small value and 
then dk/dv < 0. Therefore he value in parenthesis of (4) is negative 
and then dq/dt becomes positive value. This relationship is 
illustrated in Fig.8. The supply curve line rises to the right from 
travel time (1/vf) to (1/vc), which means private cost curve for 
transportation. And when (v) becomes small value (travel time (t) 
becomes large value), the value in parenthesis of (4) becomes 
positive and the supply curve drops to the right, which 
corresponds to private cost curve drops to the right. 

 
Figure 8: Road Traffic Service Market 

In Figure 8, the point A is called hyper congestion condition at 
critical traffic volume (qc) when traffic volume becomes larger 
beyond point A, travel time takes longer because of traffic 
congestion. There are two travel time (t) except point A. For 
instance, there are point E and point B at a certain traffic volume 
(Qx). In case of point B, the travel time takes longer than that of 
at point E. If traffic demand curve D-D is given, the point E is 
cross point between demand curve D-D and supply curve which 
provides balance condition between traffic demand and supply. If 
social cost curve is given, the point E* becomes balance point 
between traffic demand and social cost. Then area CE*E provides 
traffic service cost loss caused by traffic congestion because 
infrastructure should cover at the level of traffic volume (Qx) at 
the point E and social cost rises at the point C where its traffic 
volume (Qx) is same as that of at the point E. Therefore area CE*E 
is defined as the public welfare loss which means traffic 
congestion social loss. 

In order to calculate the public welfare loss from measurement 
data, it is necessary to define condition for each curve of Figure 8 
from the actual measurement analyzed data.  The condition of 
traffic congestion social loss is as follows: 

• Supply curve is q– v curve form envelopment observation. 
• The critical speed (vc) is used at SR=0.65 because this 

point is congestion threshold. 

• Demand curve D-D is used from actual measurement 
traffic data. 

• The social cost curve is unknown under this condition. 
Therefore BE* liner curve is taken. 

• The congestion social loss is defined as area BE*E 
instead of area CE*E. 

The Figure 9 shows the congestion social loss calculation 
example at Camera#2 with this quantitative social loss analysis. 
The result of Social loss analysis at all locations shows in 
Table 1. According Table 1, it is clear relationship between 
Speed Ratio (SR) and Social loss value. 

 
Figure 9: Road Traffic Service Market at Camera#2 

Table 1: Social Loss and Speed Ratio 

Location SR(vave/vf) Social Loss 
Camera#1 0.66 3.3 
Camera#2 0.57 8.1 
Camera#3 0.66 3.1 
Camera#4 0.69 3.2 
Camera#5 0.69 2.0 
Camera#6 0.63 2.2 
Camera#7 0.69 1.3 
Camera#8 0.73 0.2 
Camera#9 0.69 1.6 
Camera#10 0.67 2.4 
VMS#3 0.72 0.7 

3. Traffic Congestion Analysis 

In the previous section, the envelopment observation method 
is used for getting traffic flow equation from its measurement. 
Based on the each traffic flow equation, new quantitative social 
loss of traffic congestion analysis is introduced. In terms of traffic 
congestion judgement, the average vehicle speed is used. This 
average vehicle speed is different at each road and its condition. 
Therefore it is necessary to have some relative vehicle speed 
compared with normal driving speed which is taken as free speed 
in this paper. As for traffic congestion judgement, the average 
speed is not only parameter but also the traffic occupancy for 
example. 

3.1. Traffic Occupancy 

The traffic occupancy is used for one of parameters which 
shows the level of traffic congestion condition. There are two 
traffic occupancies in the theory, time occupancy and space 
occupancy. In real traffic management, time occupancy is often 
used for the freeway [7]. In this section, time occupancy is used. 
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The time occupancy is defined the percentage ratio between total 
measurement time (t) of the vehicles to a certain block of road 
section under certain time frame. The formula of time occupancy 
is provided by (5). 

OC =
1
𝑇𝑇
�𝑑𝑑𝑖𝑖
𝑖𝑖

× 100 (%) (5) 

where T is time of measurement, (ti) is detected time of vehicle 
(i )[8]. 

When number of existing vehicle a certain section is (N), 
average length of vehicle is ( 𝑙𝑙 ̅) in (6) is given. 

𝑂𝑂𝑂𝑂 = 100
𝑞𝑞
𝑣𝑣
𝑙𝑙 ̅ = 100𝑘𝑘𝑙𝑙 ̅ (6) 

Therefore occupancy (OC) is proportional to traffic density (k) 
and traffic volume (q). 

From the one month measurement data of Camera#1 and #2 in 
June 2015, traffic density (k) to occupancy (OC) relationship are 
shown in Figure 10. According to Figure 10, the relationship 
between (k) and (OC) is proportional. 

 
Figure 10: Example of k – q curve at Camera#1 and Camera#2 

From Figure 10, it seems that the measurement data is plotted 
into two groups. In the section 3.3, time zone analysis is introduced 
because traffic congestion is dependent with time of a day (refer to 
Figure 6) [9]. 

3.2. Daily Traffic Condition 

In this section, a daily traffic changes of traffic volume and 
velocity is described. In Figure 11, there are two cases of daily 
based traffic condition at Camera#1 and #2. The graph shows one 
month traffic volume changes from 7:00 am to next day 6:00 am 
and average vehicle velocity changes. There are two peaks of 
traffic volume in each case. One peak occurs between 7:00 am to 
10:00 am and the second peak occurs between 18:00 to 20:00. 
When vehicle average speed is concerned, there is not so much 
changes of velocity in Camera#1 but different speed at Camera#2. 
In case of Camera#2, there is a drop during the second peak 
volume of traffic. And each graph shows classification by four 
cases—total one month average, weekday, Saturday, and Sunday. 
According to Figure 11, there is traffic jam in Camera#2 between 
18:00 to 20:00 and the average vehicle speed goes down to less 
than 20 km/h which is confirmed the speed under heavy traffic 
congestion through the recorded traffic monitoring video data. 

 
(a) Daily Traffic Condition at Camera #1 

 

(b) Daily Traffic Condition at Camera#2 

Figure 11: Daily Traffic Condition at Camera#1 and Camera #2 

3.3. Occupancy and Traffic Density 

As described in section 3.1, time zoning is adapted into  Figure 
10. In this section,  six time zone is defined as shown in Table 2 

Table 2: Social Loss and Speed Ratio 

Zone Name Time Zone 

T1 7:00 ―  10:59 

T2 11:00 ―  14:59 

T3 15:00 ― 18:59 

T4 19:00 ― 22:59 

T5 23:00 ― 2:59 

T6 3:00 ― 6:59 

 

There are 6 time zones such as T1 is defined time frame from 
7:00 am to 10:59 am which is most congested time frame as we 
see in Figure 11. And T4 is defined time frame from 19:00 to 22:59 
which is the second congested time frame. In case of using this 
Time Zone classification for k - OC curve, Time Zone based k - 
OC curve is shown in Figure 12. In this paper, we focus on the 
characteristics at Camera#1 and #2. 

 
Figure 12: Time Zone based k – OC curve at Camera#1 and Camera#2 

When the Time Zone based analysis, it is clear two groups data 
plot in Camera#1, where there is no traffic congestion condition 
compared with that of Camera#2. From the result of Camera#1 
analysis, the upper group in k – OC curve comes from majority of 
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T4 (19:00-22:59). The lower group in k –OC curve comes from 
T1, T2, and T3. In another words, upper part of T4 is relative lower 
density compared with lower part of T4. This means there are two 
types of traffic congestion condition. Therefore one type of traffic 
congestion is defined as low density traffic congestion (herein after 
it is called as Low density Congestion) and the other one is higher 
traffic density congestion (herein after it is called as High density 
Congestion).  

The next section describes traffic volume to occupancy and 
average vehicle speed to occupancy in order to understand the 
traffic congestion condition with other traffic parameters. 

3.4. Occupancy and Traffic Volume and Speed 

In Figure 11, it is shown about the daily traffic condition by 
traffic volume and average vehicle speed. In this section, it adapts 
Time Zone basis analysis for q-OC curve and v-OC curve in order 
to understand relationship between traffic volume to occupancy 
and  average vehicle speed to occupancy. 

The Traffic volume (q) to Occupancy (OC) Time Zone basis 
relationship at Camera#1 and #2is shown in Figure 13. 

 
Figure 13: Time Zone based q – OC curve at Camera#1 and Camera#2 

From the q - OC curve at Camera#1 in Figure 13, it shows 
more clear about difference between Low density congestion area 
and High density congestion area. The Low density congestion 
occurs in T4.  It looks same trend of characteristics at Camera#2 
but there is no clear two groups separation between Low density 
congestion and High density congestion. 

The next Figure 14 shows average vehicle speed (v) to 
Occupancy (OC) relationship. 

 
Figure 14: Time Zone based v – OC curve at Camera#1 and Camera#2 

From Figure 14, it is clear that traffic congestion at lower than 
30km/h occurs above 30% Occupancy condition. 

Here is a question why Low density congestion occurs. It is 
considered at the next discussion section. 

4. Discussion of Low density congestion 

According to all traffic measurement location in Ahmedabad, 
the location Camera#2 is the most congested condition location 
(refer to Figure 5). And traffic condition during T4 time zone 
becomes most congested as described in previous section. The 
traffic volume at T4 of Camera#2 is the second peak of traffic 
volume in a daily condition as shown in Figure 6 (b) and Figure 11 
(b). The highest peak of traffic volume occurs at  T1 and T2. 
Therefore it is possible to define that High density congestion 
occurs at T1 and T2 and Low density congestion occurs at T4. 

There is one more traffic parameter which is called Headway. 
The Headway is defined the distance between the front of driving 
vehicle group and the front of the second driving vehicle group 
(refer to Figure 15). 

 
Figure 15: Headway definition 

It is relative true the relationship between the small value of 
Headway and traffic congestion because its traffic density is large. 
The Headway (ℎ�) and the traffic density relationship is described 
(7) from the theory. 

ℎ� =
1
𝑘𝑘

=
𝑣𝑣
𝑞𝑞

 (7) 

where ℎ� is average of headway. From (7) and (6), (8) is given. 

ℎ� =
1
𝑘𝑘

=
100𝑙𝑙 ̅
𝑂𝑂𝑂𝑂

 (8) 

From (8), the headway (ℎ�) is inverse proportional to occupancy 
(OC) with the average of vehicle length (𝑙𝑙)̅. The average of vehicle 
length is difficult to get from real measurement. Therefore the 
relationship between the average headway (ℎ�) to occupancy (OC) 
is not exactly inverse relation. The Figure 16 shows ℎ� - OC curve 
at Camera#1 and #2. The vertical axis is legalism for clear display. 

 
Figure 16: Time Zone based 

From Figure 16, the traffic congestion occurs at T4 Time Zone 
and its Occupancy is above 30%.  In this analysis, it is difficult to 
clarify between Low density congestion and High density 
congestion. The difference of Low density congestion and High 
density congestion becomes clear from traffic volume to 
occupancy or traffic density to occupancy relationship. 

When it check the Time Zone of Low density, T4 and time 
period is from 18:00 to 22:59. After discussion with local traffic 
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police, they observe that the Low density congestion may be  
caused by limitation of parking space in the city. In the evening 
after work, the residents of Ahmedabad stop by restaurants and or 
shopping place and they make parking their vehicle at not 
permitted place such as along the street. Therefore this parking 
issues have potential for creating Low density congestion. If so, 
there is a solution for Low density congestion by preparing 
appropriate parking space for restaurant and shopping. The reason 
why the Low density congestion is detected by the traffic 
monitoring cameras is assumed that the collecting data is based on 
number of driving vehicles, not parking vehicles. For the traffic 
monitoring cameras, they take the vehicles as a part of side roads, 
which means parking vehicles make roads just narrow path and is 
unable to count the vehicles number as their traffic density. This 
situation tells that it is important to judge the traffic monitoring 
data by not only numerical data from the monitoring camera but 
also actual visual data. 

In terms of quantitative social loss analysis method, the 
demand curve in Figure 9 is used from the measurement data, 
which is described as the condition of the quantitative social loss 
analysis method. When Figure 9 is mapped by time zone, it 
becomes Figure 17. 

 
Figure 17: Time Zone based q-1/v curve at Camera#2 

From Figure 17, Low density congestion area at T4 is located 
inside the demand curve. Therefore it is able to confirm proposed 
quantitative social loss analysis is valid. 

5. Summary 

In this study, there are three features for Indian traffic flow 
analysis. 

• Feature 1: Introduce envelop observation method based 
on traffic flow data to provide traffic flow fundamental 
characteristics by traffic flow equation. It is able to get 
traffic flow parameters from this equation i.e. jam 
density (kj), free speed (vf). 

• Feature 2: Propose quantitative social loss of traffic 
congestion method by only using traffic measurement 
data. As for critical speed (vc), it is defined by Speed 
Ratio (SR)―average speed (vave) to free speed (vf)―0.65 
or 2/3 of (vf), which is based on traffic flow analysis in 
India. 

• Feature 3: There are two types traffic congestion 
condition in India, Low density congestion and High 

density congestion. It is presumed that Low density 
congestion mainly is caused by parking vehicle problem. 
Therefor Indian Traffic congestion occurs not only by 
large number of vehicles but also other infrastructure 
issues. 
 

All this study analysis is based on one month of real traffic 
flow data in Ahmedabad city. It is necessary to have more 
different timing, location i.e. place, city, country. It is also 
important to have traffic video data in order to evaluate traffic 
congestion condition and understand congestion reason. The 
above all research items are future work. 
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 Photoluminescence (PL) of inhomogeneous porous silicon (PS) of p-type is investigated in 
this contribution. We measured the PL signal at equidistant positions separated by 0.05 mm 
in area localized between original crystalline Si (c-Si) wafer surface and electrochemically 
prepared PS layer. Two PL peaks localized at energies 1.8 and 1.9 eV were identified and 
their parameters were determined. The changes of PL maxima energy (“blue shift”) in 
dependence on position were observed.  Keywords:  
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1. Introduction  

Researching porous silicon (PS) structures is time-intensive. 
Extensive collection of results is presented e.g. in [1], but the 
interpretation of the origin of photoluminescence (PL) signals is 
still a problem.  

Structural characteristics and luminescence of PS prepared by 
chemical etching were studied by Korsunskaya et al. in [2]. The 
luminescence spectrum of this type of PS was the result of 
superposition of two PL bands. The first band represents excitonic 
recombination in amorphous Si nanocluster smaller than 3 nm. The 
second band, which prevails at room temperature, is generated by 
the recombination of charge carriers mediated by the defects in 
silicon oxide.  

Silicon nanocrystallines (NCs) are included in the PS in the 
form of nanowires on monocrystalline silicon surface composed of 
different phases of crystalline and amorphous Si. They are covered 
with oxides (SiOy) and hydrides (SiHx) (Tynyshtykbaev [3]). 
Authors concluded that the light emission originates in hydride 
coverages of nanocrystallines. In order to explain the character of 
PL centers, various models have been elaborated (see e.g. Lenshin 
[4], experimental analysis of aging effects). The model, in which 
the maximum of PL localized at 640 nm is related to defective 
levels os SiHx and SiOy components, is greatly accepted. The 

presence of groups SiOxHy, observed using FTIR spectroscopy in 
IR region, was reported in the work [5]. Only small influence of 
PL on surface morphology was found.  

The homogeneity of effective PL from PS was studied by 
Kayahan [6]. Imaging spectroscopy technique was used by author 
in order to examine both the effect of atmospheric aging and light 
illumination applied during anodization process on spatial 
distribution of PL intensity. He concluded that chemical structure 
of PS surface plays role in PL and that quantum confinement effect 
related to surface states can be understood to be a source of 
luminescence.  

Chan [7] observed dependence of energy of PL spectrum on 
size of pores in PS. Their size was controlled by concentration of 
HNO3 in etching liquid. Observed “blue shift” of peaks was 
attributed to quantum confinement effect.  

In this work are presented results of our PL experiments on PS. 
For evaluation of PL signal we used the decomposition procedure 
based on the fitting of the spectrum by the set of Gaussian peaks. 
The proper number of the peaks was estimated from the residuum 
of the fit (Brunner [8]).  

2. Experimental Part 

The contribution topic is to investigate the PL signal recorded 
on an inhomogeneous PS sample. The p-type boron doped Si 
wafers (100) with resistivity of 8 – 10 Ωcm and thickness 600 – 
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650 nm were used in the experiment. Standard PS was prepared by 
electrochemical etching process in the solution of HF and MeOH 
without illumination. Used apparatus is schematically depicted in 
the Figure 1. Electrical voltage 6V – 11V was applied through 
mask (Fig. 1) between the exposed area of the Si sample (positive 
potential) and Pt negative electrode. A constant current of 30 
mAcm-2 was maintained during the few minutes of the etching 
process. The PS was rinsed in ethanol and annealed in nitrogen at 
250°C for 30 minutes.  

Optical and electrical parameters of PS layer depend on the 
type and size of the formed crystallites that are controlled by 
etching process parameters. The mask affects current density in 
vicinity of their boundary. This shielding effect leads to generation 
of transient area between exposed and non-exposed part of surface 
of silicon wafer.  

Measurements were performed in this transient area in 17 
points separated by 0.05 mm starting from initial crystalline 
surface (after polishing and cleaning procedures) to prepared PS 
layer as shown in the Figure 2. 

The PL of the sample was measured at ambient temperature. 
PL spectra were decomposed into Gaussian peaks (this process is 
explained in more details in [8, 9, 10]). Usage of Gaussian peaks 
is suitable for sufficiently homogeneous structures composed of 
domains (layers). Photon emission is considered as an event which 
is independent of other emission acts. This independence makes 
possible to use the central limit theorem, leading directly to the 
Gaussian profile of the PL peak. The presence of light emitting 
centers of different types in the sample gives the spectrum 
composed of a set of Gaussians.  

The observed spectra were fitted in order to find parameters of 
the set of Gaussian functions (energy, intensity and width given as 
FWHM) and to calculate constant bias. This bias represents both 
noise and signal offset contribution. Root-mean-square (RMS) 
value was used in the role of the object function in the fitting 
process.  

The calculated parameters of PL peaks (without bias) were 
statistically tested using bootstrap method (e.g. [11]) based on 
measured data set resampling. Confidence intervals of peak 
parameters were estimated using BCa percentile method (“bias-
corrected and accelerated”). This version reduces the requirements 
on number of the used bootstrap data set. In our calculations we 
used 500 resampling procedures for each sample. Standard 5% 
confidence limit was used for confidence intervals.  

3. Results and Discussion  

Estimation of optimal number of PL peaks during fitting 
process was based on size of residuum. Figure 3 shows how 
residuum depends on the number of used peeks. Well visible 
“knee” indicates the optimal model. This approach is explained in 
more detail in [8] (but briefly speaking, usage of too small number 
of peaks omits relevant parts of the PL signal, whereas redundant 
peaks fit mainly the noise). In this case, two relevant PL peaks 
were found: ~1.8 eV and ~1.9 eV.  

Figures 4 – 6 show dependence of parameters of PL peaks (in 
successive steps energy, intensity and FWHM). Signal was 
measured at ambient temperature. The visible dependence of 

parameters of peaks on the position of the measurement point is 
attributed to the lateral non-homogeneity of the PS layer in the 
transition region (Fig. 2). Calculated confidence intervals are 
slightly non-symmetrical. Possibility to evaluate such data sets is 
the main advance of the bootstrap method, because the approach 
based on the normal error distribution would be less effective.  

Several trends were observed:  

Increase of the PL peak energy in dependence on position of 
measurement point is visible in Figure 4. We suppose that this may 
be the consequence of the size effect caused by the etching of 
nanostructural elements. Namely it is related to the SiOxHy 
compounds covering the structure’s surface. The presence of the 
SiOxHy has been confirmed in the works [5, 12] using FTIR 
spectrometry of the samples of this type in wavenumber range 790-
1250 cm-1 (0.098 - 0.155 eV).  

A noticeablw changes of power of PL signal in dependence on 
position of measured point can be seen in Figure 5. This is mainly 
the consequence of increased thickness of light-emitting PS layer 
in combination with interference of exciting light during PL 
experiment, but the size effect (controlling light conversion 
effectivity) can take place in this process also. 

Observed changes of FWHM of peaks 1 and 2 on Figure 6 are 
close to zero and may be non-significant in comparison with the 
width of confidence interval. Otherwise the increase of FWHM 
may indicate the inhomogeneity of the sample.  

  

Figure 1: Experimental setup 

 

Figure 2: Sample geometry and measured area 
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Figure 3: Residuum as a function of number of peaks 

 
Figure 4: Dependence of energy on the position. Confidence intervals at 

confidence level α=0.05 are given 

 

Figure 5: Dependence of intensity on the position. Confidence intervals at 
confidence level α=0.05 are given 

4. Conclusion 

Visible increased “blue shift” of both PL maxima (1: at 1.9 eV, 
2: at 1.8 eV) occurred in all records in dependence of location of 
measuring point has been observed. We suppose that this effect is 
mainly related to the SiOxHy compounds that cover the PS 
structure’s surface. This structure was modified during preparation 

of the sample by the non-homogeneous density of the current in 
transient region (in the vicinity of the mask boundary, see Fig. 1). 

The corresponding FWHM of the peak marked as 1 is 
decreasing, whereas the value of the peak 2 is increasing in 
dependence on the position of measuring point. These effects are 
weak, however, the increase of the FWHM parameter may indicate 
the degradation of the sample homogeneity. 

 

Figure 6: Dependence of width on the position. Confidence intervals at 
confidence level α=0.05 are given 
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 Digitization is viewed as the capability to utilize digital technologies for generating 
processing, sharing and transacting information. Studies show that digitization has now 
become ubiquitous. In almost all the sectors, we routinely interact with digital technologies. 
As a result, the impact of digitization is being observed in such sectors. For instance, the 
positive impact of digitization in education sector includes more efficient administration, 
reduction in workload, better accessibility to information, better management of school 
resources and enhanced quality of reports. However, in the context of secondary schools, 
the literature is conspicuously silent on the formal way of assessing the impact of 
digitization on both the academic performance and service delivery. As an attempt to 
address the gap, this paper describes a model that can evaluate the impact of digitization 
in such schools. Python programming tools were used to demonstrate implementation of 
the model. The model can help governments to formulate policies related digitization of 
secondary schools and can also be used by funding organization to demonstrate 
accountability when making investment decisions. 
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Digitization impact index 
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1. Introduction  

According to [1] digitization refers to the capability to utilize 
digital technologies for generating, processing, sharing and 
transacting information. Previous studies show that digitization in 
secondary schools is realized by integrating information 
communication technology(ICT) tools like School Management 
information systems (MIS) to enhance efficiency of providing 
administration services. Examples of such services are 
formulating strategic plans, evaluating staff performance, 
communication and distribution of resources [1, 2]. 

Integration of ICT tools in education calls for the development 
of indicators to monitor the impact of such tools. Both funding 
sources and the public can use the indicators assess accountability. 
In addition, there is a need for tools for indicating how use of 
technology in education is promoting empowerment, creativity, 
equality, efficiency among learners. Many academic researchers 
have attempted to address these needs at theoretical and empirical 
levels but have encountered two difficulties. First, student 
performance is hard to measure and still there is no common 
understanding about its definition. Second, ICT is characterized 
by changing or evolving technologies and their impacts are 
difficult to separate from their setting. Therefore, the association  

between the use of ICT and educational performance is not clear, 
and inconsistent findings are presented in the literature [3]. To 
address some of these difficulties our study aims at establishing 
an appropriate model for assessing the digitization level and its 
impact on education institutions including secondary schools. 

2. Related Work 

2.1. Digitization  

Education is one of the important mechanisms that provide 
the necessary skills, competencies and knowledge among people. 
Consequently, research on factors influencing the academic 
performance of students in education institutions has become a 
topic of increasing interest. Previous studies have reported that 
digitization and the integration of ICT tools is one of the factors 
that are attributed to improvement of  academic performance in 
secondary schools [5]. A recent report from the Education Council 
of the Netherlands has revealed that the education sector is still 
looking for the suitable level and appropriate methods of 
digitization [6]. This observation has created the need for 
establishing an appropriate index for measuring digitization level 
and its impact on education. Examples of existing models of 
indices include digitization index [7] and digitization impact 
index. 
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a) Digitization Index (DiGiX) 

According to [7], Digitization Index (DiGiX) can be 
described as a composite index for measuring the impact of 
digitization in societies such as learning institutions. This is a tool 
assessing the extent to which ICT is integrated in institutions[8]. 
Previous research work has been focused on developing indices 
that can assess digitization in a country. An example is  
Digitization Index  proposed by [9] as tool for assessing the level 
digitization. This level can be measured using six main attributes. 
That is, (i) Ubiquity, which refers to  the level of accessing  
universally  digital applications and services  by  consumers and 
enterprises, (ii) affordability, which is described  as the degree to 
which digital services are valued in a range that makes them 
available to a large population, (iii) reliability that is viewed as the 
quality of available digital services, (iv) speed, which is described 
as the extent to the degree  to which digital services can be 
available  in real time, (v) usability that is described as the 
simplicity of using digital services and the capacity of local 
ecosystems to improve utilization of these services and,  (vi) skill 
that is viewed as the ability of users to incorporate digital services 
into their daily lives and businesses. Figure 1, illustrates how each 
of the metrics are related in digitization index. 

c) Digitization Impact Index 

Digitization Impact Index can be described as the effect of 
digitization of a society such as a school or a country.  In the 
context of a school, Digitization Impact index can be studied as 
an impact of digitization of a school in a user satisfaction model. 
In this case, the user is the staff or student who is directly impacted 
by the utilization of digital services in the school. Key indicators 
to compute their level of satisfaction are derived from the rating 
of the efficiency of services offered in the school which would be 
influenced by the level of digitization. According to [10] people 
are used to the concept of rating things with numerical scores and 
these can work well in surveys. Once the respondent has been 
given the anchors of the scale, they can readily give a number to 
express their level of satisfaction. Typically, scales of 1- 5 are 
used where the lowest figure indicates extreme dissatisfaction and 
the highest shows extreme satisfaction. 
     Several studies have observed that digitizing schools has an 
impact on education that can be measured using the following 
indicators: 
i. Improvement of students’ academic performance that is 

generally evaluated by the mark or grade attained by the 
student in an examination [5] 

ii. Increase of enthusiasm, interest and creativity [5]. 
iii.  Ease of system use like explaining concepts when cast on 

screen [5]. 
iv. The speed of information access increase as a result of internet 

infrastructure that support pervasive, simultaneous utilization 
of devices for instruction, evaluation, and school operations 
[12]. 

v. The number of decisions to make increases. These include 
device acquisition, content options, the role of technology in 
supporting classroom management, security and privacy, and 
data management [12]. 
 
However, policy makers are confronted with two main 

challenges that are related to application of digital index. First, 

there are no standard performance indicators to measure the level 
at which ICT is incorporated in societies.  The second challenge 
is that there is lack of instruments for measuring the impact of 
adopting mass connected digital technologies and applications in 
societies and economies [8]. Consequently, there is lack of a 
standard index for assessing the impact of digitization in 
secondary schools. 

3. Proposed Model 

As an attempt to address these challenges, we propose a model 
that can be used to assess the level and impact of digitization in a 
typical secondary school. The model was derived by combining  
a composite digitization index proposed by [9] with indicators of 
digitization impact stated by  [5, 12]. This is shown in Figure1. 
 
 
 
 

 
Figure1:  Digitization impact conceptual model 

As illustrated in Figure1, digitization index is representing 
independent variable for describing the level of digitization in a 
typical a secondary school. On the other hand, digitization impact 
on the school index represents the dependent variable. The 
proposed model can also be illustrated using simple regression 
equation of the form, Y= a + b1X1, where Y is the digitization 
impact index on the school , a is the constant parameter, b1 is the 
parameter to be estimated  and  variable  X1  is the  digitization 
index, an independent variable.  

 
4. Significance of the Study  

There are three main benefits that are associated with the 
proposed model. First, it can be used by the government to 
formulate policies related digitization of secondary schools, 
particularly in the African contexts like Kenya. The second 
benefit is that it can be used by funding organization to 
demonstrate accountability when making investment decisions 
[3]. The third benefit is that it can be used by school managers to 
assess the impact of integrating ICTs in a typical secondary 
school. 
 
5. Study Method 

According to [13] as cited in [14], at least thirty (30) subjects 
required for correlational research to investigate relationship 
between variables and at least 10% of the accessible population  
is required for descriptive research. Based on this argument, the 
researcher collected data from 35 teachers in 11 (>50%) schools 
of Makadara Sub- County in Kenya. 

The study sought the teachers input in assessing the reliability 
and speed of computer systems, adequacy of infrastructure and 
the impact that this had on both their students’ interest and 
improved academic performance. The input from teachers was 
solicited through questionnaires and converted into numeric 
values by use of Likert scale.   

Digitization Impact on School 
i.Learners interest 

ii.Learner improvement 
iii.Speed of information access 
iv. Decision making speed 
v. Ease of system use 

Digitization Index 
i. Affordability 
ii. Systems reliability 
iii. Systems speed 
iv. Usability 
 v. Digital skill 
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       For each of the seven (7) schools visited, individual responses 
obtained through questionnaires were used to generate both 
Digitization index and Digitization impact index. This was done 
by computing the percentage of arithmetic mean obtained from 5-
point Likert scale. Based on the scale, the maximum rating for 
each indicator was five (5) and the lowest rating was one (1). 
Therefore, the maximum possible sum of the five identified 
indicators was 5X5=25. The sum of the levels was then expressed 
as a percentage to the maximum possible sum (25) to obtain an 
index for each school.  For instance, if an individual respondent 
rated Learner interest = 3, Learner improvement =3, Speed of 
information access = 4, Ease of system use =3 and Decision 
making speed =2, then the ICT Integration index can be computed 
as follows:  
 

X= (3+3+4+3+2) X 100 % = 15X100% = 60 
5X5                     25 

     During data analysis, digitization index was treated as 
independent variable while academic performance was treated as 
a dependent variable. The internal consistency of the 
questionnaire was tested by use of Cronbach Alpha measure and 
found to have the acceptable value of 0.735. Correlation analysis 
was then carried out to assess the strength and the direction of 
association between variables [15] while linear regression 
analysis were used to develop the proposed model. 
 
6. Results 

Table1 presents shows results from the seven (7) schools, 
where variables X1, represents Country’s’ Digitization index, and 
Y represents digitization impact on learners behavior.  

Table1: Digitization index (X1) and Digitization Impact index (Y) 

Digitization index (X1) Digitization Impact index (Y) 
64 44 
80 80 
80 76 
72 92 
92 60 
68 72 
52 52 

 
Pearson correlation results from the seven (7) schools’ sample 

showed that Digitization index was positively related to 
digitization impact with a correlation coefficient of 0.38. This is 
shown in Figure 2.  
 
 
 
 

 Figure 2: Correlation between digitization index and digitization impact 

 Findings from Sklearn library that is implemented in python 
programming language revealed that academic slope coefficient 
(b1) was approximately 0.49 while the intercept coefficient was 
32.20. The two computed coefficients were then substituted in the 
regression equation to formulate the empirical model that is 
shown in Figure 3. The model means that for every 0.49 increase 

in the digitization index there is one unit increase in the academic 
slope. 
 
 
 

 
Figure 3: The developed empirical model 

For the purpose of enhancing understanding Seaborn and 
Matplotlib packages were used to visualize the developed model 
from the seven schools sample. The results are shown as shown 
in Figure 4.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Visualization of the developed empirical model  

7. Conclusion and Future Work 

Findings from this study reveal that Digitization index of 
secondary schools can be measured using five indicators. That is, 
(i) affordability, (ii) systems reliability, (iii) systems speed, (iv) 
usability and (v) digital skill. In addition, linear regression 
equation can be used as an index for measuring the impact of 
digitization on both the academic performance and service 
delivery. Metrics for measuring such an impact include          (i) 
Learners interest, (ii) learner improvement, (iii) speed of 
information access, (iv) decision making speed, and (v) ease of 
system use 

From the reviewed literature it was observed that digitization 
has a positive impact on academic performance, interest and 
enthusiasm, ease of system use, and decision making process [5, 
12]. On the other hand, the evaluation results of the proposed 
model showed that there is positive correlation between 
digitization and academic the effect on same indicators. Therefore, 
it can be concluded that the proposed model is consistent with 
findings of  [5, 12].   

Further research can be conducted to explore other measures 
for assessing digitization impact. The generalization of the 
proposed model can be evaluated by testing it in other education 
contexts like colleges and universities. 
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 Many robots have been proposed for smart applications in recent years However, while 
these robots have good ability to move between fixed points separated by short distances, 
they perform less well when required to navigate complex interior spaces with an irregular 
layout and multiple obstacles due to their relatively crude positioning and path control 
capabilities. Accordingly, the present study proposes an integrated system consisting of a 
Raspberry Pi development platform, various sensor devices and iBeacon technology to 
facilitate the path control, indoor positioning, and obstacle avoidance of a programmable 
iRobot Create 2 sweeping robot. The capabilities of the proposed system and its various 
components are investigated by means of practical experiments and numerical simulations. 
In general, the results confirm that the proposed integrated system provides a viable 
platform for the future development of sophisticated indoor robots for smart indoor 
applications. 

Keywords:  
Indoor position 
Path control 
Sweeping robot 

 

 

1. Introduction  

In recent years, robot technology has been introduced into 
related application of smart network. However, interior space is a 
very complicated environment because signal transmission can be 
easily influenced by architectural structure. Thus, for many years, 
well-known services to the mess such as GPS positioning system 
or Google map are most applied in outdoor public infrastructure 
instead of interior space. This has blocked the application of robots 
in smart homes; at present, smart robots mostly move between 
fixed points, on certain tracks or only in short distance; for the 
movement in interior space of robots, there have not proper 
solutions because researches in this field is still in startup stage and 
robots are in lack of the support in IoT environment; plus, 
problems emerged when it comes to the sensing technology, 
spatial orientation, path planning, obstacles avoidance, robot 
learning and communication between robots still need to be solved 
and overcome by further integration. 

To introduce the application of robots from factories to homes, 
we need to enable smart robots to arrive the right position rapidly 
through the indoor application service or precisely identify robots 

or users via indoor positioning navigation. Thus, it is necessary to 
conduct further research on smart robots to develop a positioning 
service system used indoor. In this way, smart robots can be 
extended from industrial application in factories to caring service 
in smart homes, bringing more diverse possibilities to home 
application service of IoT.  

This study is organized as below: Section 2 introduces related 
work on indoor positioning, path planning and searching, avoiding 
obstacles and automatic following; Section 3 introduces research 
steps and system implementation; Section 4 represents conclusions. 

2. Research on related application of home robots  

How to let robots assist people to deal with daily tasks in 
various scenarios and precisely identify their location and arrive 
target areas to complete tasks will be important goals to introduce 
robots to smart home application. The following are some related 
study of home robots. 

2.1. Indoor positioning 

In view of this, [1] proposed to utilize RSSI signal of wireless 
network and triangulation algorithm as be indoor positioning 
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mechanism for robots. The results showed the positioning 
precision is 0.125 m and the error is below 0.4%. 

In [2], the author proposed to utilize laser distance meter to 
construct indoor environment model. The meter can measure its 
moving path and calculate via the assistance of cloud server, 
effectively avoiding obstacles on moving path. In [3], it proposed 
to utilized the information change in the sensor or the robot and 
calculate its moving direction and location. Through change values 
measured by gyro and accelerometer, the robot can calculate its X, 
Y and θ. After calibration, it can obtain the reference coordinate of 
robots and plan an effective moving path. 

2.2. Path planning 

Coverage path planning [4] algorithm for robots is an important 
efficiency indicator for home robots; random path planning is an 
intuitive way to move of robots. Robots forward linearly towards 
any direction and change path only when hitting on obstacles and 
repeat this process until it reaches maximum coverage scope. Such 
algorithms have the advantage of simplicity since very few sensors 
are required and there is no need to construct and maintain an 
indoor environment map [5]. However, they require a long time to 
achieve full coverage of the target environment; DmaxCoverage 
[6] an algorithm which can assist robots to construct environment 
map to reach maximum coverage scope; furthermore, in [7], this 
study utilized Dijkstra's algorithm to generate optimum path in 
environment to avoid the decrease of efficiency during random 
path planning. 

2.3. Search, obstacle avoidance and automatic follow-up 
Unlike robots, humans can use their own sense organs to create 

space and sense of distance. Therefore, in [8] this paper 
implements a mobile robot with an automatic following system. 
The mobile robot can perform positioning, mapping, and moving 
the target side. Tasks such as distance, human detection and target 
tracking, and can be applied in real life, such as museum, office or 
library guidance; in [9], this paper implements a wheeled robot that 
can perform search and obstacle avoidance work. The robot is 
equipped with a vision and distance sensor, which can match 
multiple objects by visual system identification objects to create 
multiple hypothesis blocks for the environment. These multiple 
hypothesis blocks can make the robot avoid obstacles and explore 
the target object. 

3. System design and implementation 

Figure 1 shows the functional block diagram of the 
implemented robot. The function of positioning is a crucial factor 
to introduce robots into interior application. To achieve this goal, 
this study combines Raspberry Pi with BLE Bluetooth 
communication technology to implement iBeacon of robots; when 
the robot moves, if it detects iBeacon and reports the positioning 
information, the system is able to know the location of the robot. 

Sensor application
Direction sensor
Ultrasonic sensor
Laser sensor

Collecting signals
Beacon

Raspberry Pi
iRobot

Data storage and analysis
Task execution
Autonomous communication

 
Figure 1: System block diagram of the sweeping robot 

Figure 2 shows the original look of programmable sweeping 
robot. This study combines iRobot Create 2 programmable 
sweeping robot with Raspberry Pi programmable control electric 
circuit with I/O device to explore straight movement and rotation 
of robots. We also use Python to write tests of every control 
application. developing a smart robot which is equipped with 
indoor positioning function; Figure 3 is the prototype of the robot 
for indoor application. 

 
Figure 2: Programmable Sweeping Robot (Original Look) 

 
Figure 3: Smart Robot Developed by Combining iRobot Create 2 Programmable 

Sweeping Robot with Raspberry Pi 

3.1. Composite sensing device 

Linear walking and rotation are the basic movement 
instructions of the robot. In order to understand the difference 
between the expected result and the actual result after the 
instruction is executed, this study installed sensing devices such as 
distance, magnetic field, acceleration, and gyroscope on the 
cleaning robot. This study first measure the robot's motion data and 
then use the analysis results to correct the robot's motion 
parameters. 

Show as Figure 4, take the orientation sensor as an example. 
After the robot adds the orientation sensor, the system developer 
can use the sensor's numerical change to determine the robot's 
movement state; because the X axis represents the robot's direction 
of travel, the robot can use it to determine the robot when 
performing a task. The forward direction; on the other hand, since 
the Z axis of the accelerometer is negative when the robot's 
operation panel is upward and downward when it is positive, it is 
possible to use the Z axis of the acceleration sensor to detect 
whether the robot is running when the robot is operated. 
Overturned or tilted state. 

 
Figure 4: The result of the smart robot orientation and the tilt state of the car 

body 
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3.2. Robot moving path planning mechanism 

To enhance the accuracy of control command, we need to 
measure reaction delay time and error when executing assigned 
process after robots receive commands. 

3.2.1. Measure and Observe the Straight Movement 

To enhance the accuracy of control command, we need to 
measure reaction delay time and error when executing assigned 
process after robots receive commands. 

Assume the program execution time is 10.05 seconds to 11.00 
seconds, and forwarding speed of the robot is set as 200 mm/sec; 
Table 1 shows the measured moving distance of the robot at 
different second. 

As shown in Table 1, the experimental results indicate after the 
control device gives commands to the robot, the actual complete 
time of robots executing commands will have delay for about 
0.5155 second (time error) and the average value of distance error 
is 10.1662 cm. This result can be used by the system to modify 
parameters so as to enhance the accuracy of positioning of the 
robot. 

Table 1: Computed Measured Results of Experimented Robot Move Straightly 
for 11 Seconds 

Execution 
Time 

Time 
Error 

Computed 
Distance 

Actual 
Distance 

Distance  
Error 

10.5657 0.5157 211.3148 200.0 11.3148 
10.6153 0.5153 212.3066 201.9 10.4066 
10.7120 0.5120 214.2402 203.5 10.74024 
10.8067 0.5067 216.1356 205.9 10.2356 
10.9189 0.5189 218.3784 208.0 10.3784 
11.0167 0.5167 220.3347 210.0 10.3347 
11.1192 0.5192 222.3845 212.0 10.3845 
11.2163 0.5163 224.3278 214.3 10.0278 
11.3168 0.5168 226.3371 217.0 9.3371 
11.4165 0.5165 228.3313 219.0 9.3313 
11.5168 0.5168 230.3377 221.0 9.3377 

 0.5155   10.1662 

According to the above measurement it is found when speed is 
fixed, we can obtain stable second difference and stable distance 
difference. Thus, when controlling the moving distance of robots, 
we can do corrections by substituting values into the Eq.(1): 

 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = �𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑+𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑𝑑𝑑×0.1

� − 𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (1) 

Amongst, distance indicates predetermined moving distance, 
difference indicates error correction distance, offset time indicates 
delay time of actual execution; from measured results in Table 2 it 
is known: let difference = 10.1662, offset time = 0.5155, assume 
predetermined straight moving distance of the robot is 800 cm and 
then the values adding into the Eq.(2): 

 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = �80+10.1662
200×0.1

� − 0.5155 = 39.9928   (2) 

Through this equation we obtain predetermined execution time 
of the program is 39.9928 seconds; after the program is execute, 

we obtain the actual execution time of the robot 40.5387 seconds, 
moving distance is 799 cm; the measured results show after adding 
it to the correction equation, the actual moving distance of the 
robot 799 cm is close to the predetermined value 800 cm, and 
difference is about 0.125%. 

Table 2: Measured Results after Adding the Straight Walk to the Correction 
Equation 

Actual Seconds Second Difference Actual Distance 
40.5387 0.5459 799 

 

3.2.2. Measure and Observe the Rotation Angle  

To observe whether the rotation angle and direction of the 
robot are as what we have predicted, we combine the mobile sensor 
with the robot. Through function of iPhone DeviceMotion we 
obtain the measurement data of the robot; experimental data here 
will be compared with that obtained from SenseHat compound 
sensor; Table 3 shows the measured results by observing rotation 
angle per second after the robot finishes straight move and another 
move for 1.1~3.3 seconds at 100 mm/sec rotation speed. The 
testing process is shown in Figure 5. 

 
(a) The Status of Actual Measurement 

 
(b) Measured Results 

Figure 5: Measure Rotation Angles of Robots 

From the experimental results we know when rotation speed is 
fixed, dividing actual angle by program seconds will obtain 
rotation angle per second, rotation angle per second is stable and 
thus we obtain the equation below: 

 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ÷ 𝑒𝑒𝑎𝑎𝑒𝑒𝑎𝑎𝑒𝑒𝑎𝑎𝑒𝑒 (3) 

Let expected denote the predetermined rotation angle, average 
denote the actual angle/ obtained average rotation angle according 
to program execution seconds (control factor) According to the 
measured results in Table 3,  let average = 55.21061296∘ /sec; 
during the execution, we simply need to substituting the degree of 
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angle to rotate into the above-mentioned equation to obtain the 
required seconds for rotating to the assigned angle; taking rotating 
90-degree angle as example, through the equation we obtain the 
execution time of the program will be expressed as execution time 
= 90 / 55.21061296 = 1.6301 seconds. 

Table 3:: Actual Measured Results of Rotation Angles of Robots 

Execution 
Time in 
Seconds 

Rotation 
Angle 

Rotation 
Angle Per 
Second 

1.502199 55 55 
1.602238 61 55.45454545 
1.702244 67 55.83333333 
1.802489 72 55.38461538 
1.902531 77 55 
2.002577 83 55.33333333 
2.102841 88 55 
2.202954 93 54.70588235 
2.302842 100 55.55555556 
2.403040 104 54.73684211 
2.503230 109 54.5 
2.603253 117 55.71428571 
2.703390 122 55.45454545 
2.803547 126 54.7826087 
2.903717 132 55 
3.003546 139 55.6 
3.103666 142 54.61538462 
3.203762 149 55.18518519 
3.303927 153 54.64285714 
3.404050 161 55.51724138 
3.504325 165 55 
3.604233 171 55.16129032 
3.704476 176 55 
  55.21061296 

Table 4 shows the results obtained when the robot rotated 90 
degrees, 180 degrees, 270 degrees, and 360 degrees. It can be seen 
from the experimental results that with the increase of the program 
execution time, the errors generated by the robot after the 
execution of the rotation action will gradually appear. 

Table 4: Actual results of the angles obtained after actual implementation 

Estimated 
rotation 
angle 

Calculated 
time 

Actual 
execution 
time 

Actual 
rotation 
angle 

Angle 
error 

90 1.6301 2.132857 91 1 
  2.133154 90 0 
  2.132777 91 1 
  2.133019 87 3 
  2.132970 91 1 
  2.132866 90 0 

(a) 90 degrees 

Estimated 
rotation 
angle 

Calculated 
time 

Actual 
execution 
time 

Actual 
rotation 
angle 

Angle 
error 

180 3.2602 3.762850 180 0 
  3.764159 183 3 
  3.762853 180 0 
  3.763769 181 1 
  3.764353 181 1 
  3.764293 180 0 

(b) 180 degrees 

Estimated 
rotation 
angle 

Calculated 
time 

Actual 
execution 
time 

Actual 
rotation 
angle 

Angle 
error 

270 4.8904 5.396417 269 1 
  5.396603 272 2 
  5.396394 268 2 
  5.396588 268 2 
  5.396419 271 1 
  5.396533 270 0 

(c) 270 degrees 

Estimated 
rotation 
angle 

Calculated 
time 

Actual 
execution 
time 

Actual 
rotation 
angle 

Angle 
error 

360 6.5205 7.028154 357 3 
  7.028164 362 2 
  7.028282 362 2 
  7.028401 362 2 
  7.028339 362 2 
  7.028357 362 2 

(d)  360 degrees 

SenseHAT is an expansion board for the Raspberry Pi. As 
shown in Figure 6, since the robot's magnetic field will affect the 
SenseHAT's value, in order to improve the accuracy, SenseHAT 
will calibrate the magnetic field, and then measure the SenseHAT 
detection value is correct. Table 5 uses the rotation angle of 72 
degrees as an example to judge the difference between the 
predicted angle and the actual angle. The maximum value of the 
experimental result drops to 5, so it needs to be corrected after each 
rotation command 

 
Figure 6: SenseHAT composite sensor 

3.2.3. Measure and Observe the Rotation Angle  

As mentioned above, the movement of robots is consisted of 
two parts including straight movement and rotation. Thus, we can 
write its moving path into script and then through changing 
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commands to make robots execute tasks. Let s denote straight 
moving, t denote back moving, r denote right turn and l denote left 
turn. Taking Figure 7 as example, the script of the moving path of 
the robot will be written into “s290 r90 s47 l90 s310 r30 s122.” if 
we break down the script by rules, it can be divided into seven 
command list including forwarding 290 cm, rotating right for 90-
degree angle, forwarding 47 cm, rotating left for 90-degree angle, 
forwarding 310 cm, rotating right for 30-degree angle, forwarding 
122 cm and arriving the destination. 

Table 5: Experiment with a rotation of 72 degrees  

Initial 
angle 

Estimated 
rotation 
angle 

Actual 
rotation 
angle 

Angle 
error 

105 177 180 3 
 249 251 2 
 321 323 2 
 33 38 5 
 105 106 1 
 178 181 3 
 250 253 2 
 322 323 1 
 34 38 4 
 106 106 0 

 

 
Figure 7: Moving Path Planning of Robots 

3.2.4. Production of script tools  

Although the path of the robot can use the previously written 
script to write the relevant parameters to the robot. However, in 
order to make the robot's control more flexible, the project also 
developed a Web control interface that allows the user to control 
the walking path of the robot through the Web, as shown in Figure 
8: 

 
Figure 8: Manual specification of robot path 

When the user issues an instruction, the system will put each 
value into the database and then convert it to json format output 
when needed, as shown in Figure 9 

 
Figure 9: Store forward distance and turning angle 

As shown in Figure 10, when robots execute Script, it would 
obtain forwarding distance and rotation angles from the database 
to execute tasks. When all assigned tasks are done, it would show 
the spent time for finishing all movements to notify users of time 
spent to complete cleaning so that users can more easily use it. 

 
Figure 10: Executed Motions and Spent Time of Robots 

3.3. The Design of iBeacon Information Assist System 

Owing to smart robots can provide more human-oriented 
location-based service after combining with perception positioning 
system and have better market competitiveness in the future, this 
study new robot communication application service in view of the 
development of smart home and IoT. This study implements 
diverse simulation test by iRobot Create2 which is designed to 
control robots, applying iBeacon micro-location technology, 
compound multi-axis sensor technology and so on to develop 
smart robots for indoor positioning and path algorithm; for robots, 
the precision of positioning signals is a very crucial parameter. 

3.3.1. Experimental field planning and design  

To enable robots to obtain indoor coordinates and execute 
dynamic searching, this study constructs an IoT micro-location 
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system. Through the assistance of the iBeacon system, robots are 
able to inquire past moving track before executing tasks and 
transform the moving process to coordinate record to build up the 
spatial perception ability of robots; when robots calibrate signals 
and connect to system database. The robot can report its location 
to the system while forwarding and meanwhile report its location 
to the IoT micro-location system so that it can plan, correct and 
predict its paths.  

Fig. 11 shows the experimental field. The experimental field is 
an 85m x 20m 2-dimensional space. A total of 14 Beacons are 
arranged to allow the robot to perform tasks that can be used for 
positioning applications. 

 
Figure 11: Experimental space for robotic indoor positioning applications 

3.3.2. Researches on Beacon Positioning  

The iBeacon messages detected by the robot contained various 
items of location-related information, including the UUID, the Tx 
Power, the RSSI, and so on (see Fig. 12) 

 
Figure 12: Contents of iBeacon message  

After obtaining RSSI and TxPower value between robots and 
Beacon, we can then use relative relation between RSSI and 
TxPower as the reference value of distance between the robot and 
Beacon; when ratio between RSSI and TxPower is less than 1.0, 
we use Eq. (3) to obtain distance, or we will use Eq. (4): 

 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = �
� 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑑𝑑

�
10

              , 𝑒𝑒𝑜𝑜 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑑𝑑

< 1.0     (3)

� 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑑𝑑

�
7.7095

× 0.89976 + 0.111   , 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (4)
  

Scan the iBeacon through the Raspberry Pi and calculate the 
distance, as shown in Figure 13, but since this method is easy to 
generate large fluctuations through real-time operation, it is 
necessary to increase the stability of the distance by accumulating 
balance, and plan two points iBeacon to be placed at 0.5m and 
2.5m, 30 points are measured for each point, and the first 10 data 
are averaged, and then the last 20 data are corrected by the EWMA 
formula to obtain the distance. Figure 14 is the experimental results. 

 
Figure 13: Raspberry Pi Scan iBeacon and Calculate Distance 

 
Figure 14: Revise the distance of iBeacon 

3.4. Robot positioning and map construction 

Safe walking is a challenge when robots enter an unknown 
environment. SLAM technology can be used to map assisted 
positioning by reading the value of the surrounding environment 
by the sensor. 

 

3.4.1. Robot Operating System  

With the warming of domestic robots in the past two years, 
autonomous positioning has become the primary threshold for 
robotic intelligence. To realize this function, many manufacturers 
have chosen to use ROS as the operating system of robots. 

ROS is more like an application role as a communication 
intermediary software in the entire robot design architecture. At 
the same time, a complete system integration framework for robot 
application design based on an existing operating system can be 
developed in various programming languages such as C++ and 
Python. Through the functions provided by ROS, the use of SLAM 
can be made more convenient. Figure 15 shows the use of ROS to 
generate a simple picture through the virtual machine. It is 
necessary to constantly correct the map through the SLAM 
algorithm to make the map more accurate. 

3.4.2. SLAM map construction  

As shown in Fig. 16, SLAM comprises three components, 
namely localization, mapping and navigation. With advances in 
computer technology and sensing capabilities, SLAM has evolved 
into the method of choice for robots to detect unfamiliar 
environments and find their way through them. As shown in Fig. 
17, various SLAM technologies are available, including VSLAM, 
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Wifi-SLAM and Rplidar SLAM. Among these technologies, 
Rplidar SLAM is one of the most commonly used and is hence also 
adopted in the present study. 

 
Figure 15: A Depicting map outlines through ROS  

 
Figure 16: SLAM application diagram 

   
VSLAM WiFi-SLAM Rplidar SLAM 

Figure 17: Common SLAM technology 

Rplidar Collect data repeatedly, filter noise and produce visual 
map, Rplidar A2 Typical rotational frequency is 10Hz (600RPM), 
can realize 0.9° angle resolution at typical rotational frequency, 
can adjust the rotation frequency in the range of 5Hz-15Hz with 
the user's demand. 

3.4.3. RPLIDAR Scan Value  

As shown in Figure 18, RPLIDAR is performed by Python to 
perform scanning, and the values of four angles are obtained, 
which are 0 degrees, 90 degrees, 180 degrees, and 270 degrees, and 
the results are shown in Table 6, can be applied to robot detection 
and The distance between obstacles. 

 

 
Figure 18: Use Rplidar to get the value of the angle 

Table 6: 4 angle values 

Angle Distance (cm) 
0 17.6 
90 103.3 
180 13.4 
270 20.0 

3.4.4. SLAM Algorithm  

In the SLAM algorithm, the Hector SLAM algorithm is used. 
The algorithm developed by Hector Labs in Germany was ported 
from the original RoboFram algorithm to the ROS package at the 
end of 2010. Using the 2D mesh method, the value of the laser scan 
is converted in the xy coordinates by the tf library, and possible 
position estimation and rendering obstacles. Repeated scanning 
uses a bilinear filtering method to continuously correct the map 
with low power consumption, immediacy and goodness. Figure 19 
shows the working principle of the Hector SLM, and Figure 20 
shows the experimental results of the Hector SLAM scanning 
virtual machine. 

 
Figure 19: Hector SLAM works 

3.5. Robot Obstacle Avoidance 

To carry out research on robot obstacle avoidance, the robot is 
equipped with three ultrasonic sensors. As shown in Figure 21, the 
ultrasonic sensor can sense a distance of 2cm to 400cm, an 
accuracy of 0.3cm, and an angle range of 15 degrees. The robot 
can read the value of the sensor to determine whether it encounters 
an obstacle, such as Figure 22 shows. 
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Figure 20: Logo 

 
Figure 21:  Install an ultrasonic sensor on the robot 

 
Figure 22: Confirm that the ultrasonic sensor is working 

The robot's ultrasonic sensor determines if an obstacle is 
encountered in front, and the robot will determine which side is 
longer by the left and right sensors to determine how to avoid the 
obstacle. As shown in Fig. 23, when the distance is less than 20 cm, 
the obstacle avoidance behavior is performed. When the sensor's 
value returns to normal, the robot will travel midway through the 
body to ensure that the robot completely bypasses the obstacle and 
rotates back to the original path. 

 
Figure 23: Turning with obstacles less than 20cm 

To understand the execution situation of the obstacle avoidance 
action of the robot, Figure 24 and Figure 25 simulate and observe 
the execution process of the obstacle encountered by the robot, 
where the x-axis is time and the y-axis is the path of the robot to 
avoid obstacles. When the robot turns right the y axis is 
decremented by 1 , the y axis is incremented by 1 when it is turned 
left. Figure 24 simulates the robot encountering an obstacle at 2 
seconds, then turning right around the obstacle and leaving the 
obstacle at 4 seconds. Figure 25 simulates the robot encountering 
an obstacle at 3 seconds, then turns left around the obstacle and 
leaves the obstacle at 5 seconds. 

 
Figure 24: Simulate turn right bypass the obstacle 

 
Figure 25: Simulate turn left bypass the obstacle 

Let the robot perform the task of bypassing obstacles. From the 
experimental results, the robot encountered an obstacle within 2.4 
seconds, began to perform the action of avoiding the obstacle, and 
left the obstacle within 3.8 seconds. Figure 26 is the result of the 
actual walking of the robot. The obtained time is brought into the 
program, and the result chart of the simulation is shown in Fig. 27, 
and the actual obstacle avoidance result chart is consistent. 

 
Figure 26: The actual obstacle avoidance result of the robot 

 
Figure 27: Simulate the results of actual obstacle avoidance 

4. Conclusion 

This study has developed an integrated development platform 
for indoor mobile robots consisting of a programmable iRobot 
Create 2 sweeping robot; a Raspberry Pi computer; a sensing 
system consisting of laser, magneto, accelerometer, gyroscope and 
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ultrasonic devices; and iBeacon technology. The path planning and 
positioning performance of the proposed platform has been 
evaluated experimentally and calibration equations have been 
proposed for both the linear and rotational motions of the robot. 
The use of SLAM technology to construct a map of the 
surrounding environment has been explained. Finally, the ability 
of the sweeping robot to perform automatic obstacle avoidance 
maneuvers has been demonstrated numerically and experimentally. 
In general, the results confirm the basic feasibility of the proposed 
framework and provide a useful basis for the future development 
of mobile robots for indoor smart network applications. 
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 Pursuit Evasion Game (PEG) is an abstract model of various significant problems that 
appear in both civil and military applications. Bio- Inspired strategies are found to be very 
useful in studying the PEG. While optimal response to the pursuit strategies are available 
using geometric control theory, it is shown in this paper that application of linear feedback 
control laws can further improve the time and tracking response of these strategies in 
capturing the evader by the pursuer. Empirical results based on computer simulation are 
used to illustrate the findings. Further, considering the case of sudden turn of the evader, 
moving at a lower speed, it is shown that both in theory and simulation that the evader can 
delay the capture by pursuer and in some cases even escape from being captured. These 
findings are in line with what is found in nature. 
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1. Introduction 

Pursuit evasion game (PEG) is widely prevalent in nature. It is 
a game that is considered to be between the pursuer and an evader. 
PEG can be observed among animals when they chase a victim or 
when they battle for territory and even when they mate. In the 
context of engineering, PEG finds application in missile guidance 
and avoidance, aircraft pursuit and evasion, maritime asset 
protection etc.[1].  

Initial study of PEG was mainly from the point of view of game 
theory [2]. PEG was further studied from the point of view of 
geometric control theory in [3]. Pursuit manifold is defined in 
terms of certain criteria involving relative distance and relative 
velocity between the pursuer and the evader. Using a control law 
which enables the pursuer to reach the pursuit manifold in an 
optimum way and keeping the pursuit invariant on the manifold, 
[3] studied three strategies found in nature, viz., motion 
camouflage (CM), constant bearing (CB) and classical pursuit 
(CP). The objective of the work reported in [3] is to find a 
justification for the prevalent use of CM in PEG in nature. It turned 
out that, keeping the speed of the pursuer and the evader constant 
and ensuring that the pursuer moves faster than the evader, [3] has 
been able to show through evolutionary games that CB and CP 
strategies always converge to CM strategy under certain fixed 

assumptions on evader motion thus supporting what is seen in 
nature.  

However, Pais [4] has argued that if the evader control law is 
reactive (i.e. it is in some way dependent on the baseline vector 
joining the pursuer and evader locations and its rate of change), 
then the conclusions in [3] might not hold good. Wei [5] has 
dropped the constant speed assumption of both the pursuer and 
evader and allowed the pursuer to change its acceleration as 
required. Wei also introduced the case of victim turning suddenly 
left or right when the pursuer comes too close to the evader. A 
related problem to PEG of confinement and escape is addressed in 
[6].  

Our aim in this paper is this. Considering PEG of a robotic 
pursuit of an enemy agent, can we consider the problem as a 
feedback control problem introducing proportional 
(P),proportional plus integral (PI) and proportional plus integral 
plus derivative (PID) laws to improve the performance of the 
pursuer? The performance can be studied under different bio- 
inspired pursuit strategies, such as CM, CB and CP. The evader 
may be allowed to follow reactive and non- reactive control laws. 
A simpler version of this study for the CM case only has been 
reported earlier in [7]. Further, in view of the increased agility of 
the evader (i.e. ability to turn at a lower speed compared to the 
pursuer), we ask what is the outcome of the PEG given the chance 
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that evader makes a sudden 90 degree turn left or right? This paper 
is a much expanded version of [8] especially in regard to the 
sudden turn strategy of the evader. 

 
Bopardikar [9] has shown the Bio- inspired co-operative 

strategies of pursuer for successful confinement of evader. [9] 
gives the required number of pursuers and speed ratio for 
guaranteed confinement strategy. X Liang and Y Xiao [10] show 
the coalition formation of robots for intrusion detection by using 
the game theory approach. The paper is based on the nature’s 
coalition formation such as predator trying to catch the prey. An 
analytical method is used to study the tradeoff of coalition or 
collaboration between the robots. 

 
Initial study of camouflage strategies [11,12] are considered 

when either pursuer or evader is stationary. Srinivasan [13] 
analyzed and investigated the motion camouflage and highlighted 
many ways for future extension. The authors of [14] study the 
unmanned surface vehicles (USVs) for performing patrolling 
operations and detecting intruders for harbor protection with a 
view to reducing the number of humans exposed to threat. An 
intelligent swarm management unit (SMU) is used for the 
supervision of all the USVs in operation. A real time motion 
planner for the USVs in the presence of multiple obstacles is also 
presented.  

 
 [15] addresses the problem associated with the classical 

pursuit evasion games and mentions that their study is more 
difficult than the classical one. The author of [15] also explored 
the geometry of the problem by obtaining sufficient conditions for 
both pursuer and evader to win. A max- min problem is 
formulated, from the pursuers point of view, which is solved using 
outer approximation method. The solution of the max- min 
formulation is used to synthesize a feedback solution governing 
the pursuer’s behavior in the form of receding horizon control. 
[16] discusses a harbor defense situation and the author highlights 
the important features where the problem is different from the 
classical PEG.   

 
The main contribution of the paper can be summarized as 

follows: (i) PI and PID feedback laws are shown to enable the 
pursuer to capture the evader in a shorter time compared to P alone 
for different conditions of the evader following non-reactive and 
reactive control laws. (ii) The PI, PID feedback laws followed by 
the pursuer enable him to capture the evader and not allow him to 
escape contrary to the the case of P alone. This is termed tracking 
performance of the pursuer (iii) In the case the evader uses his 
agility to turn 90 degree left or right suddenly with respect to the 
baseline, it is shown that the time to capture the evader can be 
delayed when the pursuer follows any of the CM, CB and CP 
strategies. (iv) It is also shown that in certain cases of CB followed 
by pursuer, with the evader following the sudden turn strategy, the 
evader is able to totally escape from the pursuer inspite of the 
speed advantage enjoyed by the pursuer. 

 
The rest of the paper is organized as follows: The following 

section gives the required background on modeling of PEG and 
the pursuit manifolds under different strategies. Section 3 presents 

the feedback control system configuration considered together 
with the derivation of expressions for PI and PID for the three 
strategies. Also provided in section 3 is an analysis of the effect 
of sudden turn of the evader in respect of the CM, CB and CP 
strategies of the pursuer. Section 4 gives the simulation results 
together with the discussion on the comparative performance of 
the different control strategies as well as different control modes 
of the evader. Section 5 concludes the paper. 

 

2. Background 

Wei and Krishnaprasad [17], [18] model the interaction in 
pursuit in terms of gyroscopically interacting particles. We follow 
a similar approach. 

  �̇�𝑟𝑝𝑝 =  𝑥𝑥𝑝𝑝  ,   �̇�𝑥𝑝𝑝 =  𝑦𝑦𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 ,   �̇�𝑦𝑝𝑝 =  − 𝑥𝑥𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 (1) 

where 𝑟𝑟𝑝𝑝 ∈ ℝ2is the position of the pursuer, 𝑥𝑥𝑝𝑝 its velocity and 𝑦𝑦𝑝𝑝  
is the acceleration of the pursuer. The steering control of the 
pursuer is given by the scalar upr. The  motion of the evader (with 
speed ʋ) is given by 

 �̇�𝑟𝑒𝑒 =  ʋ𝑥𝑥𝑒𝑒  ,   �̇�𝑥𝑒𝑒 =  ʋ𝑦𝑦𝑒𝑒𝑢𝑢𝑒𝑒 ,   �̇�𝑦𝑒𝑒 =  −ʋ𝑥𝑥𝑒𝑒𝑢𝑢𝑒𝑒 (2) 

where 𝑟𝑟𝑒𝑒 ∈ ℝ2 is the position, 𝑥𝑥𝑒𝑒 is the velocity and 𝑦𝑦𝑒𝑒 is the 
acceleration of the evader. The steering control of the evader, 𝑢𝑢𝑒𝑒, 
is a scalar. We also define  

   𝑟𝑟 =   𝑟𝑟𝑝𝑝 − 𝑟𝑟𝑒𝑒                               (3) 

which is referred to as the ‘baseline’ between the pursuer and the 
evader. 

2.1. Pursuit manifolds and cost functions 

Two particle pursuer evader system is described in the 
Euclidean plane of two dimensions. We define the cost functions 
F on the pursuit manifold  G∈ ℝ2 as F: G × G → ℝ  associated 
with different pursuit strategies as in [4] as follows where (∙) 
represents  the dot product between two unit vectors and |∙|  stands 
for  the Euclidean norm. 

𝛤𝛤 = � 𝑝𝑝
|𝑝𝑝|

. �̇�𝑝
|�̇�𝑝|
� =

𝑑𝑑|𝑟𝑟|
𝑑𝑑𝑑𝑑

�𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑�
 (motion camouflage)  (4) 

and 

𝛬𝛬 = ( 𝑝𝑝 
|𝑝𝑝|

   .  𝑅𝑅  𝑥𝑥𝑝𝑝 )(constant bearing)                (5) 

where 

  𝑅𝑅 = �𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐
𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �,            (6) 

for 𝑐𝑐 ∈ (−𝜋𝜋/2, 𝜋𝜋/2).  

For R =𝐼𝐼2 the identity matrix of order 2, we define 

                       𝛬𝛬0 = � 𝑝𝑝 
|𝑝𝑝|

   .  𝑥𝑥𝑝𝑝 �                              (7) 

to be the cost function associated with classical pursuit.  

All three cost functions Γ, Λ and 𝛬𝛬0 are well defined and that 
they take values in the interval [-1,1]. The cost functions Γ, Λ and 
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𝛬𝛬0 define the respective pursuit manifolds. Γ is seen to correspond 
to the cosine of the angle between r and �̇�𝑟. Camouflage pursuit 
manifold is defined by the condition 𝛤𝛤 = −1, which corresponds 
to the case of the angle between r and �̇�𝑟 being π. (see Figure 1(a)). 

                                                                   
(a)                                        (b)                                           (c) 

Figure. 1 Geometric representation of pursuit manifolds: (a) motion camouflage 
(CM) pursuit, (b) constant bearing (CB) pursuit and (c) classical pursuit (CP). 

 The constant bearing pursuit manifold is represented by the 
condition 𝛬𝛬 = −1. This condition is satisfied when the heading of 
the pursuer makes an angle 𝑐𝑐 with the baseline vector (as shown 
in Figure 1(b)). Similarly, the classical pursuit manifold is defined 
by the condition 𝛬𝛬0 = −1. This condition is satisfied when the 
heading of the pursuer is aligned (in opposite direction) with the 
baseline (see Figure 1 (c)). 

3. System Modelling 

3.1. Pursuit-Evasion system 

Representing  

𝑟𝑟𝑝𝑝 = [𝑟𝑟𝑝𝑝𝑝𝑝  𝑟𝑟𝑝𝑝𝑝𝑝]𝑡𝑡 

𝑟𝑟𝑒𝑒 = [𝑟𝑟𝑒𝑒𝑝𝑝  𝑟𝑟𝑒𝑒𝑝𝑝]𝑡𝑡 

we write (1) and (2) in terms of state equations as follows: 

𝑥𝑥1 = 𝑟𝑟𝑝𝑝𝑥𝑥;           𝑥𝑥7 = 𝑟𝑟𝑒𝑒𝑥𝑥;
𝑥𝑥2 = 𝑟𝑟𝑝𝑝𝑦𝑦;           𝑥𝑥8 = 𝑟𝑟𝑒𝑒𝑦𝑦;
𝑥𝑥3 = 𝑥𝑥𝑝𝑝𝑥𝑥;           𝑥𝑥9 = 𝑥𝑥𝑒𝑒𝑥𝑥;
𝑥𝑥4 = 𝑥𝑥𝑝𝑝𝑦𝑦;           𝑥𝑥10 = 𝑥𝑥𝑒𝑒𝑦𝑦;
𝑥𝑥5 = 𝑦𝑦𝑝𝑝𝑥𝑥;           𝑥𝑥11 = 𝑦𝑦𝑒𝑒𝑥𝑥;
𝑥𝑥6 = 𝑦𝑦𝑝𝑝𝑦𝑦;           𝑥𝑥12 = 𝑦𝑦𝑒𝑒𝑦𝑦;⎭

⎪⎪
⎬

⎪⎪
⎫

  (8) 

�̇�𝑥1 = �̇�𝑟𝑝𝑝𝑝𝑝 = 𝑥𝑥𝑝𝑝𝑝𝑝 = 𝑥𝑥3
�̇�𝑥2 = �̇�𝑟𝑝𝑝𝑝𝑝 = 𝑥𝑥𝑝𝑝𝑝𝑝 = 𝑥𝑥4

�̇�𝑥3 = �̇�𝑥𝑝𝑝𝑝𝑝 = 𝑦𝑦𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 = 𝑥𝑥5𝑢𝑢𝑝𝑝𝑝𝑝
�̇�𝑥4 = �̇�𝑥𝑝𝑝𝑝𝑝 = 𝑦𝑦𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 = 𝑥𝑥6𝑢𝑢𝑝𝑝𝑝𝑝

�̇�𝑥5 = −�̇�𝑦𝑝𝑝𝑝𝑝 = −𝑥𝑥𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 = −𝑥𝑥3𝑢𝑢𝑝𝑝𝑝𝑝
�̇�𝑥6 = −�̇�𝑦𝑝𝑝𝑝𝑝 = −𝑥𝑥𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝 = −𝑥𝑥4𝑢𝑢𝑝𝑝𝑝𝑝

�̇�𝑥7 = ʋ�̇�𝑟𝑒𝑒𝑝𝑝 = ʋ𝑥𝑥𝑒𝑒𝑝𝑝 = ʋ𝑥𝑥9
�̇�𝑥8 = ʋ�̇�𝑟𝑒𝑒𝑝𝑝 = ʋ𝑥𝑥𝑒𝑒𝑝𝑝 = ʋ𝑥𝑥10

�̇�𝑥9 = ʋ�̇�𝑥𝑒𝑒𝑝𝑝 = ʋ𝑦𝑦𝑒𝑒𝑝𝑝𝑢𝑢𝑒𝑒 = ʋ𝑥𝑥11𝑢𝑢𝑒𝑒
�̇�𝑥10 = ʋ�̇�𝑥𝑒𝑒𝑝𝑝 = ʋ𝑦𝑦𝑒𝑒𝑝𝑝𝑢𝑢𝑒𝑒 = ʋ𝑥𝑥12𝑢𝑢𝑒𝑒

�̇�𝑥11 = −ʋ�̇�𝑦𝑒𝑒𝑝𝑝 = −ʋ𝑥𝑥𝑒𝑒𝑝𝑝𝑢𝑢𝑒𝑒 = −ʋ𝑥𝑥9𝑢𝑢𝑒𝑒
�̇�𝑥12 = −ʋ�̇�𝑦𝑒𝑒𝑝𝑝 = −ʋ𝑥𝑥𝑒𝑒𝑝𝑝𝑢𝑢𝑒𝑒 = −ʋ𝑥𝑥10𝑢𝑢𝑒𝑒⎭

⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

   (9) 

            𝑟𝑟 = 𝑟𝑟𝑝𝑝 − 𝑟𝑟𝑒𝑒 = �
𝑥𝑥1
𝑥𝑥2� − �

𝑥𝑥7
𝑥𝑥8� = �

𝑥𝑥1 − 𝑥𝑥7
𝑥𝑥2 − 𝑥𝑥8� (10) 

   �̇�𝑟 = �̇�𝑟𝑝𝑝 − �̇�𝑟𝑒𝑒 = ��̇�𝑥1�̇�𝑥2
� − ��̇�𝑥7�̇�𝑥8

� = �
𝑥𝑥3
𝑥𝑥4� − ʋ �

𝑥𝑥9
𝑥𝑥10�              (11) 

3.2. Feedback Laws. 

In this sub-section, we formulate the pursuit strategies in terms 
of feedback control laws. The maintenance of the cost function Γ, 
Λ and 𝛬𝛬0 associated with a strategy at the reference value of −1 
on the respective manifold is represented in the form of a feedback 
control system as shown in figure 2. 𝑢𝑢𝑝𝑝𝑝𝑝 will take expresson for 
proportional control as 𝑢𝑢𝑝𝑝, for proportional integral control as 𝑢𝑢𝑝𝑝𝑝𝑝 
and for proportional, integral and derivative control as 𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝. 

 
Figure. 2 Manifold Control 

3.2.1. Feedback Laws for CM. 

Using the results of [4] the feedback control law is defined as 
     𝑢𝑢𝑝𝑝 = −µ1 〈

𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉             (12) 

where 〈∙〉 represents  the dot product of  two vectors and 𝑥𝑥⊥ is 
defined as the vector 𝑥𝑥 rotated counter- clockwise in the plane by 
an angle 𝜋𝜋

2
. In terms of the system model, (12) can be put as 

𝑢𝑢𝑝𝑝 = −µ1 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉  (13) 

where µ1 is the proportional (P) setting of the controller. 

Proposition 1: 

 Using (13) under CM, PI and PID control laws can be derived 
as 

𝑢𝑢𝑝𝑝𝑝𝑝 =     −µ1 〈
𝑟𝑟

|𝑟𝑟|  . �̇�𝑟⊥〉  −µ2 � 〈
𝑟𝑟

|𝑟𝑟|  . �̇�𝑟⊥〉  𝑑𝑑𝑑𝑑 

= −µ1 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 −

µ2 ∫ 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 � . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 dt   (14) 

where µ2 is the Integral (I) setting of the controller. 

 𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 =     −µ1 〈
𝑝𝑝

|𝑝𝑝|
 . �̇�𝑟⊥〉  −µ2 ∫ 〈

𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉  𝑑𝑑𝑑𝑑 −µ3
𝑝𝑝
𝑝𝑝𝑡𝑡

 〈 𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉 

= −µ1 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 −

µ2 ∫ 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 � . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 dt 

−µ3  〈� (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

 � . [(ʋ2𝑥𝑥12 𝑢𝑢𝑒𝑒,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)]〉            (15) 

where µ3 is the derivative (D) setting of the controller.  

 PI/PID 
(ref) upr 

 

output 
 

Pursuit Evasion 
System 
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Proof: - see Appendix 1 

3.2.2. Feedback Laws for CB. 

 Considering CB, the expressions for the control law is given as 
follows. 

   𝑢𝑢𝑝𝑝 = −µ1 �𝜂𝜂 〈
𝑝𝑝

|𝑝𝑝|
.𝑅𝑅𝑦𝑦𝑝𝑝〉 + 1

|𝑝𝑝|
〈 𝑝𝑝

|𝑝𝑝|
. �̇�𝑟⊥〉�          (16) 

In terms of system model, (16) can be put as 

𝑢𝑢𝑝𝑝 = −𝜇𝜇1(𝜂𝜂 〈
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 + 

1
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     

〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9)〉)                 (17) 

 

Proposition 2: 

 For CB the control laws for PI and PID can be expressed as 
follows. 

𝑢𝑢𝑝𝑝𝑝𝑝 = −µ1 �𝜂𝜂 〈
𝑟𝑟

|𝑟𝑟| .𝑅𝑅𝑦𝑦𝑝𝑝〉 +
1

|𝑟𝑟|
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉�

− µ2 � �𝜂𝜂 〈
𝑟𝑟

|𝑟𝑟| .𝑅𝑅𝑦𝑦𝑝𝑝〉 +
1

|𝑟𝑟|
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉� 𝑑𝑑𝑑𝑑 

 

= −𝜇𝜇1(η 〈
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 + 

1
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     

〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9)〉)−µ2 ∫(η 〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 +
1

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     
〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9  )  〉 )𝑑𝑑𝑑𝑑              (18) 
 
 

𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 = −µ1 �𝜂𝜂 〈
𝑟𝑟

|𝑟𝑟| .𝑅𝑅𝑦𝑦𝑝𝑝〉 +
1

|𝑟𝑟|
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉�

− µ2 � �𝜂𝜂 〈
𝑟𝑟

|𝑟𝑟| .𝑅𝑅𝑦𝑦𝑝𝑝〉 +
1

|𝑟𝑟|
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉� 𝑑𝑑𝑑𝑑

− µ3
𝑑𝑑
𝑑𝑑𝑑𝑑

 ��𝜂𝜂 〈
𝑟𝑟

|𝑟𝑟| .𝑅𝑅𝑦𝑦𝑝𝑝〉 +
1

|𝑟𝑟|
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉�� 

 

= −𝜇𝜇1(η 〈
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 + 

1
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     

〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9)〉)−µ2 ∫(η 〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 +
1

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     
〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9  )  〉 )𝑑𝑑𝑑𝑑 
−𝜇𝜇3{〈((𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) 1

�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2
−  (𝑥𝑥1 −

𝑥𝑥7) 1

��(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2�
3 ((𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) + (𝑥𝑥2 − 𝑥𝑥8)(𝑥𝑥4 −

𝜐𝜐𝑥𝑥10), ((𝑥𝑥4 − 𝜐𝜐𝑥𝑥10) 1
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

− (𝑥𝑥2 −

𝑥𝑥8) 1

��(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2�
3 �(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) + (𝑥𝑥2 − 𝑥𝑥8)(𝑥𝑥4 −

𝜐𝜐𝑥𝑥10)�.𝑅𝑅(𝑥𝑥5,𝑥𝑥6)𝑑𝑑〉) +
1

�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2
〈 (𝑝𝑝1−𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

, (𝜐𝜐2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−𝜐𝜐2𝑥𝑥11𝑢𝑢𝑒𝑒)〉 +

�−((𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2)
−3
2 �(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) + (𝑥𝑥2 −

𝑥𝑥8)(𝑥𝑥4 − 𝜐𝜐𝑥𝑥10)�� . 〈 (𝑝𝑝1−𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

. (ʋ𝑥𝑥10 − 𝑥𝑥4,𝑥𝑥3 − ʋ𝑥𝑥9)〉     (19) 

Proof: - See Appendix 2 
 
3.2.3 Feedback Laws for CP. 

Considering CP, the expressions for PI and PID control laws 
derived under proposition 2 are valid with R= I2. 
 
3.3 Control law for the Evader. 
 

For the evader the steering control common to (CM, CB and 
CP of pursuer) can be as follows. 

 
𝑢𝑢𝑒𝑒 = cos 𝑑𝑑          (prescribed)            (20) 
𝑢𝑢𝑒𝑒 = 〈 𝑝𝑝

|𝑝𝑝|
 .  𝑟𝑟�̇�𝑒⊥〉             (reactive) 

       = 〈� (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

 � . [(−𝑥𝑥10  , 𝑥𝑥9  )]〉           (21) 

 
𝑢𝑢𝑒𝑒 = 〈𝑟𝑟. �̇�𝑟𝑒𝑒〉  (sudden turn) 

             = 〈� (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

 � . [𝑥𝑥3 − 𝜗𝜗𝑥𝑥9, 𝑥𝑥4 − 𝜗𝜗𝑥𝑥10]〉  (22) 

 
3.3.1 Sudden Turn of evader 

Sudden turn is followed by the evader when the baseline 
length is shorter than a threshold. The sharp turn is again prevalent 
in nature where the reduced speed of the evader (victim) 
compared to that of the predator gives the evader the advantage of 
agility which enables him to turn sharply trying to escape from 
the pursuer. The choice of abandoning the other steering laws in 
favour of the sudden 90-degree turn is taken once the baseline 
length between the pursuer and evader is perceived to be below a 
certain threshold. We show below the property that once the 
evader takes a sudden 90 degree turn with respect to the baseline, 
he continues to do so in all subsequent moves since the baseline 
distance between the pursuer and the evader continues to be below 
the threshold. The property is stated and proved next for the three 
cases of pursuer strategy, viz, CM, CB and CP. 

 
3.3.1.1 CM 

Proposition 3: 

Referring the initial baseline between the pursuer and evader 
as r and after a tangential move for a time 𝑑𝑑𝑑𝑑, the baseline is 
denoted as r’. Assuming that the pursuer follows the CM strategy 
it follows that |𝑟𝑟′| ≤ |𝑟𝑟|. 
 

Proof: - See Appendix 3. 
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Table. 1 Time to reach |𝑟𝑟| = 0 and 𝛤𝛤 = −1 for different combinations of 𝑃𝑃(𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷 (𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CM.

 

Table. 2 Time to reach |𝑟𝑟| = 0 and 𝛬𝛬 = −1 for different combinations of 𝑃𝑃 (𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷(𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CB. 

3.3.1.2 CB 

Proposition 4: 

For the case of CB, considering the instantaneous case of 
sudden turn of 90 degrees left or right by the evader, with the 
pursuer following the CB law under two cases. 

 

where r and r’ are the baseline vectors initially and after the 
lapse of an infinitesimal time respectively. 
 

and (ii) ∅ < 𝜋𝜋
2
, it follows that  

 
|𝑟𝑟| = |𝑟𝑟′| 

if 

�
𝜗𝜗
𝑝𝑝

+ sin∅�
2

+ (cos∅)2 =
2|𝑟𝑟| cos∅
𝑝𝑝 𝑑𝑑𝑑𝑑

 

where 𝑑𝑑𝑑𝑑 is the instantaneous period of the step considered. 𝜗𝜗 
and 𝑝𝑝 are the velocities of the evader and the pursuer respectively. 

 
Proof: - See Appendix 4. 

Remark 1: To illustrate the use of result of proposition 4(ii) 

Assume, 𝑘𝑘 = |𝑝𝑝|
𝑝𝑝𝑝𝑝𝑡𝑡

. 

When 𝜗𝜗 = 0.6, 𝑝𝑝 = 1, |𝑟𝑟| = 1, 𝑝𝑝 𝑑𝑑𝑑𝑑 = 0.1, 

𝑘𝑘 = 10. Then as per the result of proposition 4 (ii), 

(0.6 + sin∅)2 + (cos∅)2 = 20 cos∅ 

∅ ≈ 82.65 degrees 
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Table. 3 Time to reach |𝑟𝑟| = 0 and 𝛬𝛬0 = −1 for different combinations of 𝑃𝑃(𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷(𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CP.

 
3.3.1.3 CP 

Proposition 5: 

Assume r and r’ defined as in Proposition 3. When the evader takes 
a sudden turn left or right 90 degree, with pursuer following CP 
law case, it can be shown that 

|𝑟𝑟′| ≤ |𝑟𝑟| 

Proof: - See Appendix 5. 

4. Simulation Results. 

4.1. Time response 

4.1.1 Non-reactive case 

In this section, we provide the results of simulation of the 
dynamic equations given in section 3 and discuss the same. We 
assume 𝑢𝑢𝑒𝑒 given by (20) corresponds to the non-reactive case of 
the evader. Tables 1-3 provide results obtained through computer, 
simulation of the pursuit evasion game for CM, CB and CP 
strategies respectively under P, PI and PID control. The first 
columns of Tables 1-3 provide the P, I and D gains used 
corresponding to 𝜇𝜇1,𝜇𝜇2,𝜇𝜇3  respectively. The next six columns 
correspond to different initial starting coordinates for 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝, 

 
𝑟𝑟𝑒𝑒  and 𝑥𝑥𝑒𝑒 are assumed to be (0,0)t and (1,0)t respectively. The two  
sub- columns in Tables 1-3  correspond to time (𝑑𝑑𝑝𝑝) to reach zero 
for the magnitude of r and the time (𝑑𝑑𝑚𝑚𝑚𝑚 ) to reach manifold 
characterized by 𝛤𝛤 = −1, 𝛬𝛬 = −1 and 𝛬𝛬0 = −1 corresponding 
to CM, CB and CP strategies respectively for the first time. In 
Table 3, the blank cells correspond to the case of no significant 
results being obtained in the simulation. 

It is seen in Table 1, corresponding to CM, that PI and PID 
laws tend to improve the performance of the pursuer compared to 
using P alone, which is the existing method. For example, 
comparing the rows corresponding to (1, 3, 0) and (1, 3, 3) against 
(1, 0, 0) in the first column, it is seen that 𝑑𝑑𝑝𝑝 and 𝑑𝑑𝑚𝑚𝑚𝑚 are reduced 
in the case of PI and PID settings compared to P alone. This holds 
for all possible starting points considered. Similarly, it is seen in 
Table 2, corresponding to CB that PI and PID laws tend to 
improve on the performance of the pursuer compared to using P 
alone, which can be considered as the existing method. That is, 𝑑𝑑𝑝𝑝 
and 𝑑𝑑𝑚𝑚𝑚𝑚  are much reduced in the case of PI and PID settings 
compared to P alone. This holds for all possible starting points 
considered. Similarly, it is seen in Table 3, corresponding to CP, 
that PI and PID laws tend to improve the performance of the 
pursuer compared to using P alone, which is the existing method. 
That is, 𝑑𝑑𝑝𝑝 and 𝑑𝑑𝑚𝑚𝑚𝑚 are much reduced in the case of PI and PID 
settings compared to P alone. This holds for all possible starting 
points considered.

Table. 4 Time to reach |𝑟𝑟| = 0 and 𝛤𝛤 = −1 for different combination of 𝑃𝑃(𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷(𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CM. 
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Table. 5 Time to reach |𝑟𝑟| = 0 and 𝛬𝛬 = −1 for different combination of 𝑃𝑃(𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷(𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CB. 

Comparing the performance of CM, CB and CP under 
feedback laws, the initial condition column (1, 3, 5, 6) in Tables 
1-3, show that the CM outperforms followed by CP and CB in 
terms of shorter 𝑑𝑑𝑝𝑝. In column 2 in Tables 1-3 the CP outperforms 
followed by CM and CB in terms of shorter 𝑑𝑑𝑝𝑝, and in column 4 
in Tables 1-3 the CP outperforms followed by CM and CB in 
terms of shorter 𝑑𝑑𝑝𝑝. Similarly, in terms of shorter 𝑑𝑑𝑚𝑚𝑚𝑚 columns (1-
4) in Tables 1-3, CM outperforms followed by CB and CP. For 
column 5 in Tables 1-3, CB outperforms followed by CM and CP 
in terms of shorter 𝑑𝑑𝑚𝑚𝑚𝑚 . For column 6 in Tables 1-3, CB 
outperforms followed by CP and CB in terms of shorter 𝑑𝑑𝑚𝑚𝑚𝑚. 

4.1.2 Reactive case 

Simulation results of the dynamic equations given in section 3 
by using 𝑢𝑢𝑒𝑒 corresponding to (21) are given below. 

It is shown in Tables 4-6, that PI/PID control (proposed) laws 
correspond to much shorter 𝑑𝑑𝑝𝑝 and 𝑑𝑑𝑚𝑚𝑚𝑚 compared to P alone for 
the three strategies CM, CB and CP. 

Comparison of the different strategies, under feedback laws, 
shows that in the column (1, 3, 6) in Tables 4-6 CM outperforms 

followed by CP and CB. In column (2, 4, 5) of Tables 4-6 CP 
outperforms followed by CM and CB in terms of shorter 𝑑𝑑𝑝𝑝 . 
Similarly, in terms of shorter 𝑑𝑑𝑚𝑚𝑚𝑚  column (1, 4) in Tables 4-6 
shows that CB outperforms followed by CM and CP. For column 
(2, 3) in Tables 4-6, CB outperforms followed by CP and CM in 
terms of 𝑑𝑑𝑝𝑝  and 𝑑𝑑𝑚𝑚𝑚𝑚 . For column (5, 6) in Tables 4-6, CM 
outperforms followed by CB and CP in terms of  𝑑𝑑𝑝𝑝 and 𝑑𝑑𝑚𝑚𝑚𝑚. The 
controller setting of D is not included in Table 6 since no 
significant improvement is seen through simulation using 
derivative control. 

4.1.3 Sudden Turn 

Simulation results of the dynamic equations given in section 3 
by using 𝑢𝑢𝑒𝑒 corresponding to (22) are given below. 

Tables 7-9 give the data of 𝑑𝑑𝑝𝑝  and 𝑑𝑑𝑚𝑚𝑚𝑚  of CM, CB and CP 
strategies under sudden turn evader steering control laws. The 
empty cells in these tables mean insignificant value within the 
considered time frame. In CM strategies, we can see from Table 
4 and Table 7 that by using sudden turn evader control laws, 𝑑𝑑𝑝𝑝 
and 𝑑𝑑𝑚𝑚𝑚𝑚 are much delayed (compare the first rows of Table 4 and  

Table. 6 Time to reach |𝑟𝑟| = 0 and 𝛬𝛬0 = −1 for different combination of 𝑃𝑃(𝜇𝜇1), 𝐼𝐼(𝜇𝜇2),𝐷𝐷(𝜇𝜇3) for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CP. 

http://www.astesj.com/


L.O. Singh et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 207-219 (2019) 

www.astesj.com     214 
 

Table 7) from using reactive or non-reactive evader control law 
for different initial conditions. In case of CB strategy, we can see 
from Table 5 and Table 8 that by using sudden turn evader control 
laws, evader escapes from the pursuer for all different initial 
conditions (compare the first rows of Table 5 and Table 8). This 

is a very significant result for the evader. For CP strategies, from 
Table 6 and Table 9, we can see that by using sudden turn evader 
control laws, capturing of evader is delayed for all initial 
conditions compared to the case when evader used reactive 
control law (compare the first rows of Table 6 and Table 9).

Table. 7 Time to reach |𝑟𝑟| = 0 and 𝛤𝛤 = −1 for P (µ1) control for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CM. 

 
Table. 8 Time to reach |𝑟𝑟| = 0 and 𝛤𝛤 = −1 for P(µ1) control for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CB. 

 

Table. 9 Time to reach |𝑟𝑟| = 0 and 𝛤𝛤 = −1 for P(µ1) control for different initial values of 𝑟𝑟𝑝𝑝 and 𝑥𝑥𝑝𝑝 for CP. 

 

 
Figure. 3 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑 plot for CM using (a) P and (b) PID. 

 

 
Figure. 4 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑  plot for CB using (a) P and (b) PID. 
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Figure. 5 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑 plot for CP using (a) P and (b) PI. 

4.2. Tracking response 

Figures 3-4 show the response of the baseline magnitude 
|𝑟𝑟|(𝑑𝑑) as function of time for different initial settings. When |r| 
becomes zero, it means the distance between pursuer and evader 
is zero, and hence the evader is captured. Figure 3(a) and Figure 
4(a) correspond to P control while Figure 3(b) and Figure 4(b) 
corresponds to PID control. Similarly, for Figure 5(a) and Figure 
5(b) correspond to P and PI respectively for different initial 
conditions. It is clearly seen from Figures 3-5 that tracking 
response of the zero line of the baseline magnitude (i.e. the zero 
line of the distance between the pursuer and evader) is clearly 
superior for PID/ PI control, compared to P alone (top rows in 
Figures 3-5). In fact, P alone is not able to track the zero-baseline 
magnitude at all. Note that the magnitude of baseline vector going 
to zero corresponds to evader being captured. 

 
(a)                                     (b)                               (c) 

Figure. 6 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑 plot for CM using sudden turn evader steering law.   

 

(a)                                (b)                                     (c) 
Figure. 7 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑 plot for CB using sudden turn evader steering law. 

 

(a)                         (b)                             (c) 
Figure. 8 𝑟𝑟 𝑣𝑣𝑐𝑐 𝑑𝑑 plot for CP using sudden turn evader steering law. 

Figures 6-8 show the response of the baseline magnitude 
|𝑟𝑟|(𝑑𝑑) as function of time for different initial settings for CM, CB 
and CP strategies respectively. In Figure 6(a) represents the initial 
starting position of pursuer given as (0, 8) in x- y co-ordinate. 6(b) 
and 6(c) correspond to starting positions of (-2, 10) and (-4, 9) 
respectively. For the sake of comparison, (a), (b) and (c) in 
Figures 7 and 8 also correspond to the same respective starting 
positions. It is clearly seen from Figures 6-8 that the time to 
capture the evader by the pursuer is much delayed by using the 
sudden turn strategy compared to the case when evader used the 
reactive and non-reactive steering control laws. This can be seen 
by comparing Figure 3(a) with Figure 6, Figure 4(a) with Figure 
7 and Figure 5(a) with Figure 8. In fact in Figure 4, |𝑟𝑟|(𝑑𝑑) never 
reaches zero meaning that the evader is never captured in that case. 

4.3. Trajectories of pursuer and evader.  

We consider in this section, the actual trajectories followed by 
evader and pursuer. 

 
(a)                                            (b) 

Figure. 9 For normal pursuer capture evader, (a) magnitude of r, (b) 
trajectories of pursuer (solid line) and evader (dashed line). 

Figure 9 shows evader being captured in a certain time by the 
pursuer. Figure 9(a) shows the magnitude of r. Figure 9(b) shows 
the trajectories of pursuer and evader for a 30 sec timeline. The 
starting point of evader is (0, 0) in x-y coordinate and the starting 
point for the pursuer is (-4, 9). Figure 10 shows the case when the 
evader escapes from the pursuer. This happens only in the case of 
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(a)                                             (b) 

Figure. 11 For ∅ = 82.65°, (a) magnitude of r, (b) trajectories of pursuer 
(solid line) and evader (dashed line). 

CB strategies when evader suddenly turn 90 degree left or right as 
discussed in Proposition 4 case (i). So, in Figure 10 (a) the value 
of r keeps on increasing. Figure 10 (b) shows  the trajectories of 
pursuer and evader in 30 sec timeline. Figure 11 is for the case 
when ∅ = 82.65° and the baseline distance between the pursuer 
and the evader tend to reach a constant value. 

5. Conclusions 

Pursuit evasion game (PEG) has been studied in the literatiure 
using geometric control theory. Control laws for the pursuer have 
been derived so as to make the pursuer follow a certain manifold 
according to the different bio-inspired strategies used. The 
performance of the pursuer control laws is specified in terms of  
time to capture the evader and tarcking of pursuer path on the 
manifold given certain fixed evader escape strategies Though the 
existing pursuer control laws are optimal, it is shown in the paper,  
through simulations, that adding integral and derivative actions to 
the pursuer control laws tends to improve the performance of the 
pursuer further independent of the strategy used. Towards that, 
the pursuer path tracking on the manifold is specified in terms of 
a feedback loop with the reference being the cost function of the 
manifold used. The proportional (P), proportional- integral (PI) 
and proportional- integral- derivative (PID) control laws are 
studied on the loop with the existing control law being considered 
as proportional law.  Due to the noninear nature of control laws in 
a vector setting the derivation of PI and PID control laws are non-
trivial.To mimic the nature further, a sudden turn strategy is 
assumed to be employed by the evader in view of evader’s agility 
advantage while moving at a lower speed compared to the pusuer. 
The dynamics of the PEG with the sudden turn strategy of the 
evader has been studied through a theoretical analysis supported 
by simulation. It is shown that the sudden turn strategy can help 
the evader delay the capture by the pursuer and in a certain case 
the evader can even totally excape from the pursuer. As a future 
work, one could consider the case when the evader moves at a 
varying speed (instead of the constant speed assumed in the paper) 
as in commonly seen in nature. 
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Appendix 1: 
Proof of Proposition 1 

P and PI control: 

𝑢𝑢𝑝𝑝 𝑎𝑎𝑠𝑠𝑑𝑑 𝑢𝑢𝑝𝑝𝑝𝑝 are the control output of P and PI controller derived 
as given in the proposition in a straightforward way. 

PID Control output upid  can be derived as follows. 

𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 =     −µ1 〈
𝑝𝑝

|𝑝𝑝|
 . �̇�𝑟⊥〉  −µ2 ∫ 〈

𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉  𝑑𝑑𝑑𝑑 −µ3
𝑝𝑝
𝑝𝑝𝑡𝑡

 〈 𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉 

= −µ1 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 −

µ2 ∫ 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 � . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 dt 

−µ3
𝑑𝑑
𝑑𝑑𝑑𝑑  〈�

(𝑥𝑥1 –𝑥𝑥7, 𝑥𝑥2 − 𝑥𝑥8)
�(𝑥𝑥1 – 𝑥𝑥7 )2 + (𝑥𝑥2 –𝑥𝑥8 )2

 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 

Using the identity 

         𝑝𝑝
𝑝𝑝𝑡𝑡

 〈𝛼𝛼,𝛽𝛽〉 = 〈�̇�𝛼,𝛽𝛽〉  + 〈𝛼𝛼, �̇�𝛽〉                    (A.1) 

 put  

𝛼𝛼 = 𝑝𝑝
|𝑝𝑝|

  and 𝛽𝛽 = �̇�𝑟⊥ 

that is,  

𝛼𝛼 =[ (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

] and 𝛽𝛽 = [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)] 

Considering equation (A.1), since 

�̇�𝛼 = �̇�𝑝
|�̇�𝑝|

 is orthogonal to 𝛽𝛽 = �̇�𝑟⊥ 

the first term of R.H.S of equation (A.1) is zero. 

Now  

𝛽𝛽 = [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)] 

from which  

�̇�𝛽 = [(ʋ�̇�𝑥10 − �̇�𝑥4), (�̇�𝑥3 − ʋ�̇�𝑥9)] 

that is,  

�̇�𝛽 = ��ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒 − 𝑥𝑥6𝑢𝑢𝑝𝑝�, (𝑥𝑥5𝑢𝑢𝑝𝑝 − ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)�    

       using (9).  

Approximating the term �̇�𝛽  as �̂̇�𝛽  by neglecting the term 
associated with 𝑢𝑢𝑝𝑝, 

�̂̇�𝛽 = [ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒] 

Therefore, equation (A.1) becomes 
𝑝𝑝
𝑝𝑝𝑡𝑡

 〈𝛼𝛼,𝛽𝛽〉 = 〈𝛼𝛼, �̂̇�𝛽〉  

𝑑𝑑
𝑑𝑑𝑑𝑑  〈

𝑟𝑟
|𝑟𝑟|  . �̇�𝑟⊥〉 = 〈�

(𝑥𝑥1 – 𝑥𝑥7, 𝑥𝑥2 − 𝑥𝑥8)
�(𝑥𝑥1 –𝑥𝑥7 )2 + (𝑥𝑥2 – 𝑥𝑥8 )2

 � . [(ʋ2𝑥𝑥12 𝑢𝑢𝑒𝑒 ,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)]〉 

Therefore 

𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 =     −µ1 〈
𝑝𝑝

|𝑝𝑝|
 . �̇�𝑟⊥〉  −µ2 ∫ 〈

𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉  𝑑𝑑𝑑𝑑 −µ3
𝑝𝑝
𝑝𝑝𝑡𝑡

 〈 𝑝𝑝
|𝑝𝑝|

 . �̇�𝑟⊥〉 

= −µ1 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 �  . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 −

µ2 ∫ 〈�
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
 � . [( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 − ʋ𝑥𝑥9)]〉 dt 

−µ3  〈�
(𝑥𝑥1 – 𝑥𝑥7,𝑥𝑥2 − 𝑥𝑥8)

�(𝑥𝑥1 –𝑥𝑥7 )2 + (𝑥𝑥2 – 𝑥𝑥8 )2
 � . [(ʋ2𝑥𝑥12 𝑢𝑢𝑒𝑒 ,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)]〉 

         Hence the result. 

Appendix 2: 

Proof of Proposition 2: 

P and PI control: 

𝑢𝑢𝑝𝑝 𝑎𝑎𝑠𝑠𝑑𝑑 𝑢𝑢𝑝𝑝𝑝𝑝 are easily derived as given in the proposition. 

PID control: 

𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 = −µ1 �𝜂𝜂 〈
𝑝𝑝

|𝑝𝑝|
.𝑅𝑅𝑦𝑦𝑝𝑝〉 + 1

|𝑝𝑝|
〈 𝑝𝑝

|𝑝𝑝|
. �̇�𝑟⊥〉� − µ2 ∫ �𝜂𝜂 〈

𝑝𝑝
|𝑝𝑝|

.𝑅𝑅𝑦𝑦𝑝𝑝〉 +

   1
|𝑝𝑝|
〈 𝑝𝑝

|𝑝𝑝|
. �̇�𝑟⊥〉� 𝑑𝑑𝑑𝑑 − µ3

𝑝𝑝
𝑝𝑝𝑡𝑡

 ��𝜂𝜂 〈 𝑝𝑝
|𝑝𝑝|

.𝑅𝑅𝑦𝑦𝑝𝑝〉 + 1
|𝑝𝑝|
〈 𝑝𝑝

|𝑝𝑝|
. �̇�𝑟⊥〉��            (A.2) 

 

Using the identity 

  𝑝𝑝
𝑝𝑝𝑡𝑡

 〈𝜌𝜌,𝜔𝜔〉 = 〈�̇�𝜌,𝜔𝜔〉  + 〈𝜌𝜌, �̇�𝜔〉          (A.3) 

  𝑝𝑝
𝑝𝑝𝑡𝑡

 (𝛾𝛾𝜎𝜎) = (�̇�𝛾𝜎𝜎) + (𝛾𝛾�̇�𝜎)           (A.4) 

put 

             𝜌𝜌 = 𝑝𝑝
|𝑝𝑝|

,𝜔𝜔 = 𝑅𝑅𝑦𝑦𝑝𝑝 , 𝛾𝛾 = 1
|𝑝𝑝|

 an𝑑𝑑 𝜎𝜎 = 〈 𝑝𝑝
|𝑝𝑝|

. �̇�𝑟⊥〉       (A.5) 

Now 

�̇�𝜌 =
𝑑𝑑
𝑑𝑑𝑑𝑑

𝑟𝑟
|𝑟𝑟| =

⎣
⎢
⎢
⎡
𝑑𝑑
𝑑𝑑𝑑𝑑

𝑟𝑟𝑝𝑝
|𝑟𝑟|

𝑑𝑑
𝑑𝑑𝑑𝑑

𝑟𝑟𝑝𝑝
|𝑟𝑟|⎦
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎡|𝑟𝑟|�̇�𝑟𝑝𝑝 − 𝑟𝑟𝑝𝑝

𝑑𝑑
𝑑𝑑𝑑𝑑 |𝑟𝑟|

|𝑟𝑟|2

|𝑟𝑟|�̇�𝑟𝑝𝑝 − 𝑟𝑟𝑝𝑝
𝑑𝑑
𝑑𝑑𝑑𝑑 |𝑟𝑟|

|𝑟𝑟|2 ⎦
⎥
⎥
⎥
⎥
⎤

 

    �̇�𝜌 =

⎣
⎢
⎢
⎢
⎡�̇�𝑝𝑥𝑥

|𝑝𝑝|
−

𝑝𝑝𝑥𝑥
𝑑𝑑
𝑑𝑑𝑑𝑑�𝑝𝑝𝑥𝑥

2+𝑝𝑝𝑦𝑦2

|𝑝𝑝|2

�̇�𝑝𝑦𝑦
|𝑝𝑝|
−

𝑝𝑝𝑦𝑦
𝑑𝑑
𝑑𝑑𝑑𝑑�𝑝𝑝𝑥𝑥

2+𝑝𝑝𝑦𝑦2

|𝑝𝑝|2 ⎦
⎥
⎥
⎥
⎤

= �
�̇�𝑝𝑥𝑥
|𝑝𝑝|
− 𝑝𝑝𝑥𝑥�𝑝𝑝𝑥𝑥�̇�𝑝𝑥𝑥+𝑝𝑝𝑦𝑦�̇�𝑝𝑦𝑦�

|𝑝𝑝|3

�̇�𝑝𝑦𝑦
|𝑝𝑝|
− 𝑝𝑝𝑦𝑦�𝑝𝑝𝑥𝑥�̇�𝑝𝑥𝑥+𝑝𝑝𝑦𝑦�̇�𝑝𝑦𝑦�

|𝑝𝑝|3

�             (A.6) 

    �̇�𝜔 = 𝑝𝑝
𝑝𝑝𝑡𝑡
𝑅𝑅𝑦𝑦𝑝𝑝 = 𝑅𝑅 �

𝑝𝑝
𝑝𝑝𝑡𝑡
𝑦𝑦𝑝𝑝𝑝𝑝

𝑝𝑝
𝑝𝑝𝑡𝑡
𝑦𝑦𝑝𝑝𝑝𝑝

� = 𝑅𝑅 �
𝑥𝑥𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝
𝑥𝑥𝑝𝑝𝑝𝑝𝑢𝑢𝑝𝑝�            (A.7) 

�̇�𝜔 is neglected since it is associated with the term 𝑢𝑢𝑝𝑝. 

Therefore, 
𝑝𝑝
𝑝𝑝𝑡𝑡

 〈𝜌𝜌,𝜔𝜔〉 = 〈�̇�𝜌,𝜔𝜔〉 
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= 〈

⎣
⎢
⎢
⎢
⎡ �̇�𝑟𝑝𝑝
|𝑟𝑟| −

𝑟𝑟𝑝𝑝�𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝 + 𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝�
|𝑟𝑟|3

�̇�𝑟𝑝𝑝
|𝑟𝑟| −

𝑟𝑟𝑝𝑝�𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝 + 𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝�
|𝑟𝑟|3 ⎦

⎥
⎥
⎥
⎤

,𝑅𝑅 �
𝑦𝑦𝑝𝑝𝑝𝑝
𝑦𝑦𝑝𝑝𝑝𝑝�〉 

= 〈�
𝑥𝑥3 − ʋ𝑥𝑥9

�(𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2

−
(𝑥𝑥1 − 𝑥𝑥7)�(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − ʋ𝑥𝑥9) + (𝑥𝑥2 − 𝑥𝑥8)(𝑥𝑥4 − ʋ𝑥𝑥10)�

�(𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2
3 � ,𝑅𝑅(𝑥𝑥5,𝑥𝑥6)〉 

using equations (10) and (11). 

 �̇�𝛾 = 𝑝𝑝
𝑝𝑝𝑡𝑡

1
|𝑝𝑝|

= 𝑝𝑝
𝑝𝑝𝑡𝑡
��𝑟𝑟𝑝𝑝2 + 𝑟𝑟𝑝𝑝2�

−12 

  = −��𝑟𝑟𝑝𝑝2 + 𝑟𝑟𝑝𝑝2�
−3
�𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝 + 𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝�   (A.8) 

  �̇�𝜎 = 𝑝𝑝
𝑝𝑝𝑡𝑡
〈 𝑝𝑝

|𝑝𝑝|
. �̇�𝑟⊥〉 = 〈 �̇�𝑝

|�̇�𝑝|
. �̇�𝑟⊥〉 + 〈 𝑝𝑝

|𝑝𝑝|
. �̈�𝑟⊥〉 (A.9) 

〈 �̇�𝑝
|�̇�𝑝|

. �̇�𝑟⊥〉 = 0, since �̇�𝑝
|�̇�𝑝|

 is orthogonal to �̇�𝑟⊥ 

So, 

�̇�𝜎 =
𝑑𝑑
𝑑𝑑𝑑𝑑
〈
𝑟𝑟

|𝑟𝑟| . �̇�𝑟⊥〉 = 〈
𝑟𝑟

|𝑟𝑟| . �̈�𝑟⊥〉 

Now, 

�̈�𝑟⊥ =
𝑑𝑑
𝑑𝑑𝑑𝑑
�̇�𝑟⊥ =

𝑑𝑑
𝑑𝑑𝑑𝑑

[ʋ𝑥𝑥10 − 𝑥𝑥4, 𝑥𝑥3 − ʋ𝑥𝑥9] 

= [ʋ�̇�𝑥10 − �̇�𝑥4, �̇�𝑥3 − ʋ�̇�𝑥9] = �ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒 − 𝑥𝑥6𝑢𝑢𝑝𝑝, 𝑥𝑥5𝑢𝑢𝑝𝑝 − ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒� 

using (9). 

Neglecting the term associated with 𝑢𝑢𝑝𝑝,   

   �̈�𝑟⊥ = [ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒] (A.10) 

Therefore, 

 �̇�𝜎 = 〈 𝑝𝑝
|𝑝𝑝|

. (ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)〉  (A.11) 

Thus,  
𝑑𝑑
𝑑𝑑𝑑𝑑

(𝛾𝛾𝜎𝜎) = (�̇�𝛾𝜎𝜎) + (𝛾𝛾�̇�𝜎) 

= �− ��𝑟𝑟𝑝𝑝2 + 𝑟𝑟𝑝𝑝2�
−3

�𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝 + 𝑟𝑟𝑝𝑝�̇�𝑟𝑝𝑝� . �
�̇�𝑟

|�̇�𝑟| . �̇�𝑟⊥��

+
1

|𝑟𝑟| . 〈
𝑟𝑟

|𝑟𝑟| . (ʋ2𝑥𝑥12𝑢𝑢𝑒𝑒,−ʋ2𝑥𝑥11𝑢𝑢𝑒𝑒)〉 

=
1

�(𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2
 

〈
(𝑥𝑥1 − 𝑥𝑥7, 𝑥𝑥2 − 𝑥𝑥8)

�(𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2
, (𝜐𝜐2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−𝜐𝜐2𝑥𝑥11𝑢𝑢𝑒𝑒)〉 

+ �−((𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2)
−3
2 �(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9)

+ (𝑥𝑥2 − 𝑥𝑥8)(𝑥𝑥4

− 𝜐𝜐𝑥𝑥10)�� . 〈
(𝑥𝑥1 − 𝑥𝑥7, 𝑥𝑥2 − 𝑥𝑥8)

�(𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2
. (ʋ𝑥𝑥10

− 𝑥𝑥4, 𝑥𝑥3 − ʋ𝑥𝑥9)〉 
Hence  it follows that  

𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝 = −𝜇𝜇1(η 〈
(𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2
.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 + 

1
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     

〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9)〉)−µ2 ∫(η 〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉 +
1

�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2     
〈 (𝑝𝑝1 –𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2

. ( ʋ𝑥𝑥10  − 𝑥𝑥4), (𝑥𝑥3 −

ʋ𝑥𝑥9  )  〉 )𝑑𝑑𝑑𝑑 
−𝜇𝜇3{〈((𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) 1

�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2
−  (𝑥𝑥1 −

𝑥𝑥7) 1

��(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2�
3 ((𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) + (𝑥𝑥2 −

𝑥𝑥8)(𝑥𝑥4 − 𝜐𝜐𝑥𝑥10), ((𝑥𝑥4 − 𝜐𝜐𝑥𝑥10) 1
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

−  (𝑥𝑥2 −

𝑥𝑥8) 1

��(𝑝𝑝1 –𝑝𝑝7 )2+(𝑝𝑝2 –𝑝𝑝8 )2�
3 �(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) + (𝑥𝑥2 −

𝑥𝑥8)(𝑥𝑥4 − 𝜐𝜐𝑥𝑥10)�.𝑅𝑅(𝑥𝑥5, 𝑥𝑥6)𝑡𝑡〉) +
1

�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2
〈 (𝑝𝑝1−𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

, (𝜐𝜐2𝑥𝑥12𝑢𝑢𝑒𝑒 ,−𝜐𝜐2𝑥𝑥11𝑢𝑢𝑒𝑒)〉 +

�−((𝑥𝑥1 − 𝑥𝑥7)2 + (𝑥𝑥2 − 𝑥𝑥8)2)
−3
2 �(𝑥𝑥1 − 𝑥𝑥7)(𝑥𝑥3 − 𝜐𝜐𝑥𝑥9) +

(𝑥𝑥2 − 𝑥𝑥8)(𝑥𝑥4 − 𝜐𝜐𝑥𝑥10)�� . 〈 (𝑝𝑝1−𝑝𝑝7,𝑝𝑝2−𝑝𝑝8)
�(𝑝𝑝1−𝑝𝑝7)2+(𝑝𝑝2−𝑝𝑝8)2

. (ʋ𝑥𝑥10 − 𝑥𝑥4, 𝑥𝑥3 −

ʋ𝑥𝑥9)〉 

Hence the result. 

Appendix 3: 

Proof of proposition 3: 

Referring to Figure 12, r is the initial baseline while r’ is the 
baseline in the next step after a lapse of time 𝑑𝑑𝑑𝑑. p and 𝜗𝜗 are the 
velocities of the pursuer and the evader respectively. The sudden 
turn with respect to the baseline at every move result in a motion 
by the evader in a tangential direction resulting in describing the 
arc ‘ab’ in Figure 12 by the evader for arbitrarily small 𝑑𝑑𝑑𝑑. We 
then have 

|𝑟𝑟| = |𝑟𝑟′| + 𝑝𝑝 𝑑𝑑𝑑𝑑 

with 𝑝𝑝 > 0, 𝑑𝑑𝑑𝑑 > 0 and with 𝑑𝑑𝑑𝑑 → 0, It follows that |𝑟𝑟′| ≤
|𝑟𝑟|. Hence the result. 

 
Figure. 12 Case of CM with sudden turn.  
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Appendix 4 

Case (i): 

 

Figure. 13 Case of CB ∅ = π
2
 with sudden turn.  

Figure 13 shows the initial baseline vector r between the pursuer 
(A) and evader (C). After an infinitesimally small time, with the 
evader taking the sudden turn of 90 degrees, let the position of 
evader and the pursuer be D and B respectively. 

In right angle triangle AOB 

𝑂𝑂𝑂𝑂 > 𝑂𝑂𝑂𝑂 

Similarly, in right angle triangle COD 

𝑂𝑂𝐷𝐷 > 𝑂𝑂𝑂𝑂 

So, 

𝑂𝑂𝑂𝑂 + 𝑂𝑂𝐷𝐷 > 𝑂𝑂𝑂𝑂 + 𝑂𝑂𝑂𝑂 

|𝑟𝑟′| > |𝑟𝑟| 

Case (ii): 

 

Figure. 14 Case of CB ∅ < π
2
 with sudden turn. 

Figure 14 is redrawn from Figure 13 with ∅ < π
2

. Considering 
pursuer (P) as the origin, the coordinates of other points are easily 
derived. Point E denotes the evader. P’ and E’ are the positions of 

pursuer and the evader after a time 𝑑𝑑𝑑𝑑. The baseline after time 𝑑𝑑𝑑𝑑 
is given by  vector  

𝑟𝑟′ = (−𝜗𝜗 𝑑𝑑𝑑𝑑, |𝑟𝑟|) − (𝑝𝑝𝑑𝑑𝑑𝑑 sin∅ , 𝑝𝑝𝑑𝑑𝑑𝑑 cos∅) 

Now, to impose the condition that |𝑟𝑟′| = |𝑟𝑟|. 

(−𝜗𝜗 𝑑𝑑𝑑𝑑 − 𝑝𝑝𝑑𝑑𝑑𝑑 sin∅)2 + (|𝑟𝑟| − 𝑝𝑝𝑑𝑑𝑑𝑑 cos∅)2 = |𝑟𝑟|2 

⇒ (𝜗𝜗 𝑑𝑑𝑑𝑑)2 + (𝑝𝑝 𝑑𝑑𝑑𝑑)2(sin∅)2 + 2𝜗𝜗 𝑑𝑑𝑑𝑑 𝑝𝑝 𝑑𝑑𝑑𝑑 sin∅
+ (𝑝𝑝 𝑑𝑑𝑑𝑑)2(cos∅)2 − 2𝑝𝑝 |𝑟𝑟|𝑑𝑑𝑑𝑑 cos∅ = 0 

⇒ 𝜗𝜗2 + 𝑝𝑝2(sin∅)2 + 2𝜗𝜗𝑝𝑝 sin∅ + 𝑝𝑝2(cos∅)2 −
2|𝑟𝑟|𝑝𝑝 cos∅

𝑑𝑑𝑑𝑑
= 0 

⇒ (𝜗𝜗 + 𝑝𝑝 sin∅)2 + 𝑝𝑝2(cos∅)2 =
2|𝑟𝑟|𝑝𝑝 cos∅

𝑑𝑑𝑑𝑑
 

⇒ �
𝜗𝜗
𝑝𝑝

+ sin∅�
2

+ (cos∅)2 =
2|𝑟𝑟| cos∅
𝑝𝑝 𝑑𝑑𝑑𝑑

 

Hence the result. 

Appendix 5: 

Proof of Proposition 5: 

 
Figure. 15 Case of CP with sudden turn.  

Figure 15 is similar to Figures 13 and 14 except that ∅ = 0 

Considering Figure 15, 

 

sin 𝑑𝑑𝑐𝑐
sin𝑑𝑑∅

=
𝑂𝑂𝑂𝑂
𝑂𝑂𝑂𝑂

=
|𝑟𝑟′|

�|𝜗𝜗 𝑑𝑑𝑑𝑑|2 + |𝑟𝑟|2
≤ 1 

�|𝜗𝜗 𝑑𝑑𝑑𝑑|2 + |𝑟𝑟|2 ≥ |𝑟𝑟′|    ∀𝑑𝑑𝑑𝑑 

when 𝑑𝑑𝑑𝑑 → 0 

|𝑟𝑟′| ≤ |𝑟𝑟| 

Hence the result. 
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 This work presents the development of an original idea for a walking robot with a minimum 
number of motors, simple construction and a control system based on the brain bioelectrical 
activities. Described are geometric and kinematic dependencies related to the robot 
movement, as well as brain-inspired IoT control method. Various aspects are discussed for 
improving the robot's qualities, concerning the shape of the robot's feet and base in order 
to overcome various obstacles and maintain the static mechanical equilibrium. 
Improvements in the mechanical design are provided to improve reliability and enhance 
the scope of robot’s applications. A new IoT framework for creating Human-robot 
interaction applications based on Node-RED “wiring” of Emotiv Brain Computer Interface 
(BCI) and Arduino based robot is designed, developed and tested.  An educational 
application how to train the joint attention of children by a mind control method based on 
neurofeedback from beta oscillation in the right temporoparietal region is illustrated in a 
Node-RED flow.   The neurofeedback is exposed on the walking robot. 
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1. Introduction  

Applications of walking robots include rescue operations, work 
and inspection in harmful and dangerous environments, military 
purposes, etc. Typically, they move in an environment with 
obstacles whose positions and dimensions are not known in 
advance. Their mechanical and control systems are designed to be 
able to avoid or overcome obstacles. In some cases, the obstacles 
can dynamically change in time. This leads to more complicated 
designs of the walking robots compared to robots on wheels or 
tracks. They have more degrees of freedom and are slower. A 
common problem is the task of climbing and descending stairs [1-
5]. Experimental robots are developed with a small number of 
degrees of freedom and a special shape of their feet that overcome 
obstacles while maintaining static stability. [7]. For these reasons, 
alternative solutions are investigated [5], [6] and [7]. In [7], the 
author presented a low-budget two-legged robot which is able to 
maintain static equilibrium. Other simple solutions are also 
investigated, such as: passive-dynamic two-legged walking [7] and 
different variants inspired by nature [1], [2] and [8]. 

Walking robots are also used for educational purposes. The 
results in the scientific literature show positive reactions and 
improvement in the attentional and positive emotional state of 

children with special educational needs (SEN) [9]. Nonhumanoid 
walking robot Big-Foot is successfully implemented to support the 
education of such children in two day-care centers for children 
with SEN in Bulgaria [10]. Some ideas have been challenged with 
the special educators - how the walking robot to become more 
intelligent and personal, in order to act as a mediator for learning 
and socializing because these children show deficits in early social 
communication skills such as Joint Attention (JA), social 
requesting and referencing. Joint attention is the shared focus of 
two individuals on an object and gaze shifting and behavioral 
response are the most used measures to assess the establishment of 
JA [11]. However, children with ASD avoid eye contact or lose 
focus on humans quickly. In this context, our hypothesis is that the 
robot has the potential to establish JA better because these children 
trust robots more than humans [10] and we can use this as a pure 
social consequence of sharing an experience. Furthermore, the JA 
can be made visible on a robot by exploiting a neuro physiological 
approach instead of gaze tracking as an indicator for a shared focus 
of two individuals on a same object. By integrating walking robot 
with a brain-aware device we propose an innovative concept for 
establishing and assessing JA in more objective way. For example, 
the Big-Foot will climb stairs only if the active brain-patterns 
correlated to attention system of the human brain are observed and 
evaluated.  
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The proposed nontraditional brain-inspired Robotics 
intervention should run anytime and anywhere with a remote 
supervision of the special educator over the WiFi in order to aid 
children not only in schools but in family environment. Therefore, 
the proposed framework should comply to the concept for human-
robot personal communication by augmenting intelligence to robot, 
however not digitally by pushing a button, clicking, dragging or 
speaking, but biologically and continuously through emotions, 
mental intentions or even via chemically released by neurons 
rewards [12].  

All this imposes technical challenges concerning robot design, 
proper neuroscience computing and ubiquitousness. Movement of 
walking robots is accomplished in two ways: motion with 
maintaining static stability or use of dynamic gaits. When the 
number of legs is small, less than 4, maintaining static stability is 
not an easy task as it is necessary to change the center of gravity, 
which requires additional degrees of freedom. Overcoming 
obstacles with few supports is even harder. This article discusses a 
robot design that has only three supports. In this case the problem 
of maintaining static stability is overcome by increasing the area 
of these supports and using suitable shapes and materials.  

The technical challenges concerning ubiquitous computing are 
how to merge people, processes, devices and technologies with 
sensors and actuators. We exploited the idea behind the Internet of 
Things (IoT) and the innovative” Cloud Computing” infrastructure 
[13]. Thus, all sensing, computation, and memory can be 
integrated into a single standalone Socially-assistive Robotics 
system. Node-RED [14] is an open source development tool built 
by IBM, which allows to wire up IoT as nodes in flows. Node-
RED is built on Node.js and can run anywhere if the applications 
are capable of hosting node.js, such as small single board 
computers like the Raspberry Pi, personal laptops or in cloud 
environments, such as the IBM Cloud. The Node-RED 
connectivity allows nodes to collect and exchange data 
ubiquitously and its flow-based programming is an ideal solution 
to wire up the biological brain intelligence to robots anytime and 
anywhere. Based on the idea behind IoT, that uniquely addressable 
“things” communicate with each other and transfer data over the 
existing network protocols, we propose how the information 
channel between the human brain and external devices to be 
applied for IoT brain-to-robot control.  By analogy to Visual 
servoing [15] and Tactile servoing [16], we defined a term “Brain 
servoing” (or brain-based robot control) that uses EEG feedback 
information extracted from the brain EEG sensor to control the 
motion of a robot. The control tasks intend to translate a specific 
brain activity interaction patterns in robot commands ubiquitously. 
The control instructions are transferred from continuously decoded 
JA performance metric into robot commands and are sent to the 
robot actuators via a Node-RED set-up Emotiv Brain-Computer 
Interface (BCI) to Arduino.  

In this study we illustrate a non-traditional control method 
where the brain electrical activity is captured by EMOTIV brain-
listening headset [17] and specific spatial and temporal brain 
frequencies correlated to JA are translated into commands to 
control the walking robot Big-Foot. Because the robot Big-Foot 
has a simple and innovative design, children with specific needs 
find it attractive, and it does not create feelings of anxiety and 
discomfort when interacting with it. This helps the robot function 

as a mediator between the children and the therapist. The 3D model 
of the robot is cheap and easy to be controlled by children. It is 
extremely maneuverable and can climb stairs. These features allow 
it to be used in educational games for children. To the best of our 
knowledge we first propose an IoT framework for creating Human 
Robot Interaction (HRI) applications based on Node-RED “wiring” 
of Emotiv BCI [18] and Arduino based robot. 

2. Mechanical design and improvement of the robot 

Fig. 1 presents the design of the robot and Table 1 lists its main 
components. Two engines are mounted in the body 5. The rotor of 
motor 2 is connected to and rotates the circular base 1. This allows 
the robot to change its orientation and turn when the feet 4 are 
raised above the ground. The motor 3, via a connecting shaft, 
drives the arms 7. At the end of the arms 7, the feet 4 are mounted. 
The feet maintain a constant orientation with respect to the base 1 
and the body 5 by means of two gear mechanisms 6 with a gear 
ratio of i=1. This design allows the robot to rotate more than 360 
degrees around axis R1. There is also no limitation of the rotation 
around axis R2. The two rotations are reversible, making the robot 
extremely maneuverable. 

 
Figure 1:  3D model of the robot Big-Foot 

Table 1. Part list of the main components 

Position Part description 
1 Circular base 
2 DC motor for rotating the base 
3 DC motor for rotation of the arms 
4 Feet 
5 Body of the robot 
6 Gear transmission mechanisms 
7 Rotating arms 

When the robot moves on a flat terrain it passes through two 
main phases. During the first phase, the feet 4 are stationary on the 
ground. The arms 7 move, and the body 5, together with the base 
1, is moved at a distance of one step S (Fig. 2a). All points on the 
robot’s body move along trajectories that represent arcs of circles, 
for example, the trajectories of points B and P on Fig. 2. The radius 
rAB is determined by the length AB of the arms 7. During this phase, 
the arms 7 are rotated at an angle α
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Similarly, to the first phase, the trajectories of the points of the feet 
are also moving along arcs of a circle with radius rAB. In this case, 
the angle of rotation of the arms 7 is )2( απ −  (Fig. 2b). During this 
phase, the robot does not move forward but can rotate around axis 
R1 (Fig. 1). The second phase ends when the feet touch the ground. 
The movements during the two phases are cyclically repetitive. 

 
а) 

 
b) 

Figure 2: Trajectories of different points of the robot during the two phases of 
motion - a) and b) step S and angles of rotation of arm AB.  

During the second phase, the robot's feet rise to a relatively 
high height, which helps to overcome high obstacles. The behavior 
of the robot has been verified through computer simulation and 
experiments with 3D printed prototypes. 

More detailed descriptions of the kinematics and behavior of 
the robot in the various phases of its movement are described in 
[8], [19] and [20]. 

In the original idea described in patent [19], maintaining of 
parallelism between the feet and the base is achieved by a belt 
mechanism. The 3D printed prototype (Fig. 3a) showed that the 
belt drive is not suitable due to the need for considerable tensioning. 
The drawbacks of this model, described in more details in [20], 
have led to the need of improvement of the mechanical design. 

   
a)                                                         b) 

Figure 3: a) First 3D printed model, b) model with improved design climbing 
stairs. 

Improvements have been made to the mechanical structure for 
a more reliable torque transmission. A new type of joint between 
the shaft and the feet is used (Fig. 4, position 8), which 
significantly reduces the stress concentration. This joint is realized 
by a smooth transition from a polygon to a circle, and the 3D 
printing technology allows its physical implementation and 
application in our model [20], [29]. 

Changing the shape of the feet and the round base makes it 
possible to overcome higher obstacles (Fig. 4, positions 9 and 10). 

Another approach is used to improve the capabilities of the 
robot, namely to add additional elements. Two tails have been 
added (Fig. 5, position 11), which prevent the robot from rolling 
over when overcoming high obstacles. 

 
Figure 4: Improvements in the design of the Big-Foot robot 

 The addition a platform (Fig. 5, position 12) is used for 
applications of the robot for developing games for children with 
specific needs. 

 
Figure 5: Walking robot with tails and a paltform. 

 

3. Human mind control method of robot with Node-RED 
EmotiveBCI-to-Arduino interface 

The most common way to control a robot is the joystick or 
mobile device. However, for some people the joystick or mobile 
control is difficult or impossible for many reasons and other (non-
traditional) control methods have being developed based on the 
recent innovative sensors and technologies, such as motion sensing 
devices, etc. In this section, we present a non-traditional control 
method that rely on “Brain servoing” which uses feedback 
information extracted from a brain sensor (EEG feedback) to 
control the walking robot.  

http://www.astesj.com/


A. Lekova et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 220-226 (2019) 

www.astesj.com     223 

A traditional bi-directional DC control of two motors 
(operating at a voltage of 2.7-10.8V) is used. The current is about 
1.2A per motor and the load on motor is up to 2A for few seconds. 
The H-bridge DC motor control is used in order to rotate motors in 
both directions. Four transistors in the circuit are controlled in pairs 
and play a role of switches to control the motor to rotate in both 
directions. Fig. 6 presents the connecting scheme and Fig. 7 the 
code uploaded on the ARDUINO MICRO. The end-user interfaces 
via dialog box for laptop or from mobile device are presented in 
Fig. 8. 

 
Figure 6: Connecting scheme  

 
Figure 7: The code for ARDUINO MICRO 

The nontraditional control method intends to translate in robot 
commands a specific brain activity interaction patterns within a 
framework of IoT. Fig. 9 illustrates in general this framework for 
Brain-robot interaction and its deployment using a Node-RED tool. 
An application of EmotivBCI-to-Arduino Node-RED flow is 
explained in Section V.  The commercial EEG devices, Emotiv 
EPOC or Emotiv Insight [17] could be used. The placement of 
electrodes are shown in Fig.10. In this study EEG data are acquired 
and recorded with the 14-channel neuroheadset EPOC+ and the 
EEG signals were sampled at the rate of 256 Hz. The data are 
wirelessly transmitted to a host computer through Bluetooth and 
further processed with EmotivBCI Node-RED Toolbox [18].  

 

 
Figure 8: Traditional control methods of walking robot BigFoot 

 
Figure 9: IoT framework for Brain-robot interaction - Node-RED 

EmotivBCI-to-Arduino Interface. 

 
Figure 10: EMOTIV EEG headsets for EEG-based BCI - listen, record and 

transmit in real time the electrical activity of the brain 

Node-RED uses a visual programming approach for ‘wiring 
together’ of code blocks and make up ‘flows’ to carry out tasks. It 
connects nodes as a combination of input nodes, processing nodes 
and output nodes in a browser-based flow editor using a wide range 
of nodes in the palette. The EmotivBCI Node-RED Toolbox is a 
custom library of input nodes for Node-RED which allow 
interfacing the EMOTIV technology with other Node-RED nodes 
and thus to create a wide variety of BCI integrations. Installation, 
node descriptions and use are presented in [18]. EmotivBCI Node-
RED gets data from Emotiv Cortex (Cortex is built on JSON) and 
WebSockets for creating BCI applications and integrates data 
streams from the human headset with third party software or 
hardware. In a browser-based flow in a Web page, a user is 
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allowing to control the BigFoot rotation and direction of both 
motors using one of the following brain activity correlated patterns: 
in the frequency domain, correlated with human cognitive, facial 
and emotional states or directly by preliminary trained mental 
commands. EMOTIV offers the opportunity for the user to create 
and execute a number of Mental Commands [21], such as: push, 
pull, lift, drop, left, right, rotate left, rotate right, rotate forwards, 
rotate backwards, rotate clockwise, rotate anticlockwise, and 
disappear. The detected facial expressions are blink, left wink, 
right wink, raised eyebrows (surprise), furrowed brows (frown), 
smile and clenched teeth. The Emotiv technology currently offers 
five performance metrics detections: Engagement/Boredom, 
Frustration, Meditation, Instantaneous Excitement, and Long-
Term Excitement, that are based on universal in nature brainwave 
characteristics and don't require an explicit training of the user [22].  

All these correlated frequency patterns or detections are 
interpreted in the Node-RED function blocks and map to 
commands in order to control the walking robot by sending 
dynamically information to the serial port where the Arduino is 
connected. There are several ways to interact with an Arduino 
using Node-RED. As the Arduino appears as a Serial device, the 
Serial in/out nodes can be used to communicate with it after 
adjusting the serial port speed (baud rate) to be the same at both 
ends. We wired the EmotivBCI nodes to serial port and Arduino 
Software (IDE).  We program the Arduino with the IDE, and then 
send and receive input over the serial port to interact with BigFoot. 
Two browser-based flows in a Web page, as well as Node-RED 
Graphical User Interface (GUI) are designed to allow the user to 
control the BigFoot motors dynamically by its own brain activity 
patterns in the frequency domain corresponding to the joint 
attention. Every 1 or 2 s a string for one of the following commands 
- ‘S’ for stop, ‘F’ for forward, ‘B’ for backward, ‘L’ for left rotation 
and ‘R’ for right rotation is sent. Except the neurofeedback 
exposed on the BigFoot, the GUI shows the rotation and direction 
as a feedback in the web page. 

4. Application of the IoT framework for brain- robot 
control method 

The walking robot is used in the development of educational 
play-like activities of children with SEN. Trough playing with the 
robot, the children improve their special orientation abilities, they 
learn easily and with fun by controlling the robot [11]. The 
interaction of children with the walking robot engages them to 
communicate with each other and develop their joint attention 
(JA). By using the non-traditional mind control methods, a 
neurofeedback rehabilitation is possible and will be effective for 
training the attention or emotion self-regulation of the brain 
function. We place the child’s neurofeedback in the play-with-
robot interventions and expose it on the walking robot.   

Joint attention precedes the development of children 
mentalization skills [23]. Mentalization is the ability to 
understand the mental state, of oneself or others, that underlies 
evident behavior. Brain activity patterns in time and frequency 
domains correlated with JA are discussed in many papers [23], 
[24] and [25]. According to studies [25] and [26] the oscillatory 
brain activity in the alpha and beta ranges in the right 
temporoparietal region correlates with the anticipation and 
prediction of another person's responses and preferences. Authors 

in [23] have tested whether neuronal activity preceding JA 
correlates with mentalization in typically developing (TD) 
children and whether this activity is impaired in children with 
autistic spectrum disorder (ASD) who evidence deficits in JA and 
mentalization skills.  TD children shown beta rhythm (15-25 Hz) 
in the temporoparietal region preceding the JA behavior, while 
ASD children did not show an increase in beta activity. In the 
study [23] statically significant difference in increasing the beta 
band power in the right parietal group of channels is found and 
again the data analysis suggested that the right temporoparietal 
region and the middle/superior frontal gyrus are the main brain 
regions contributing to the beta power differences between the 
two groups. Based on these neuroimaging findings we designed a 
play where a child can move the BigFoot to climb the stairs 
through a neurofeedback from the oscillatory brain activity in the 
alpha and beta ranges in the right temporoparietal region. Thus, 
we try to teach and train children joint attention by learning to 
modulate their rhythm power in the beta frequency band [15-25 
Hz] in order to move the walking robot. The power spectrum of 
right temporoparietal lobe intensity is obtained by EmotivBCI 
tool and the changes in JA are calculated based on functional brain 
imaging in terms of event-related desynchronization (ERD) or 
event-related synchronization (ERS) [26]. 

According to Pfurtscheller [26] sensory and cognitive 
processing results in changes of the ongoing EEG in form of 
ERD/ERS that are highly frequency-band specific. For example, 
oscillations with 10 Hz comprise more synchronized neurons than 
oscillations with 40 Hz. The ERD is interpreted as a correlate of 
an activated cortical area with increased excitability and the ERS 
in the alpha and lower beta bands can be interpreted as a correlate 
of a deactivated cortical area [26]. Furthermore, the frequency of 
brain oscillations depends on the percentage of a population of 
neurons synchronized. With an increasing number of 
synchronized neurons, the average frequency becomes slower and 
if only 10% are synchronized, the amplitude is 10-fold the activity 
of the 90% of not-synchronized neurons. 

In terms of information theory, a desynchronized system 
represents a state of maximal readiness and a maximum of 
information capacity [27]. The neuroscience explanation is the 
ERD, i.e. in the underlying neural network small areas of neurons 
involved in a particular neural computation (neural ensemble), 
work in a relative independent or desynchronized manner.  

We use (8) to obtain the percentual decease (ERD) or 
increase (ERS) in the band power during a test (activation) 
interval compared with a baseline (reference) interval. The 
ERD/ERS index foe alpha and beta bands are the respond to 
different levels of JA: 

ERD/ERS% = (A−R) / R*100       (8) 

where A is the power within the frequency band of interest in the 
activity period and R is the preceding baseline or reference period. 
Positive numbers are obtained for ERS% and negative - for ERD% 
that reflect synchronization and a state of band power decrease. 
We tested our research hypothesis in pilot experiments with five 
students (right handed male and female in average age about 18 
years old) by measuring whether the amount of alpha ERD 
increase and the amount of beta ERS increase with higher level of 
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JA and mentalization skills. The mean threshold of 5% for ERS 
in the beta rhythm was defined experimentally. We plan to 
perform the experiment explained in [23] with children with ASD 
in order to compare the establishment and assessment of JA based 
on the intervention and observations of the gaze shifting and 
behavioral response from practitioners versus establishment and 
assessment of JA by the brain-inspired robot control and a 
neurofeedback response. 

The control commands are transferred from continuously 
decoded JA performance metric into robot commands and are sent 
to the robot actuators via Node-RED EmotivBCI-to-Arduino 
Interface. For this application, only the right temporal T8 and right 
parietal P8 electrodes are used for right-handed participants and 
their beta and alpha power are analyzed during the neutral or joint 
attention states. The power spectrum density for beta band is 
received continually from the EMOTIV Node-RED EEG 
streaming data. The command ‘S’ is sending to COM4 by default. 
In a function node, the ERS and ERD are calculated for each 
electrode and when alpha ERD significantly decrease and beta 
ERS increase (thresholds in %, specific for the participant), the 
corresponding command ‘F’ or ‘B’ is sent to COM4. The results 
showed that robot could be successfully navigated by the positive 
values of 5% for ERS in the beta rhythm, which is a correlate with 
joint attention on walking robot in order to complete a navigation 
task to climb stairs by human intention. In the future we will 
assign the percentual increase into fuzzy sets in order to define 
levels of difficulty for climbing stairs.  

The Node-red flow for brain-robot interaction based on 
EmotivBCI toolbox is shown in Fig.11. After streaming the row 
data from the Emotiv node in the first Node-RED flow, the power 
of frequency bands of interest are stored in global variables. They 
are accessed in the second flow (Fig.12) to set-up the baseline 
settings in the frequency band of interest for 1 or 2 min. How the 
robot commands are mapped and sent to serial port can be seen in 
the first Node-RED flow. 

We intend to test the proposed framework with a 
neurofeedback from the frontal theta for training and 
remembering the orientation in space and implicitly to expose it 
by the walking robot. The increase in theta power during 
successful encoding of new information is discussed from 
neurological point of view in [28] with the relationship with 
hippocampal theta induced in the cortex. 

 
Figure 11: Node-red flow for EmotivBCI-Arduino interaction 

 
Figure 12: Node-red flow for baseline setting in the frequency band of 

interest 

5. Conclusion 

Although the proposed walking robot has a minimum number 
of mechanical components, it is extremely maneuverable.  It has 
only two motors that makes it simple to control and suitable for 
educational or rehabilitation purposes.  The robot is not expensive 
and easy to manufacture with a 3D printer. Several control 
methods are proposed, one of them is “Brain servoing” that uses 
EEG feedback and brain activity patterns for mind-based robot 
control. The proposed IoT framework for creating Human Robot 
Interaction (HRI) applications based on Node-RED “wiring” of 
Emotiv BCI and Arduino based robot has been applied for 
neurofeedback training. The results showed that robot could be 
successfully navigated by the level of human attention to 
complete a navigation task for climbing stairs.  

In the future, the robot's design and control system will be 
enhanced by collecting and recording information from more 
sensors. Since, the proposed framework for mind-robot control is 
enough general, it will be easily applied for other areas of neurons 
involved in a particular neural computation, as well as other brain 
sensors and different humanoid or nonhumanoid robots in the IoT. 
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 This article investigates different versions of a new multi-band micro-strip antenna design. 
NASA inspired the antenna design from “Hand of God” galaxy discovery. A multi-band 
operation between 0.15 and 8 [GHz] is obtained and captures up to 10 frequency bands.  
The antenna has a small area of 4 x 5 cm2 and is printed on 1.6 mm epoxy-FR4 substrate. 
Adding slots and changing the feed position, led to different designs and increase in multi-
band operation. Moreover, varactors are mounted on antenna surface, which resulted in 
frequencies as low as 50 MHz and as high as 8 GHz when. S11 simulations results were 
successfully compared with measured ones. Applications include different mobile 
generations, TV and different IoT systems. 

Keywords:  
Multiband antenna 
Slotted antenna 
Patch Antenna 

 

1. Introduction 

Multi-band antennas capture various segments of the 
frequency spectrum simultaneously. Yet, a challenging aspect of 
maintaing the required gain appears [1-6]. Of course, an antenna 
should have high efficiency to be able to capture many 
frequencies. Moreover, new technology requires smaller front end 
devices, and hence antenna size follows. Moreoever, selected 
frequencies are targetted, to cope with licenced frequency bands. 
Hence, research is still developing in this area.  

Multiple frequency operation has become recently desired to 
engage IoT applications in same device. It allows performing 
technologies that require and or scan wide range of frequencies. 
For example, it is desirable to work with two mobile generations 
simultaneously [7]. Adapting to wearable technologies, [8], 
presented a relatively large antenna operating for different 
applications with up to six frequency bands. Alternatively, 
different bands related to same generation can be combined in 
same antenna [9].  Moreover, switches were mounted to achieve 
multiple resonances, while changing the switching scenario 
changes operation band being the L or S band [10,11]. 
Metamaterials were also exploited in [12] for multi-band 
operation.  

The need to minimize space occupied by modern devices such 
as phones or sensors renders multi-band antennas more attractive 
since they replace many antennas [10], while still consistently 

frequencies in MHz range are mainly emitted by large antennas 
that are quarter wavelength, i.e. more than 12 cm in length and 
width [4,11,13,14]. This creates a challenge if high frequency 
ratio is targeted within same antenna.  supporting different active 
parts of wireless spectrum. Low  

 
Figure 1: Galaxy named ‘Hand of God’ by NASA 

This paper suggests a novel design that covers multiple low 
and high communications frequency bands, serves IoT 
applications, and maintains a compact size. The design is inspired 
by a photo of a galaxy captured recently by NASA, entitled ‘Hand 
of God’ [15]. Hence, this antenna duplicates a cosmic shape using 
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electromagnetic radiation modelling, in an articulate way. 
Ultimately, the antenna presented here, resonates at frequencies 
near 0.1 [GHz] up to 8 [GHz], knowing that different techniques 
are used to enhance these aspects.  

First, as power input position is varied, operating frequencies 
shifted. Hence, position of feed is an important parameter that is 
thoroughly investigated in the paper. Second, slots were easily 
incorporated in the design and enhanced increase of frequency 
operation in addition to bandwidth ratio. Third, varactors are 
added across slots to study their effect on frequency 
reconfigurability. As a result, frequency is tuned in the MHz range 
and resonance at 100 MHz is achieved, in spite of the very small 
physical length of the antenna.  

The design of multiple extensions given by a hand shape is 
elaborated in this paper, since naturally each frequency is linked 
to a radiating element. Yet, the operation bands obtained 
outnumber the dipole, finger like extensions.  

The antenna has compact volume of 4 x 5 x 0.16 cm3, a new 
design that succeeds in combining more than six bands and 
captures ten bands in one specific scenario, with high frequency 
ratio of 53 starting at 0.15 [GHz], if no diodes are used. 
Frequencies above 8 [GHz] were not included in this research. 3G, 
4G and IoT frequency applications are still main concern in 
antenna design. Authors present the ‘Hand of God’ for the first 
time, novelty is achieved in design, size and range of application 
[16]. In following sections, the antenna design significance is 
shown FEM modeling in HFSS. Third section shows the 
simulations results for feed through one chosen position. Section 
Four details all interesting scenarios in feeding positions and 
displays a comparison in S11 (return loss) results between 
measurements and simulations for the various fabricated 
prototypes. In section five, the effect of mounting varactors while 
DC voltage control is applied is shown. Sections six and seven 
show the current density and the corresponding radiation patterns 
for the resonant frequencies relative to the first discussed 
prototype.  

 
2. Antenna Design Methodology 

 Due the importance of monopole, L and U shaped 
antennas in microstrip antenna design, the hand design holds 
importance in relation of design and shape. As the first draft of 
the patch design had shown multiple band characteristic, 
parametric sweeps that modify the shape for better resonance 
were done in FEM software tool HFSS. In fact, there is a 
conjecture that physical shapes in nature cope well with a certain 
frequency, and these shapes manifest certain cosmic frequencies, 
which is literally a direct link between shape and frequency. In 
fact, both ends of physics and metaphysics meet at the antenna 
design platform.  

Moreover, the effective relation between having multiple 
extensions from a basic feed to a multiple frequency operation has 
immediately inspired me to recreate the hand shape on the patch 
after seeing the NASA photographs of a far galaxy. Yet, the use 
of FEM calculation tool for antenna design has facilitated turning 
the antenna conceptual design into an operating one. Here, 
experience in antenna design and persistence in using the HFSS 
software to explore all parametric influences on their own or in 

relation to other parameters has led to good results and even 
unexpectedly 9 resonant bands   when slots were used. 

 The ‘Hand of God’ [15], is source of inspiration of this design 
due to the photo captured by NASA telescope. The finger shapes 
and hand is a renovated form of dipole antenna array, with main 
‘palm’ space acting as a relatively large capacitance that stabilizes 
antenna radiation operation at large frequencies in GHz range. 
This is no the first time a cosmic/natural shape is successfully 
exploited in electromagnetics, examples include the spiral shape 
(inspired from a galaxy [17]) and many others showing the beauty 

of science in relation to nature.  

The antenna with four fingers combines inductive and 
capacitive effect of each extension. Yet, it forms a new way of 

 

Figure 4: S11 simulated results of feed at 1st fingertip in Figure 3. 

 

 

 

 
Figure 3: Simulated feed at 1st fingertip 

 

Figure 2: Equivalent circuit of slot loaded antenna 
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combining four dipole antenna extensions in a compact design. 
These were responsible for multiple frequency operation. In 
particular, each element has different length and shape, and spaces 
between elements play crucial role in minimizing destructive 
interference, since targeted frequencies have wavelengths 
comparable to antenna size. After performing many simulations 
on common area in the patch and length of the extensions, final 
design was achieved as shown in Figure 3. Initial setting of the 
model was even varied in total area and substrate material, but a 
double-sided FR4 substrate was most successful. Finally, small 
area of 4 x 5 cm 2 accommodated the multiple ‘finger like’ 
extensions to achieve the targeted multi-band operation. 

Slots are used to increase bandwidth. Loading the radiating 
patch with slots or stub elements can extend bandwidth of the 
patch antenna. Additionally, varying the dimension of cutting 
slots on different locations and adjusting the shape of the slots like 
rectangular, circular, octagonal, fractal, and modified/partial 
ground plane, can help to obtain the desired bandwidth at 
estimated resonant frequency [18]. Slots are also used in size 
miniaturization of antenna [19] and increasing number of resonant 
frequencies [20]. 

  Slot impedance is considered as series inductance and parallel 
capacitance, which adds to the total inductance and capacitance as 
shown in Figure 2, [21]. In fact, slots helped increase the number 
of resonant frequency bands over [0.1-8] GHz to nine with 
tunability over frequency range [0.2-0.8] GHz, and total area = 4 
x 5 cm 2. In a similar approach, [22] has used 3 slots to achieve 
three resonant bands tunable at 3 frequencies over [0.6-2.7] GHz, 
and an area = 5 x 10 cm2. Slots with modes controlling method 
were used in [23]. Starting with a monopole at 0.25 λ then adding 
an open slot at 0.25 λ then a tuning pad, resulted in 2 bands [0.8-
1.02] GHz and [1.69-2.73] GHz, knowing that the area = 10 x 6 
cm2. Multiple slits on a rectangular patch were also used in [20], 
to achieve 4 bands over [5.8-7.87] GHz and antenna area of 2.6 x 
7.75 cm2. Other methods can be listed here with corresponding 
characteristics, for example using multiport and theory of 
characteristic modes (TCM) to isolate frequency bands, resulting 
in 3 bands over [0.8-2.2] GHz [24].  In comparison, [25] mounted 
a 3D loop folded antenna (volume 60×5×5 mm3 ) on 100×60×0.8 
mm3 FR4 substrate with full ground plane, for a mobile handset, 
to design a 3 bands tunable antenna over [0.8-2.5] GHz. 
Consequently, the present method is better improved over 
other methods due to carving the slots on the antenna patch 
along the extended finger shapes, which enhanced the 
resonant characteristic modes by doubling the mode effect 
being a result of splitting into two arms in a U shape.  

3. Simulations basic design and effect of feed position 

 The antenna is a microstrip patch, with full ground, an area of 
4 x 5 cm 2 and 1.6 mm thick epoxy FR4 substrate. The dimensions 
of finger shapes (see Figure 5) are 25.8 mm x 6 mm for 4th  finger, 
19.6  x 6 mm for 3rd finger , 21.5 mm x 6 mm for 2nd finger , 14 
mm x 9.5 mm for 1st  finger. The antenna feed is a coaxial cable 
as shown in Figure 3, where axes x, y, and z are in red, green, and 

blue respectively for later reference. In fabrication, an SMA 
connects the cable to the antenna at the variable positions to be 
discussed, where 50-Ω matching is considered. 

The design is modeled in FEM software, HFSS. In order to 
preserve the universal shape, and improve results and easily 
accommodate the shape in small area for better performance, 
simulations were the main guide to refine the design, where there 

 
Figure 7: Antenna prototype with the feed at the 2nd fingertip. 

 

 

Figure 6: Comparison of S11 obtained in measurements and 
simulations results for 4th   prototype (Figure 5). 

 

 

 
Figure 5: First feed scenario prototype at 4th fingertip. 
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is no imperial formula to apply in this case. The underlying design 

is an overlap of geometrical shapes like polygons, ellipses, circles, 
and lines in coherence with basics of drawing depicted from 
human anatomy. The area being restricted to 4x5 cm2 has less 
extension of the wrist, which has shown no effect on multi-band 
aspect. 

Feeding has been tested over 10’s of potential positions. Yet, 
resonance was easily achieved when the coaxial feed is placed the 
fingers tips. For example, an ultra-wide band (121% bandwidth) 
between 2.7 and 11 [GHz] is obtained when the feed is at the tip 
of the first finger as shown in Figure 4. The results at the 
remaining fingertips are shown in comparison with measurements. 

 
4. Comparison between measurements and simulations 

results 
 
A. First prototype, no slots and the power input at the fourth 

fingertip (Figure 5) :  
 

 The first prototype of feeding position at 4th fingertip is shown 
in Figure 5. It is fabricated as first test of the antenna simulations 
results. The reflection coefficient S11 is measure using a network 
analyzer that spams up to 8.5  [GHz]. 

 

 S11 results recorded in measurements coincide very well with 
simulated ones as shown in Figure 6. When comparing the 
resonance frequencies for the simulated and fabricated cases, 
small drift was obtained; i.e.,  (1,66, 1.74), (2.43, 2.34), (3.95, 4), 
(5.2, 5.06), (6.15, 6.42), and (7.2, 7.4) [GHz]. 0.27 [GHz] is the 
maximum difference between measured and simulated results due 
to many reasons, which include:  

1) Modeling at a center frequency, while multiple frequencies are 
targeted and being discovered. As a result, slight differences 

appear due targeting different frequencies while setting far 
field in the simulations at fixed wavelength. 

2) Fabrication errors, resistive mismatch in the SMA connector, 
soldering and losses in measurement wires.   

3) Since losses increase with frequency, discrepancy increases at 

 
Figure 9: Antenna prototype with slots with the feed at the 1st  

fingertip. 

 

 

 
Figure 10: Comparison of S11 obtained in measurements and simulations 

results for prototype in Figure 9. 

 
Figure 8: Comparison of S11 obtained in measurements and simulations           

results for 2nd   prototype (Figure 7). 

 

Figure 11: Antenna prototype with slots with the feed at the 2nd  fingertip. 
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higher frequency to maximum of 0.27 [GHz]. 
 

B. Second prototype, no slots with feed at the second fingertip 
(Figure 7) :  

 
 For feeding position at second fingertip, comparing the S11 
results as displayed in Figure 8 shows discrepancy at 6.85 GHz 
being a resonant frequency that did not appear in measurements 
unlike simulations. However, almost good matching is obtained 
for measured frequencies at 1.85, 3.85, 4.2,  [4.8-5], 5.7 and 7.98 
[GHz]. Largest differene between measurements and simulations 
in listed values is at 3.47 GHz obtained in simulations versus 3.78 
GHz in simulations. Such discrepancies results are descirbed in 
paragarph A of section 4. 

 
C. Third prototype, with slots and feed at the first fingertip 

(Figure 9) :  
 
 Adding slots along all fingers has created multi band operation 
for feed at all fingertips due to elongating the current path. Here 
the feed is at the first fingertip as shown simulated results show 
more like ultra wide band operation below 4 GHz. Common 
nature of multi-band operation is seen in both results with peaks 
almost coinciding or falling within matching region i.e for S11 
belwo -10 dB. in Figure 9. Comaprision between measured and 
simulated results is shown in Figure 10. Measured results 
resonance is obtained at 2.15, 4.5, 5, 5.5, 6.05, 6.8 and 7.7 [GHz], 
while simulated results show more ultra wide band operation 
above 4 GHz in addition to several multi-band rsonances belwo 4 
GHz. Multiple bands are seen in both results, 

with peaks almost coinciding or falling within matching region i.e 
for S11 below -10 dB.  

 
D. Fourth prototype, with slots and feed at the second fingertip 

(Figure 11) : 
 

Adding slots with the coaxial feed position at the second 
fingertip is shown in Figure 11. The S11 measurements show 
good matching with simulation results ( Figure 12) at the 
following  resonant frequencies : 1.4, 1.83, 2.72, 3.9, 4.2, 4.78, 
5.38, 6.32,6.97,8 [GHz] being the simulated obtained values with 
maximum difference of 0.25 [GHz]. Resonance at 1 [GHz] did 
not appear strong enough in measurements, hence it is not 
considered.  

 
E. Fourth prototype, with slots and feed at the third fingertip 

(Figure 13) :  
 

Adding slots with the coaxial feed position at the third 
fingertip is shown in Figure 13. The S11 measurements show 
good matching with simulation results in Figure 14, at the 

 
Figure 12: Comparison of S11 obtained in measurements and     

simulations    results for prototype in Figure 11. 

       

 

 

 
Figure 13: Antenna prototype with slots with the feed at the 3rd fingertip. 

 
Figure 14: Comparison of S11 obtained in measurements and 

simulations results for prototype Figure 13. 
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following resonant frequencies : 0.15, 1, 1.65, 2.25, 3, 3.4, 4.8, 
5.08, 6.2, and [7.6-8] [GHz]. Resonance in measurements at 0.4 
[GHz] could not be obtained in simulated results and hence it is 
not considered.  
5. Dc biasing of mounted varactors 

 A simple experimental approach of adding varactors across 
slots was done as an arbitrary trial to check resonances and 
reconfigurabilty with DC biasing [26]. Simulations were not done 
to approve results as this experiment falls in further studies to 
explore the full frequency reconfigurability upon adding varactors. 
Moreover, experimental tools did not allow DC biasing to the full 
range of voltage, which is up to 60 V due to summing up the 
voltage across varactors, which take up to6 V each. As shown in 
Figure 15, varactors were added at the slots carved through second 
and third fingers. In order to DC bias the 13 varactors. Inductors 
were added across slots in 1st and 4th fingers as shown in Figure 
15. Hence DC current was drawn through the inductors, which act 
as AC block at the same time [26]. S11 resonance at low 
frequencies is remarkable considering the size of the antenna. 
Frequency reconfigurability over [2.15-2.25] and [0.2-0.8] GHz 
is obtained upon DC biasing the antennas between [0-10] V as 
shown in Figure 16. Future studies are to be made by further 
increasing the DC voltage biasing range. Applications to such 
frequencies fall in DVB, TV broadcast, LTE, and many other 
telecommunications standards, which allow -6 dB S11 at 
maximum return loss [14]. Additional new frequency resonances 
are obtained at1, 1.6 and 2.15 [GHz] due to adding varactors as 
shown in Figure 16. The multi-band feature of the antenna at wide 
range of frequencies enables additional applications such as IOT 
[6] and energy harvesting [4,27].  

 

 
6. Surface current density 

Current flow at the antenna surface changes with frequency, 
consistently with the electric length required for frequency 
resonance [28]. Surface current density distribution is plotted 
from simulations for four frequencies as a demonstration. The first 
antenna prototype in Figure 6 is chosen as an example. Here the 
feed is at the 4th fingertip. Figure 17 shows the four current graphs 
corresponding to 1.66, 3.95, 5.2 and 7.2 [GHz] with same color 
scale with maximum at 6 [A.m-1] and minimum at 0.012 [A.m-1]. 
However, at 1.66 [GHz] the current density achieves highest value 
of 60 [A.m-1]. Normally, lowest frequency corresponds to largest 
electric length and current density values. The current is first 

strong especially over the mid part of the hand 1.66 [GHz] in 
graph(a) of Figure 17; then the current surface area diminishes as 

 

Figure 15: Antenna prototype with slots with the feed between 1st 
and  2nd  fingertip and using varactors along 2nd  and 3rd fingers slots. 

 

 

 

Figure 16: Comparison of S11 obtained in measurements and 
simulations of prototype in Figure 15 with frequency tunability 

upon varying the DC bias voltage. 

 

 

 

     

Figure 17: Simulated results for the current distribution for the 4 resonant cases 
corresponding to 1.66 GHz (Figure a), 3.95 GHz (Figure b), 5.2 GHz (Figure c), 

and 7.2 GHz (Figure d). 
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frequency increases as shown in graphs (b,c,d) of Figure 17. Of 
course, longest current path from input feed to furthest points in 
the patch assures the lowest frequency resonance. And obviously, 
the current is drawn to smallest area around the fourth fingertip 
where the feed is placed, at the highest frequency of 7.2 [GHz] as 
shown in graph (d) in Figure 17.  

7. Radiation pattern 

The current flow distribution in Figure 17 radiates the different 
patterns shown in Figure 18, [28]. The radiation pattern at the 2.43 
GHz frequency is shown in Figure 18 (a). The common observed 
feature at low resonant frequencies is the symmetric current 
distribution with respect to the right diagonal resulting in a 
common radiation pattern at 1.66 and 2.43 [GHz]. Here, the axes 
are same as in Figure 5. Figure (b) has many peaks due to non-
symmetric current density at 6.15 [GHz]. Figures 18 (a, b) show 
the main trend of radiation pattern at low (1.66 and 3.95 [GHz]) 
and high frequencies (above 5.2 [GHz]) respectively, as a 

consequence of change of current density symmetric distribution 
on the surface. A more description plot of the radiation pattern at 
2.43 [GHz] is shown in Figure 19. 

8. Conclusion 

The ‘Hand of God’ motif has been successfully translated in 
antenna design modeling and served in achieving a multi-band 
operation. Slots are incorporated in the antenna showing an 
enhanced multi-band operation. In fact, 10 resonant frequencies 

were obtained over the interval [0.15-8] GHz for one prototype 
having slots and with the feed at third fingertip. Interesting 
increase in electrical length of the antenna results when varactors 
are added across slots. Consequently, resonance at low 
frequencies of 100 MHz is obtained. Moreover, frequency 
reconfigurability is observed at frequencies below 1 [GHz]. 
Finally, the shape, size, and wide range of antenna operation 
frequencies render it as multi-functional and suitable for different 
modern applications. 
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 Renewable energy becomes an appealing technology used in many applications in our life. 
Environmentally, it reduces CO2 emissions and enhances the sustainability of the system. This paper 
study the benefits of using a photovoltaic system with a thermal storage tank to power air-cooled 
chiller, in two different scenarios. The simulation methodology is adopted in this research to study 
the various scenarios of the combination of the utility, photovoltaic system, thermal storage tank, and 
air-cooled chiller. The scenarios are based on TRNSYS simulation software. The two scenarios 
investigated in this study include supplying an air-cooled chiller using a photovoltaic system 
integrated with the grid. While the second one is to study the photovoltaic system integrated with the 
grid as well as a thermal storage tank. It was found that the reduction of the consumed energy in the 
first scenario reduced by 81%. Also, CO2 emissions reduced by 72%. In addition, the payback period 
equalled nine years and generated $4,350 in total profit along the project life cycle. The second 
scenario saves 75.6% of the utility energy consumption and decreases CO2 emissions by 68%. 
Moreover, the payback period becomes 12.4 years with $3,202 in total profit generated. 
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1. Introduction  

As innovations advance and the cost of fossil fuel assets develops 
rapidly, the expanding focus on renewable energy assets is tracked 
[1]. Recently, the use of solar photovoltaic (PV) systems has 
increased significantly due to the reduction in the cost of using this 
technology, in addition to the negative environmental impact of the 
use of conventional fossil fuels [2,3]. There are several types of PV 
systems, mostly grid connected, with some  also serving as 
standalone systems. Solar PV systems can be integrated into 
several devices and applications [4,5]. For example the use of solar 
photovoltaic energy to power refrigerators has great potential for 
lowering running costs while also providing high reliability. In 
addition, this power source has the potential to lengthen the 
lifespan of kerosene refrigerators, as well as diesel generators, 
which have been generally used in remote areas. On the other hand, 
thermal energy storage (TES) systems can play a remarkable role 
in energy savings by shifting it from on-peak load to off-peak load 

for cooling by use by the TES system. TES is one of the best 
methods energy management methods and provides several 
economic advantages [6-8]. Dincer [9] introduced various 
examples of cooling thermal energy storage (CITES) and analyzed 
them through from energy efficiency, environmental and 
economic advantages. 
Many researchers have developed studies and experiments based 
on vapor compression refrigeration systems driven by 
photovoltaic cells.  Deshmukh1 et al. [10], developed a 
performance evaluation of a PV system designed for a DC 
refrigerator. Performance testing of the PV system at no load and 
full load conditions were carried out to assess the system’s 
technical viability and average PV conversion efficiency. It was 
found that energy efficiency at both no load and full load 
conditions were about 8.5% and 11% respectively. Kalbande et al. 
[11], developed a photovoltaic system for a DC refrigerator were 
designed and developed to meet the needs of most rural areas 
which have no access to a national grid or with unstable and 
erratic electricity supply. The solar photovoltaic operated DC 
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vapor compression refrigeration system under test was able to 
maintain the temperature as specified by the World Health 
Organization (WHO) for the vaccine preservation (2-8°C). The 
average photovoltaic conversion efficiency and exergy efficiency 
of the refrigerator was found to be closer to about 12.05% and 
14.20% on full load condition. Fatehmulla et al. [12], studied the 
performance of the refrigeration system with  a PV module is 
significantly good. Cost comparison between the PV 
(photovoltaic energy or solar energy) and conventional energy 
(electrical energy) demonstrates the economic effectiveness of the 
energy efficient low power PV refrigeration system which, is 
green, clean and safe, in view of the calculations and the initial 
cost of our PV system including the initial electrical installation 
cost to run the low power refrigeration system. The thermal 
storage tank is a promising new technology that is used to transfer 
thermal power during periods when power is conserved and stored 
until it is needed. Rismanchi et al. [13], provides an economic 
cost-benefit analysis of the system, including the chiller and 
storage systems. The study was conducted for a range of 100–
2000 tonnes of refrigeration (TR) (352–7034 kW), under two 
storage methods, specifically full storage and load leveling 
storage strategies. In Rahdar et al. [14], a vapour compression A/C 
system was analyzed through two strategies of hybrid systems. 
First, an ice thermal energy storage (ITES) system is used in the 
a.m. hybrid system; and thereafter a phase change material (PCM) 
tank is used as a full storage system in order to shift the load from 
on-peak to off-peak mode. This A/C system is modelled and 
analyzed from an energy, economic and environmental 
perspective in both cases. 
Oró et al. [15], This paper provides an overview of existing 
Spanish and European potential energy savings and CO2 
mitigation by incorporating TES systems to cold storage and 
transportation systems. The total energy demand for cold 
applications in Spain and in Europe was calculated, and after that, 
the energy reduction and therefore CO2 emissions mitigation was 
determined to assume full implementation of the phase change 
material (PCM) TES system. The industrial sector shows the 
highest potential for benefit across all analyzed sectors. With 
regard to economic savings, Spain would be able to conserve 
between 2,309 and 11,674 GWh/year, with a potential yearly CO2 
emission reduction of between 1195 to 5,902 [1000 tCO2/year]. 
Liu et al. [16] presented an innovative refrigeration system 
incorporating a phase change material (PCM) proposed to 
maintain refrigerated trucks at desired thermal conditions. In 
addition, the system consumes less energy and produces much 
lower local greenhouse gas (GHG) emissions. 
The objective of this research is to merge studies that consider 
supplying the air-cooled chiller from the PV-system [9-12] with a 
thermal storage tank used the air-cooled chiller [13-16]. The 
combination of the two approaches is evaluated for application in 
the city of Hebron from three standpoints, namely energy 
consumption, economic feasibility and environmental impact.     
2. Methodology 
The total heat required for removal from the refrigerated space in 
order to bring it to the desired temperature and maintain it with 

refrigeration equipment is known as cooling load.  The purpose of 
load estimation is to determine the size of refrigeration equipment 
required to maintain the internal design conditions during periods 
of maximum exterior temperatures. The cooling load is seldom 
effected by any one source of heat. Rather, it is an accumulation 
of heat that usually evolves from several different sources, some 
of which are more common sources of heat that impact the load 
on the refrigeration equipment, making equipment walls heat gain, 
the product heat gain, infiltration heat gain, packing heat gain, 
defrosting heater heat gain and fan motor heat gain [17]. In this 
study, only the wall heat gain, product heat gain, and infiltration 
heat gain are estimated. Other cooling load sources such as the fan 
motor, door lamp, and other components are considered to be very 
small loads, and are covered by using a factor of safety of 15%, 
which is added to the total cooling load. The total annual cooling 
loads are modelled and simulated using TRNSYS simulation 
software.  

2.1. Thermal and Electrical Load Simulation 
TRANSYS is a transient system simulation program. The 
software includes a large library of built-in components, often 
validated by experimental data [18-20]. TRNSYS consists of 
suitable programs. In this study, only two of these programs have 
been deployed which are TRNSYS simulation studio and Multi-
zone building (TRNBuild) [21]. TYPE56 (Multi-zone building 
model) in TRNSYS is selected to simulate the heat conduction, 
convection and infiltration through surfaces of the one-meter 
cubic refrigeration chamber cavity, in order to use this type of 
refridgeration system in two separate processing program. The 
first process, the TRNBuild program reads in and processes a file 
containing the chamber description and generates two files. The 
second process occurrs in the TRNStudio program, the two 
generated files will be used by the Type 56 component during a 
TRNSYS simulation. The TRNSYS mathematical model 
calculations are affected by outdoor climatic conditions, indoor 
design conditions and the refrigeration chamber envelop structure. 
The heat balance method is used by TRNSYS as a base for all 
calculations. For conductive heat gain at the surface on each wall, 
TRNSYS use Transfer Function Method (TFM) as a 
simplification of the arduous heat balance method [22, 23]: 
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where: 
qs: Conduction heat flux throw the wall [kJ/h] 
as, bs, cs, and ds: z-transforms of the surface temperature and heat 
flux determined by the z-transfer function routines of literature 
[24].   
k: refers to the term in the time series, and it specified by the user 
within the TRNBUILD description.  
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The heat gain by convection is calculated the following equation 
[24]: 

  c convcq h T= × ∆   (3) 

where: 
 qc: conviction heat flux [kJ/h]  
hconvc: conviction heat transfer coefficient [ W/m2oC] 
∆T: surface temperature deference [oC] 

The Latent heat gain by the ventilation or infiltration is calculated 
by using [24]: 
 *

inf ( )f p o iq V C T Tρ × −×= ×   (4) 

where: 
 ρ: Air density [1.25  kg / 𝑚𝑚3]. 
Cp: Specific heat of the air [1000 J / kg.oC].  
V*

f: Volumetric flow rate of infiltrated air [m3/s].  
To: Outside temperature [oC]. 
Ti:  Inside temperature [oC].  

TRNStudio program is used to model the product load inside the 
refrigeration chamber by using equation 5.  

 Pr .

 .  . 

.
p

od

m C T
q

C T
=

∆
  (5)                  

where:  
qProd: Cooling product load in [kW].  
m:  Mass of the product in [ kg ]. (100 kg of water used in this 
study) 
Cp:  Specific heat of the product in [kJ/kg. oC]. (CP for water 
equal to 4.18 kJ/kgK) 
ΔT:  Temperature deference for the product [oC]. 
 C.T: Cooling time [sec]. 

The total annual load of the refrigeration chamber is the 
summation of the load from the wall from TRNBuild program 
using type 56 and the product load using the equation type in the 
TRNStudio program. Figure 1 shows the load from the wall 
obtained from the TRNbuild program, the product load obtained 
from TRNStudio program and the total annual cooling load for 
the refrigeration chamber. 
In this study, a half refrigeration ton (1.75 kW) air-cooled chiller 
selected for covering the cooling load demand. This chiller 
produced by ChillX company with the model (CXF050DRS) [25]. 
The chiller used ethylene glycol-water mixture in order to 
decrease the mixture freezing point under -10 oC, when the glycol 
percentage equal to 40% (by the volume) in the water mixture the 
freezing point temperature equal to -23.8 and the specific heat for 
the mixture at this point equal to 3.4 kJ/kg K [26]. Type 655 used 
to model a vapour compression air cooled chiller. This type 
requires input parameters, specifically the inlet fluid (water 
ethylene glycol) temperature, inlet fluid flow rate, setpoint 
temperature, ambient temperature, and fluid specific heat in order 
to calculate the annual thermal cooling load demand. Inlet fluid 
temperature is taken zero oC, inlet fluid flow rate calculated using 

equation 6, setpoint temperature is taken -5 oC, ambient 
temperature taken from the weather data file for Hebron city and 
the specific heat of the fluid equal to 3.4 kJ/kgK.  
 

 
Figure.1. Walls load, product load and total annual cooling load for the 

refrigeration chamber. 
 

 * total

p

Q
m

C T
=

× ∆
  (6) 

where:  
Qtotal: Thermal cooling load for the chamber [W].  
m*:  Mass flow rate [kg/sec].   
Cp: Specific heat of the water ethylene glycol in [ kJ/kg. oC].  
ΔT: Temperature deference for inlet and outlet fluid [oC]. 

In order to calculate the total electrical power required to cover 
the total thermal cooling load, type 655 requires sample data for 
the COP of the utilized chiller. This data is entered into the 
simulation model (type655) using the text file from the selected 
chiller data sheet [27]. Type655 then calculates the electrical 
power using equation 7.  
 

  total
elec

Q
P

COP
=   (7) 

where:  
Qtotal: Thermal Cooling load for the chamber [W]. 
Pelec: Electrical Power [W].   
COP: Coefficient of performance for the chiller.  
 
Figure 2 illustrates the total thermal power for the refrigeration 
chamber, the total electrical power needed for the chiller in order 
to cover the thermal power and the COP values. As shown in 
figure 2 the maximum electrical power value equal to 835 W in 
July, where the thermal power reaches its maximum value. The 
total annual electrical energy is calculated by integrating the 
electrical power profile (red profile) this value equal to 2,107 
kWh/year. 

2.2. System Load Coverage Scenarios  
In order to operate the air-cooled chiller that used to cover the 
total annual cooling load of the refrigeration chamber, two 
scenarios are used to achieve this goal. In the first scenario, only 
PV system used to operate the air-cooled chiller during on-peak 
periods, in this case, the system contains PV modules, on grid 
inverter and air-cooled chiller as shown in figure 3. 
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Figure.3. System components in the first scenario. 

Four Q CELLS (325 Wp) solar PV modules are connected in 
series which converts solar radiation into electric power as direct 
current (DC). The 2kW EVERSOL inverter with 97% efficiency 
converts DC into alternating current (AC) which is needed to 
drive the chiller compressor. The chiller converts the AC power 
to the required thermal cooling power. The air-cooled chiller is 
supplied as a back-up with an electric AC power from the grid, 
when there is not enough DC power from the PV-array, especially 
at night, in the evening and morning times of the day when there 
is not enough solar radiation to drive the chiller. Type 194b (PV-
inverter) is used to model the PV array and the inverter from the 
two scenarios in this study, the model is based on the calculation 
method presented by De Soto et al. [28]. Type 194b requires many 
input parameters from Hebron, specifically data files such as the 
total radiation on tilt angle, beam radiation, sky diffuse radiation, 
ground reflected diffuse radiation, the slope of the surface, wind 
speed and ambient temperature. The model of the electrical 
characteristics from the PV module data sheet, such as short 
circuit current and open circuit voltage at Standard Test Condition 
(STC), module voltage and current at the maximum power point 
(MPPT), temperature coefficient at the short circuit current, as 
well as the open circuit voltage, the number of cells in series, the 
number of module in series, the number of module in parallel, the 
normal operating conditions test (NOCT) and the module area 
[29]. Also, the inverter parameters efficiency and power are used 
in type 194b. By running the simulation program for the first 

scenario, the output electrical power obtained from the PV array 
along the year shown in figure 4. 
 

The obtained electrical power values moved to excel sheet file in 
order to compare between the chiller power and the power 
produced by the array. Figure 5 to figure 8 illustrate the weekly 
distribution of electrical powers of the system in winter, spring, 
summer and in autumn for the chiller and the PV array.  
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The power that direct used from PV array in order to run the 
chiller in the on-peak hours is represented in figure 9 in the blue 
profile, this profile integrated using excel file to calculate the total 
annual power that direct used from the PV array, which equals to 
950.5 kWh/year, this value represents 45% of the total annual 
power (2107 kWh/year) that needed to run the chiller along the 
year as illustrated in figure 9.  
 

In this scenario the excess power from PV array is supplied to the 
grid,  getting an equal value for it during night hours - in case of 
electricity consumption for the chiller is greater than the PV 
system production in one month - based on Power Authority laws 
in Palestine, this value equals to 752 kWh/year which represents 
36% of the total annual power needed. Based on the first scenario 
results, 81% of the total annual electrical power required to run 
the chiller was generated. Figure 10 depicts the electrical power 
consumed by the chiller and the power produced by the PV-
system, the blue profile represents the total electrical power 
needed to run the chiller, the purple profile represents the total 
electrical power produced by the PV-system, the red profile 
represents the electrical power direct used from the PV array at 
on-peak periods and the green profile represent electrical power 
that transferred to the grid and used  at the off-peak periods. 
 
In the second scenario PV system used in order to run the air-
cooled chiller during on-peak periods, also the thermal storage 
tank used in order to shift the excess power from on-peak periods 
to off-peak periods,  this case contains the same components of 
the system in the previous scenario, in addition to the thermal 
storage tank as shown in figure 11. 

 

The working fluid used in the storage system is the same fluid that 
used for the chiller, specifically a glycol-water mixture ( 40% 
glycol ) with 3.4 kJ/kgK specific heat and 1110 kg/m3 density [24]. 
The volume of the thermal storage tank is designed according to 
the maximum excess of thermal power produced by the PV in a 
day, this is equal to 8000 Wh/day in June. By using equation 8, 
the tank volume equals 1.5 m3 (1500 L). 

  
m

V
ρ

=   (8) 

where: 
V: Volume of the tank [m3]. 
m: Fluid mass [ kg]. 
ρ: Fluid density [kg/m3]. 
 
The fluid mass equals to 1745.45kg calculated using maximum 
excess the thermal power by using equation 9.  

    
   
excessQ

m
Cp T

=
×∆

  (9) 

where:  
m: Fluid mass [kg]. 
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Cp: Fluid specific heat[kJ/kgK].  
 ΔT: Fluid temperature difference [oC].  

The selected tank is (HF1500) produced by Reflex, a Germany 
company [30].  The heat loss of this tank is equal to 5.1 kWh/24h 
(212 Wh) in the worst case of heat loss. 

In this scenario the excess electrical power produced by the PV 
array in the first scenario used to run the chiller in TRANStudio, 
then chiller produced thermal power that stores in the thermal 
storage tank. The storage tank supplies this power to the 
refrigeration chamber during the night hours. The output thermal 
load from the thermal tank depending on its heat losses which 
equal 212 Wh, the output thermal load calculated using excel 
sheet file. Figure 12 shows the thermal tank input and output 
thermal power. The thermal losses in storage tank equal to 310.6 
kWh/year. 
 

 
Figure.12. Thermal tank input and output power. 

 

Figure 13 to Figure 16 illustrates the weekly energy distribution 
during the winter, spring, summer and autumn for the total 
thermal power produced by the PV array, thermal power direct 
used from the PV array and thermal power used from the tank in 
order to cover the chiller thermal load. 

 

 

As shown in figures 6.13 to 6.16, the purple profile represents the 
total thermal power produced by the PV, the red profile represents 
the thermal power direct used from the PV array at on-peak 
periods, the green profile represents thermal power obtained from 
storage tank at off-peak periods and the blue profile represents the 
chiller thermal power. In winter, 70% of the chiller load was 
covered, 38% direct from the PV array and 32% from the storage 
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tank. In spring, 89% of the chiller load was covered, 49% direct 
from PV array and 40% from the storage tank. In summer 59% of 
the chiller load was covered, 42% direct from PV array and 17% 
from the storage tank. Finally, during the autumn, 74% of the 
chiller load was covered, 40% direct from PV array and 34% from 
the storage tank. In this scenario, the excess power from PV array 
is moved to the thermal storage tank in order to use it at night 
hours, as shown in figure17 the total needed load expressed using 
blue profile, and the total thermal power that covered using PV 
and storage tank expressed in a red profile. The red profile 
integrated using excel file to calculate the total annual thermal 
power that direct used from the PV array and storage tank, which 
equal to 3,474 kWh/year, this value represent 75.6% (45% PV and 
30.6% storage tank) of the total annual thermal power (4,595.4 
kWh/year) that needed to run the chiller along the year as 
illustrated in figure 17.  

According to the second scenario results', the value of the 
electrical power that reduced in this scenario equal to 1,593 
kWh/year, this power obtained by using PV array and storage tank 
which represent 75.6% of the total electrical power needed to run 
the chiller (2,107 kWh/year). 

2.3. Economic Evaluation 
The economic feasibility of investments in PV systems with 
thermal storage tanks have been conducted in this study for the 
two scenarios. The selected indicators for this kind of assessment 
are the payback period (PBP) and total profit generated. On the 
other hand, the environmental advantage in comparison to 
traditional sources of energy is evaluated through the reduction of 
carbon dioxide emissions. The project life period is taken as 25 
years according to the PV module performance guarantee. 
Payback periods describe the length of time required to recover 
the initial cost of system implementation, while the total profit is 
the number of dollars that decreased after the payback period, it 
can be calculated by knowing the annual revenue in the years after 
the payback period. This values can be estimated by calculating 
the total capital cost and the total annual cost for the two scenarios 
using the following equations [31-34]. 

 ( ) ( )
( )

1
%,  

1 -1

n

n

i i
CRF i n year

i

+
=

+
  (10)  

    AC IC CRF= ×   (11) 

     TAC AC OC MC= + +   (12) 

 
TAC

TCC
CRF

=   (13) 

   Annual rTotal Annual Saving E T= ×   (14) 

 
  

  ( )
  

Total Capital Cost
Payback Time PT

Annual Saving
=   (15) 

 ( ) Pr  Re -  Total ofit Annual venue n PT= ×   (16) 

where : 
AC: Annual Cost 
IC: Initial Cost 
MC: Maintinance Cost  
OC: Operation Cost 
TAC: Total Amount Cost  
TCC: Total Capital Cost  
CRF: The Constant Rate Factor is the default quantity CRF = 
0.071 CRF/year. 
n: Project life Period (25 years). 
i: Loan interest took (5%), in this study represents the annual 
depreciation of the system during the life of the project. 
Tr: Tariff price in Hebron City (0.58 NIS [35]). 
EAnnual: Total electrical energy obtained using each scenario.  
 
EAnnual equal 1,702.5  kWh/year for the first scenario (81% of the 
chiller electrical energy) and 1,593 kWh/year for the second 
scenario (75.6% of the chiller electrical energy). The initial cost 
contains the total cost that needed to operate the system at the 
beginning of the project life period such as PV modules cost (205 
$/module), inverter cost (US$ 752), storage tank cost (US$ 700) 
and system installation cost. Installation cost found the range from 
US$ 0.064-US$ 0.1/Wp [31] (in this study taken 0.1), so it is equal 
US$ 130 for the first and second scenario (4 modules x 325 Wp) 
Table 1 shows the required initial cost of both scenarios. 
 

Table 1: Scenario initial costs 

Initial Cost First Scenario Second Scenario 
Modules Cost($) 820 820 
Inverter Cost ($) 752 752 
Storage Tank Cost ($) 0 700 
Installation Cost ($) 130 130 
Total initial Cost ($) 1,702 2,402 

Annual cost contains the operation and maintenance cost which 
represent the annual money that needed to operate and maintain 
the suggested system (including PVs, inverter and storage tank), 
according to the operating cost 1.5% [36] added to the annual cost 
that calculated using equation 11, and US$ 0.04/Wp [37] for 
system maintenance (US$ 52 for the first and second scenarios). 
Then the total annual cost calculated using equation 12. the 
payback period and total profit for the two scenarios as shown in 
table 2.  
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Table 2: Economic calculations for the study scenarios 

Economical Calculations First Scenario Second Scenario 
E annual (kWh/year) 1,702.5 1,593 
Initial Cost ($) 1,702 2,402 
CRF / year 0.071 0.071 
Annual Cost ($) 120.8 170.5 
Operating Cost ($) 1.8 2.6 
Maintenance Cost ($) 52 52 
Total Annual Cost ($) 175 225 
Total Capital Cost ($) 2,460 3,170 
Total Annual Saving  ($) 272 255 
Payback Period / year 9 12.4 
Total Profit ($) 4,350 3,202 

As illustrated in table 2 the payback periods equal to 9 and 12.4  
for the first and second scenarios respectively. Furthermore, the 
total profit values for the two scenarios equal to US$ 4,350 and 
US$ 3,202 respectively. According to the economic assessment 
for the two scenarios, the most economical scenario in this study 
is the first one, an on-grid PV system without a thermal storage 
tank.  

2.4.  Environmental Evaluation 
Using renewable energy sources allows for the reduction of 
environmental pollution. In order to evaluate the environmental 
advantages in this study, a comparison between CO2 emissions 
released by the study scenarios and the ones released by using grid 
electricity produced by fossil fuels. The quantified emissions 
released by a PV system equal to 81 gCO2/kWh, of which 93.7% 
are caused by PV panel manufacture [38]. On the other hand, 
fossil sources emissions were quantified in 771 gCO2/kWh [39]. 
In this research, running the chiller using grid electricity only 
produced 1,624.5 kgCO2/year. The first scenario used 1702.5 
kWh/year from the PV-system and 404.5 kWh/year from grid 
electricity, so the CO2 emissions equal to 450 kgCO2/year. The 
second scenario used 1,593 kWh/year from the PV system and 
514 kWh/year from the grid, so the CO2 emissions equal to 525.3 
kg CO2/year.  

Figure.18. The amount of CO2 emissions for the system scenarios. 

Based on the CO2 emissions for the system scenarios shown in 
figure 18. The CO2 emissions reduced by 72% for the first 
scenario compared with supplying the chiller from the grid only. 
In the same manner, the amount of CO2 reduction for the second 

scenario equals 68%. According to these results, the first scenario 
has the lowest impact on the environment.  

3. Conclusions 
This investigation of the utilization of  PV-systems with thermal 
storage tanks to power air-cooled chillers has yielded very 
effective and efficient results in reducing electrical consumption 
from this utility, as well as an alternative energy source which 
provides a reduction in CO2 emissions and enhances the payback 
period and the system profit. Powering the chiller with the grid 
and PV-system saves 81% of the electrical power, compared with 
supplying it from the grid only. This result is a payback period of 
9 years and a profit of US$ 4,350 generated by the system, in 
addition to reducing CO2 emissions by 72%. By adopting thermal 
storage tank of 1.5 m3 with the utility and PV-system the electrical 
consumption decreased by 75.6% and CO2 emissions by 68%, 
also the payback period becomes 12.4 years, and the total profit 
equal to US$ 3,202. According to the above listed economic and 
environmental examinations, the on-grid system is the most 
economical scenario. On the other hand, the first scenario has the 
lowest impact on the environment. The main findings of this study 
may be applied to larger systems, as well as systems in remote 
areas, to reduce electricity cost and reduce the amount of CO2 
emissions. Furthermore, the usage of thermal storage units enable 
for a reduction in scheduled maintenance required by PV-systems 
with electrical batteries.   
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 This paper is proposed to build a model by applying two methods, namely support vector 
machine and nonnegative matrix factorization in the process of predicting stock market 
movement using twitter and historical data. The stock exchange is based on the LQ 45 stock 
with period from August 2018 - January 2019. The features consist of closing price, volume, 
percentage of topics and sentiment. The price and volume are taken from yahoo finance 
data, while topics and sentiment are taken from comments of each stock market in LQ45. 
NMF method is used to get the topic percentage feature in the tweet data, while the analysis 
sentiment value is obtained using SVM. The evaluation results obtained by getting the level 
of accuracy using confusion matrix. The accuracy value of stock movement predictions in 
this study is 60.16%. 
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1. Introduction  

Many companies use twitter to analyze products and improve 
relationships also trust between consumers and companies [1] One 
of the using twitter in the economic field is predicting economic 
movements and sales indicators for a product [2]. One prediction 
in the field of economics is predicting stock prices. Stock price 
prediction is an interesting topic for business people and 
researchers. Stock is one of the capital market products which is 
one of the investments for the long term  [3]. Stock price 
predictions involve a complex process because of the noise and the 
very irregular conditions. Stock market prediction is an important 
issue for transaction participants in assisting in decision making. 

Sentiment analysis is related to the increase and decrease in 
stock prices [4]. Several studies compared several methods used in 
sentiment analysis. From previous studies, methods that are 
commonly used in the process of sentiment analysis are naïve 
bayes classifier and support vector machine. The comparison 
results of that techniques, the SVM method is obtained with the 
highest level of accuracy. In the case study of twitter sentiment 
analysis in the FIFA 2013, the SVM method provides a higher 
level of accuracy compared to the naïve bayer classifier [5]. 

Many previous studies focused on classification methods 
such as support vector machine (SVM), naïve bayes, and 
maximum entry to classify tweets. Coletta, Hruschka, Felix, & 
Hruschka [6], combine SVM classifier and C3E-SL clustering 

technique and produce a better classification than just using the 
SVM method. The process of tweeting clustering is generally 
done by k-means and also non-negative matrix factorization 
(NMF). When both results are compared they have  similar results, 
but NMF can run faster and the results are easier to interpret [6]. 

Research that discusses about stock market predictions on 
Indonesia Stock Exchange (IDX) with sentiment analysis on 
Twitter has not been done much. In fact, market sentiment 
analysis is one of the benchmarks of stock price movements. 
Furthermore, there are not many sentiment analyzes using the 
support vector machine method as a predictive method and non-
negative matrix factorization in the feature extraction process. 
Therefore, in this study, twitter sentiment analysis done for 
predicting stock price movements by combining support vector 
machine methods and non-negative matrix factorization methods. 

The main objective of this research is to build a model by 
applying two methods, namely support vector machine and 
nonnegative matric factorization. For increasing the accuracy and 
performance of the sentiment analysis method on twitter for 
predicting stock prices on Indonesia Stock Exchange. 

2. Related Work 

Sentiment analysis is one of social media mining 
applications that can be used to find out sentiments. Niu, Yin, & 
Kong [8] research on the analysis of commitment to 
microblogging. In this study, they increase the ability of the 
Bayesian text classifier method to select word features, determine 
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the weight and classification of commitment. One application of 
sentiment analysis is a prediction of stock price movements. 
Sentiment analysis is related to the increase and decrease in stock 
prices [4]. Rao & Srivastava [9], implemented the Naïve Bayes 
classifier in his research.  

The sentiment analysis process can be done with tools such 
as OptionFinder that produce positive and negative, Google 
Profile of Mood States (GPOMS) that produce calm, alert, sure, 
vital, kind and happy. The results of these tools were analyzed 
using granger casuality and self-organizing fuzzy neural networks 
resulting in 86.7% accuracy in predicting increases and decreases 
of DJIA and MAPE reduction of more than 6% [2]. 

Jadhav & Wakode [1] make comparisons of sentiment 
classification techniques including SVM, NB, NBSVM, MNB, 
SentiStrengh + Twitter Sentiment, SEntiStrength and Twitter 
Sentiment. From the comparison result, SVM method is obtained 
the highest level of accuracy. The method that is widely used in 
sentiment analysis process is naïve bayes classifier and support 
vector machine. Sentiment analysis process in case study of FIFA 
2013, the SVM method provides a higher level of accuracy 
compared to the naïve bayer classifier [5].  

Many previous studies focused on classification methods 
such as support vector machine (SVM), naïve bayes, and 
maximum entopy to classify tweets. The combination of text 
clustering and text classifier increase the accuracy of tweets 
classifier. The combination of SVM classifier and C3E-SL 
clustering technique can correct tweets classification, compared 
by only using SVM method [7]. Zhu, Jing, & Yu [10] in their 
study stated that NMF has a good performance used in real-world 
data texts. Shahnaz, Berry, Pauca, & Plemmons [11], done 
reasearch for cluster documents using non-negative matrix 
factorization. Tweet clustering can be done by k-means and also 
non-negative matrix factorization (NMF), but NMF can run faster 
and the results are easier to interpret [6]. The research conducted 
by Nguyen, T. H., Shirai, K., & Julien Velcin, 2015 which analyze 
stock market movements using close price, volume, sentiment 
analysis and topics as features.  

3. Method 

Figure 1 is an overview of the research methods in this study.  

 
Figure 1: Research Method 

3.1. Data Collection 

The tweet used comes from verified account on Twitter. The 
list of companies in this study are companies that included in the 

LQ 45 period from August 2018 - January 2019, including Adhi 
Karya (Persero) Tbk., Adaro Energy Tbk., AKR Corporindo Tbk., 
Aneka Tambang (Persero) Tbk., Astra International Tbk. ,Bank 
Central Asia Tbk., Bank Negara Indonesia (Persero) Tbk., Bank 
Rakyat Indonesia (Persero) Tbk., Bank Tabungan Negara 
(Persero) Tbk., BPD Jawa Barat dan Banten Tbk., Sentul City 
Tbk, Bank Mandiri (Persero) Tbk., Barito Pasific Tbk., Bumi 
Serpong Damai Tbk., Elnusa Tbk., XL Axiata Tbk., Gudang 
Garam Tbk., H.M. Sampoerna Tbk., Indofood Sukses Makmur 
Tbk., Indika Energy Tbk, Indah Kiat Pulp & Paper Tbk., 
Indocement Tunggal Prakarsa Tbk., Indo Tambangraya Mehag 
Tbk., Jasa Marga (Persero) Tbk., Kalbe Farma Tbk., Lippo 
Karawaci Tbk., Matahari Department Store Tbk., Medco Energi 
Internasional Tbk., Media Nusantara Citra Tbk., Perusahaan Gas 
Negara (Persero) Tbk., Tambang Batu Bara Bukit Asam (Persero) 
Tbk., PP Properti Tbk., Surya Citra Media Tbk., Semen Indonesia 
(Persero) Tbk., Sri Rejeki Isman Tbk., Sawit Sumbermas Sarana 
Tbk., Telekomunkasi Indonesia (Persero) Tbk., Chandra Asri 
Petrochemical Tbk., United Tractors Tbk., Unilever Indonesia 
Tbk., Wijaya Karya (Persero) Tbk., Waskita Beton Precast Tbk., 
dan Waskita Karya (Persero) Tbk [8]. From 45 companies in the 
LQ45 list, only 15 companies have verified accounts, with 24 
accounts. Table 1 is the list of stock code and twitter users. 

Table 1: List of Stock Code and Twitter Users 

Stock Code Twitter Username 
BBCA bankbca 

HaloBCA 
BBNI bni 

BNICustomerCare 
BBRI BANKBRI_ID 

kontakBRI 
BBTN BankBTNcoid 
BMRI bankmandiri 

mandiricare 
EXCL XLAxiata_Tbk 

myXLCare 
myXL 

INDF indofood 
JSMR PTJASAMARGA 

OFFICIAL_JSMR 
KLBF KALBEfamily 
LPPF GayaMatahari 
PGAS Gas_Negara 
SCMA IndosiarID 

SCTV_ 
SMGR semenku 
TLKM TelkomCare 

TelkomIndonesia 
UNVR UnileverIDN 

 
 

3.2. Pre-processing 

The pre-processing process is performed to eliminate noise, 
and data normalization. Data must be processed to improve the 
performance of text mining process. 
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Example: @TelkomIndonesia Berkebun itu kegiatan yang 
mengasyikan lho Sobat! #TelkomEdu 

 

Figure 2: Pre-processing 

1. Case Folding 
The first step is case folding. The initial stage is the 

cleansing process, then convert all character into a lower case. 
Example :telkomIndonesia berkebun itu kegiatan yang 
mengasyikan lho sobat telkomedu 
2. Tokenizing 

At this stage, the sequence of words in the tweet is cut, and 
form to pieces of words according to system requirements. 
Example: telkomIndonesia | berkebun | itu |  kegiatan | yang | 
mengasyikan | lho | sobat | telkomedu 
3. Filtering 

Filtering / Stopwords is a process of removing characters, 
punctuation, and general words that have no meaning.  
Example:  berkebun |  kegiatan | mengasyikan 
4. Stemming 

Stemming process of reducing a word to its word stem that 
affixes to suffixes and prefixes or to the roots of words known as 
a lemma. 
Example:  kebun |  giat | asik 

3.3. Filter Topic Using NMF 

Non-Negative Matrix Factorization (NMF) gives a non-
negative matrix V to produce a non-matrix factor W and H as Eq. 
(1). 

𝑉𝑉 ≈ 𝑊𝑊 𝐻𝐻    (1) 
At first the values of the W and H matrices are random, then 

the matrix values are updated to get the results that are getting 
closer to the V matrix. 

The H matrix is updated using Eq. (2) 
𝐻𝐻 = 𝐻𝐻 ∗ �𝑊𝑊′𝑉𝑉�

(𝑊𝑊′𝑊𝑊𝑊𝑊)+∈
    (2) 

The W matrix is updated using Eq. (3) 
 𝑊𝑊 = 𝑊𝑊 ∗ (𝑉𝑉𝑊𝑊′)

(𝑊𝑊𝑊𝑊𝑊𝑊′+∈)
    (3) 

3.4. Feature Extraction 

Feature extraction is important to get stock daily features. 
Data that used in this step are from Yahoo Finance and the results 
of the Twitter API. Nguyen, Shirai, & Julien Velcin [13], have 
compared the features used in the stock prediction process, 
namely Price, Topics and Sentiment analysis scores. In this study, 
researchers used volume as an additional feature in the stock 
prediction process. The features used in this study are in Table 2. 

Table 2: List of Features 

Features Desciption 
Pct-2 Close Price T-2 
Pct-1 Close Price T-1 

Volt-2 Volume T-2 
Volt-1 Volume T-1 
PTt-2 Topic percentage T-2 

PTt-1 Topic percentage T-1 
Sent-2 Sentiment score T-2 
Sent-1 Sentiment score T-1 

3.5. Predicting using SVM 

The learning method for predicting stock movement is SVM. 
SVM tries to find the best line dividing the two classes, and then 
classifies the test documents based on which side of the line they 
appear. The features used in predicting stock movements are 
illustrated in table 3. 

Table 3: Illustration of SVM Application Method 

Date Pct-2 Pct-1 Volt-2 Volt-

1 
PTt-2 PTt-

1 
Sen

t-2 
Sen

t-1 
Y 

01072016 2000 2010 3000 4000 30 40 1 -1 1 
…          
31032017          
01042017          
…          

 
In table 3 it is illustrated that, the prediction results on stock 

movements are Y. Where the value of Y is between [0, 1]. Every 
day, it only has 1 data in predicting stock market movements. 
Where the data is divided into two, 25% data test and 75% data 
train. The results of stock movements are divided into two classes, 
such as up and down. 

3.6. Evaluation 

The evaluation method that used in this study was confusion 
matrix. Confusion matrix is a method used to calculate accuracy 
in the concept of data mining [9]. The evaluation results with 
confusion matrix are the values of accuracy, precision and recall. 
Accuracy in classification is the percentage of data record 
provisions that are classified correctly after testing the 
classification results [10]. Precision or confidence is the 
proportion of cases predicted to rise which are also positively 
correct in the actual data. Recall or sensitivity is the proportion of 
actual positive cases that are correctly predicted positively  [11] . 

Table 4: Confusion Matrix Model 

Correct 
Classification 

Classified as 
Up Down 

Up TP FP 
Down FN TN 

Eq. (4), Eq. (5), Eq. (6) and Eq.(7) are the formula for 
calculate Accuracy, Precision, Recall and Error Rate, respectively. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  TP+TN
𝐴𝐴𝐴𝐴𝐴𝐴 𝑉𝑉𝑉𝑉𝐴𝐴𝑉𝑉𝑉𝑉

  (4) 

𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  TP
TP+FP

   (5) 

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  TP
TP+FN

   (6) 
𝐸𝐸𝐴𝐴𝑃𝑃𝐴𝐴 𝑅𝑅𝐴𝐴𝑅𝑅𝑃𝑃 =  1 − 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  (7) 
Table 5: Twitter Data Results 

Stock Code Twitter Username Number of 
tweets 

BBCA bankbca 6224 

D
at

a 
Tr

ai
n 

D
at

a 
Te

st 
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HaloBCA 21718 
BBNI bni 8848 

BNICustomerCare 8675 
BBRI BANKBRI_ID 6090 

kontakBRI 10981 
BBTN BankBTNcoid 435 
BMRI bankmandiri 14073 

mandiricare 13424 
EXCL XLAxiata_Tbk 1376 

myXLCare 12587 
myXL 9510 

INDF indofood 398 
JSMR PTJASAMARGA 25191 

OFFICIAL_JSMR 1241 
KLBF KALBEfamily 1733 
LPPF GayaMatahari 2416 
PGAS Gas_Negara 2982 
SCMA IndosiarID 19791 

SCTV_ 11546 
SMGR semenku 1122 
TLKM TelkomCare 29971 

TelkomIndonesia 9327 
UNVR UnileverIDN 862 

Total Tweets 220521 
Table 6: Historical Data Result 

Stock Code Number of days 
BBCA 174 
BBNI 174 
BBRI 174 
BBTN 174 
BMRI 174 
EXCL 174 
INDF 174 
JSMR 174 
KLBF 174 
LPPF 174 
PGAS 174 
SCMA 174 
SMGR 174 
TLKM 174 
UNVR 174 
Total 2610 

4. Data Analysis and Results 

There are two data used in this study, such as stock price 
historical data from Yahoo Finance, and data tweets taken using 
NodeXL Pro. This study only processes data from 1 August 2018 
to 1 April 2019. Table 5 is twitter data results. 

Tabel 6 is historical data taken using Yahoo Finance from 1 
August 2018 to 1 April 2019. 

All tweets will go through preprocessing data tweet stage. 
This process is done to get data that has been clean / normalized. 
The steps taken in this process are divided into several steps 
including cleansing, case folding, tokenizing, stopwords and 
stemming. This step is done using the Python nltk library and 
Sastrawi. 

4.1. Topic Extraction 

At this stage, each tweet will be classified by using the 
sklearn library in python with Non-Negative Matrix Factorization 
(NMF) algorithm to get a daily topic. Before classification, each 
tweet through a weighting process using TfidfVectorizer. Tweets 
that are processed in this stage are tweets that have through 
preprocessing stage. Non-Negative Matrix Factorization (NMF) 
is used to find two non-negative matrices (W, H) whose results 
are close to the non-negative matrix V [12]. This factorization 
process used for dimension reduction, source separation or topic 
extraction. The first process in NMF is created a weight matrix (V) 
to produce a matrix W and H. Table 7 is preprocessed tweets that 
used for create matrix V. 

Table 7: Preprocessed tweets 
Num. Tweet 
T1 terima kasih 
T2 mohon tunggu konfirmasi laku telepon ya 
T3 transaksi finansial periode libur lebaran 
T4 khawatir cabang bca daerah buka layan operasional batas libur idul 

fitri 
T5 lapor proses kait mohon tunggu proses jalan ya 
T6 hai langsung terima transfer rekening bca rekening bank ya h 1 ya 
T7 selamat malam aplikasi saku mudah download aplikasi google play 

app store ya informasi lengkap klik link 
T8 sih hati suci mari maaf fitri selamat raya idul fitri 1439 h 
T9 hai top saldo flazz saku transaksi saku saku plus kena biaya 

informasi lengkap putar saku klik link ya terima kasih 

The first process in NMF is to create a weight matrix (V) to 
produce a matrix W and H. Table 8 is matrix V is the result of a 
weighting process with TfidfVectorizer.  

Table 8: Matrix V 

Tweet 
Term T1 T2 T3 T4 T5 T6 T7 T8 

1439 0 0 0 0 0 0 0.2
 

0. 
aplikasi 0 0 0 0 0 0.5

 
0 0. 

app 0 0 0 0 0 0.2
 

0 0. 
bank 0 0 0 0 0.31

 
0 0 0. 

batas 0 0 0.3
 

0 0 0 0 0. 
bca 0 0 0.2

 
0 0.26

 
0 0 0. 

biaya 0 0 0 0 0 0 0 0.20

 
buka 0 0 0.3

 
0 0 0 0 0. 

cabang 0 0 0.3
 

0 0 0 0 0. 
daerah 0 0 0.3

 
0 0 0 0 0. 

download 0 0 0 0 0 0.2
 

0 0. 
fitri 0 0 0.2

 
0 0 0 0.5

 
0. 

flazz 0 0 0 0 0 0 0 0.20

 
google 0 0 0 0 0 0.2

 
0 0. 

hai 0 0 0 0 0.26
 

0 0 0.17

 
hati 0 0 0 0 0 0 0.2

 
0. 

idul 0 0 0.2
 

0 0 0 0.2
 

0. 
informasi 0 0 0 0 0 0.2

 
0 0.17

 
jalan 0 0 0 0.33

 
0 0 0 0. 

kait 0 0 0 0.33
 

0 0 0 0. 
kasih 0.74

 
0 0 0 0 0 0 0.15

 
kena 0 0 0 0 0 0 0 0.20

 
khawatir 0 0 0.3

 
0 0 0 0 0. 

klik 0 0 0 0 0 0.2
 

0 0.17

 
konfirmas
 

0 0.4
 

0 0 0 0 0 0. 
laku 0 0.4

 
0 0 0 0 0 0. 

langsung 0 0 0 0 0.31
 

0 0 0. 
lapor 0 0 0 0.33

 
0 0 0 0. 

layan 0 0 0.3
 

0 0 0 0 0. 
lengkap 0 0 0 0 0 0.2

 
0 0.17

 
libur 0 0 0.2

 
0 0 0 0 0. 

link 0 0 0 0 0 0.2
 

0 0.17

 
maaf 0 0 0 0 0 0 0.2

 
0. 

malam 0 0 0 0 0 0.2
 

0 0. 
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mari 0 0 0 0 0 0 0.2
 

0. 
mohon 0 0.3

 
0 0.28

 
0 0 0 0. 

mudah 0 0 0 0 0 0.2
 

0 0. 
operasion

 
0 0 0.3

 
0 0 0 0 0. 

play 0 0 0 0 0 0.2
 

0 0. 
plus 0 0 0 0 0 0 0 0.20

 
proses 0 0 0 0.67

 
0 0 0 0. 

putar 0 0 0 0 0 0 0 0.20

 
raya 0 0 0 0 0 0 0.2

 
0. 

rekening 0 0 0 0 0.62
 

0 0 0. 
saku 0 0 0 0 0 0.2

 
0 0.69

 
saldo 0 0 0 0 0 0 0 0.20

 
selamat 0 0 0 0 0 0.2

 
0.2

 
0. 

sih 0 0 0 0 0 0 0.2
 

0. 
store 0 0 0 0 0 0.2

 
0 0. 

suci 0 0 0 0 0 0 0.2
 

0. 
telepon 0 0.4

 
0 0 0 0 0 0. 

terima 0.66
 

0 0 0 0.20
 

0 0 0.13

 
top 0 0 0 0 0 0 0 0.20

 
transaksi 0 0 0 0 0 0 0 0.17

 
transfer 0 0 0 0 0.31

 
0 0 0. 

tunggu 0 0.3
 

0 0.28
 

0 0 0 0. 
ya 0 0.2

 
0 0.2 0.37 0.1

 
0 0.12

 
 
Then, after the V matrix initialize the NMF function. 

Researchers determined 3 daily topics for every stock code. Table 
9 matrix H that formed in python using the function fit_transform. 

Table 9: Matrix H 

Topic 
Term K1 K2 K3 

1439 0. 0. 0.13729
 aplikasi 0. 0. 0. 

app 0. 0. 0. 
bank 0. 0. 0. 
batas 0. 0. 0.13438

 bca 0. 0. 0.10971
 biaya 0. 0. 0. 

buka 0. 0. 0.13438
 cabang 0. 0. 0.13438
 daerah 0. 0. 0.13438
 download 0. 0. 0. 

fitri 0. 0. 0.39452
 flazz 0. 0. 0. 

google 0. 0. 0. 
hai 0. 0. 0. 
hati 0. 0. 0.13729

 idul 0. 0. 0.25211
 informasi 0. 0. 0. 

jalan 0. 0.15815
 

0. 
kait 0. 0.15815

 
0. 

kasih 0.871
 

0. 0. 
kena 0. 0. 0. 
khawatir 0. 0. 0.13438

 klik 0. 0. 0. 
konfirmasi 0. 0.22982

 
0. 

laku 0. 0.22982
 

0. 
langsung 0. 0. 0. 
lapor 0. 0.15815

 
0. 

layan 0. 0. 0.13438
 lengkap 0. 0. 0. 

libur 0. 0. 0.10971
 link 0. 0. 0. 

maaf 0. 0. 0.13729
 malam 0. 0. 0. 

mari 0. 0. 0.13729
 mohon 0. 0.35382

 
0. 

mudah 0. 0. 0. 
operasional 0. 0. 0.13438

 play 0. 0. 0. 
plus 0. 0. 0. 
proses 0. 0.35058

 
0. 

putar 0. 0. 0. 
raya 0. 0. 0.13729

 rekening 0. 0. 0. 
saku 0.041

 
0. 0. 

saldo 0. 0. 0. 
selamat 0. 0. 0.11218

 

sih 0. 0. 0.13729
 store 0. 0. 0. 

suci 0. 0. 0.13729
 telepon 0. 0.22982

 
0. 

terima 0.783
 

0. 0. 
top 0. 0. 0. 
transaksi 0. 0. 0. 
transfer 0. 0. 0. 
tunggu 0. 0.35382

 
0. 

ya 0. 0.25208
 

0. 
1439 0. 0. 0.13729

 aplikasi 0. 0. 0. 
app 0. 0. 0. 
bank 0. 0. 0. 
batas 0. 0. 0.13438

 bca 0. 0. 0.10971
  

 Table 10 is matrix W that formed by components_ function.  

Table 10: Matrix W 

 T1 T2 T3 T4 T5 T6 T7 T8 

K1 0.79 0 0 0 0.08 0 0 0.15 
K2 0 0.84 0 0.83 0.06 0 0 0 
K3 0 0 0.86 0 0 0 0.93 0 

 
The topic extraction result is used as a daily topic percentage 

in stock features. Furthermore, the topic value is also used to 
obtain tweet sentiment values that are included in the highest daily 
topics. Eq. (8)  is the formula to get the topic percentage value. 

𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝐴𝐴 𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝑅𝑅𝐴𝐴𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝐴𝐴 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝐴𝐴 𝑇𝑇𝑇𝑇𝑉𝑉𝑉𝑉𝑇𝑇𝑇𝑇

  (8) 

Table 11 is an illustration of the calculation results for the 
percentage value of the topic. From the calculation of the 
percentage of topics, it was found that the highest topic on that 
day was topic 1 (K1), with the number of tweets as many as 5. 
Tweets that are incorporated in topic 1 (K1) are T1, T5, T6, and 
T8 which will then be processed to obtain the value of his 
sentiment. 

Table 11: Topic Percentage Calculation 

 Topic Percentage 

K1 4/8 =  0.5 

K2 2/8 = 0.25 

K3 2/8 = 0.25 

 
4.2. Sentiment Analysis 

Sentiment analysis was done after preprocessing, where the 
tweets that be analyzed only tweeted that have the highest topic 
value on that day. This is done to reduce the number of tweets 
processed. At this stage the researcher uses LinearSVM in library 
sklearn SVM Python. The list of negative and positive words used 
refers to the list of words at https://github.com/masdevid/ID-
OpinionWords (Masdevid, 2017). At this stage each tweet in the 
highest topic on that day will be processed to get the value of 
sentiment, and its probability. Table 12 is the result of sentiment 
analysis using Linear SVM. 
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The results of the probability will be taken as a feature in the 
formation of sentiment features in the next stage. The Eq. (9)  is a 
formula to get sentiment values. 

𝑆𝑆𝑃𝑃𝑃𝑃𝑅𝑅𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑅𝑅 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝐴𝐴 𝑉𝑉𝑉𝑉𝐴𝐴𝑉𝑉𝑉𝑉 𝑇𝑇𝑜𝑜 𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑜𝑜− 𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝐴𝐴 𝑉𝑉𝑉𝑉𝐴𝐴𝑉𝑉𝑉𝑉 𝑇𝑇𝑜𝑜 𝑁𝑁𝑉𝑉𝑁𝑁𝑉𝑉𝑇𝑇𝑇𝑇𝑜𝑜
𝑇𝑇𝑇𝑇𝑇𝑇𝑉𝑉𝐴𝐴 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

  (9) 
where total value of positive = total percentage value of 

positive sentiment, total value of negative = total percentage value 
of negative sentiment obtained from the sentiment analysis 
process 

Table 12: Sentiment Analysis Result 

Topics Tweets Sentiment Probability 
T1 terima kasih 0 0.7508999502661317 
T5 hai langsung terima transfer 

rekening bca rekening bank ya h 1 
ya 

0 0.7137279798102268 

T6 selamat malam aplikasi saku 
mudah download aplikasi google 
play app store ya informasi 
lengkap klik link 

0 0.7278331821231244 

T8 hai top saldo flazz saku transaksi 
saku saku plus kena biaya 
informasi lengkap putar saku klik 
link ya terima kasih 

0 0.7946268383337876 

The Eq. (10)  is the result of calculation of sentiment values 
according to the formula (9). 

 
𝑆𝑆𝑃𝑃𝑃𝑃𝑅𝑅𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑅𝑅 =  (0.7509 + 0.7137 + 0.7278 + 0.7946)−(0)

4
=  2.987

4
=  0.74675    (10) 

 
4.3. Formation of Stock Features 

After obtaining the topic value and tweet sentiment, then we 
can proceed by forming a stock feature consisting of closing price 
at T-2, closing price at T-1, closing volume at T-2, closing volume 
at T-1, total percentage of the highest topic on T-2, total 
percentage of the highest topic on T-1, sentiment score on T-1, 
and sentiment score on T-2. 

Table 13 is a form of daily stock data obtained from merging 
price data from Yahoo Finance with the results of sentiment 
extraction with LinearSVM and topics with NMF. 

Table 13: Stock Daily Data of BBRI 

Date Close Volume Sentiment Topic 
8/1/2018 3190 147098300 0.380237 0.5 
8/2/2018 3250 158406800 0.13912 0.492647 
8/3/2018 3330 100589700 0.009038 0.568627 
8/6/2018 3410 143310900 0.261233 0.52809 
8/7/2018 3350 89404000 0.449981 0.777778 
8/8/2018 3330 90710200 0.485755 0.396825 
8/9/2018 3330 69654300 0.312497 0.571429 

8/10/2018 3390 115961500 0.142377 0.534247 
8/13/2018 3140 179328600 0.443025 0.46 
8/14/2018 3130 154831700 0.119308 0.565217 

8/1/2018 3190 147098300 0.380237 0.5 
8/2/2018 3250 158406800 0.13912 0.492647 
8/3/2018 3330 100589700 0.009038 0.568627 

4.4. Support Vector Machine Process 

The features that have been formed from Price, Volume, 
Sentiment and Percentage of topics per day are processed using 

Python Support Vector Machine library, which is the library from 
sklearn library in Python. The data collection is divided into 75% 
training data and 25% testing data for predicting stock price 
movements with predictive results down and up. Table 14 is the 
prediction of stock price movements result. 

Table 14 : Stock Movement Prediction Results 

Stock Code RBF POLY LINEAR 
BBCA 0.5813953488 0.4186046512 0.4418604651 
BBNI 0.6046511628 0.5581395349 0.6511627907 
BBRI 0.5348837209 0.4651162791 0.4186046512 
BBTN 0.5813953488 0.5813953488 0.6046511628 
BMRI 0.6046511628 0.3953488372 0.4418604651 
EXCL 0.5348837209 0.4651162791 0.5813953488 
INDF 0.5348837209 0.4651162791 0.5813953488 
JSMR 0.7209302326 0.2790697674 0.6744186047 
KLBF 0.6511627907 0.3488372093 0.488372093 
LPPF 0.7441860465 0.2558139535 0.5581395349 
PGAS 0.5813953488 0.4186046512 0.511627907 
SCMA 0.6976744186 0.3023255814 0.4418604651 
SMGR 0.5348837209 0.4418604651 0.5581395349 
TLKM 0.6744186047 0.3255813953 0.5813953488 
UNVR 0.4418604651 0.5348837209 0.6279069767 

Average 0.6015503876 0.4170542636 0.5441860465 

4.5. Comparison with The Previous Research 

In a previous study conducted by Nguyen, Shirai, & Julien 
Velcin [13], the features were closing prices, sentiments and topic 
percentages. The addition of volume features can increase the 
accuracy value to 60.16%, while the previous feature is 57.21%. 
Table 15 is a comparison of stock movements with previous 
research. 

Table 15 : Comparison Accuracy Results 

Features RBF POLY LINEAR 
Close Price, Sentiment, 
Topic [13] 0.572 0.479 0.491 

Close Price, Sentiment, 
Topic and Volume 0.602 0.417 0.544 

The predictions results of stock market movements carried 
out using volume feature have a higher accuracy value compared 
to previous research without volume feature. LI & Zhu [19] 
comparing the performance of MA and VMA it was found that 
the application of technical indicators that used volume 
information is more effective than the pure price index on the 
stock market. Furthermore, Investopedia [20] said volume is an 
important indicator in technical analysis because it is used to 
measure the value of market movements. If the market has made 
a strong price move up or down, it can depend on the volume for 
that period. The higher volume during the price movement, the 
more significant movement. The analysis of the authors that 
underlies the addition of volume usage in this study is that if there 
is a high increase in volume on the previous day, then it can be 
interpreted that there are many investor's interests in that stock so 
it can affect the next day price. Other, result of Pearson correlation 
analysis is 0,1857, for value under 0.5 said that it has weak 
relation between price and volume. 
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5. Conclusion 

The features proposed in this study are closing price at T-2, 
closing price at T-1, closing volume at T-2, closing volume at T-
1, total percentage of the highest topic on T-2, total percentage of 
the highest topic on T-1, sentiment score on T-1, and sentiment 
score on T-2. The process of predicting stock market movements 
using SVM with the RBF kernel has the highest level of accuracy. 
It is proven that the addition of volume features can increase the 
accuracy value to 60.16%. 
 

References 

[1]  R. Jadhav and M. S. Wakode, "Survey : Sentiment Analysis of Twitter Data 
for Stock Market Prediction," IJARCCE Vol. 6, Issue 3, pp. 558-562, 2017.  

[2]  J. Bollen, H. Mao and X.-J. Zeng, "Twitter mood predicts the stock market," 
IEEE Computer, pp. 91-94, 2010.  

[3]  Bursa Efek Indonesia, "Sekilas Saham," 2017. [Online]. Available: 
http://yuknabungsaham.idx.co.id/sekilas-saham-detail.php. [Accessed 23 
Juni 2017]. 

[4]  D. Sonachalam, "Using Twitter to predict Stock Market Returns (August 
2015)," International Journal of Scientific & Engineering Research, 
Volume 6, Issue 10, October-2015, pp. 76-77, 2015.  

[5]  A. L. Alves, C. d. S. Baptista, A. A. Firmino, M. G. d. Oliveira and A. C. d. 
Paiva, "A Comparison of SVM Versus Naive-Bayes Techniques for 
Sentiment Analysis in Tweets: A Case Study with the 2013 FIFA 
Confederations Cup," WebMedia '14 Proceedings of the 20th Brazilian 
Symposium on Multimedia and the Web, pp. 123-130, 2014.  

[6]  L. F. Coletta, E. R. Hruschka, N. Felix and E. R. Hruschka, "Combining 
Classification and Clustering for Tweet Sentiment Analysis," Brazilian 
Conference on Intelligent Systems (BRACIS-2014), pp. 210-215, 2014.  

[7]  D. Godfrey, C. Johns, C. Sadek, C. Meyer and S. Race, "A Case Study in 
Text Mining: Interpreting Twitter Data From World Cup Tweets," arXiv 
preprint arXiv:1408.5427, 2014.  

[8]  Z. Niu, Z. Yin and X. Kong, "Sentiment Classification for Microblog by 
Machine Learning," Fourth International Conference on Computational 
and Information Sciences, pp. 286-289, 2012.  

[9]  T. Rao and S. Srivastava, "Analyzing Stock Market Movements Using 
Twitter Sentiment Analysis," ASONAM '12 Proceedings of the 2012 
International Conference on Advances in Social Networks Analysis and 
Mining (ASONAM 2012), pp. 119-123, 2012.  

[10]  Y. Zhu, L. Jing and J. Yu, "Text Clustering via Constrained Nonnegative 
Matrix Factorization," 11th IEEE International Conference on Data 
Mining, pp. 1278-1283, 2011.  

[11]  F. Shahnaz, M. W. Berry, V. P. Pauca and R. J. Plemmons, "Document 
clustering using nonnegative matrix factorization," Information Processing 
and Management 42, pp. 373-386, 2006.  

[12]  Sinarmas Sekuritas, "Unduh Daftar Saham LQ45," Agustus 2018. [Online]. 
Available: http://www.sinarmassekuritas.co.id/uploads/filelist/2018/daftar-
saham-lq-45_1.pdf. [Accessed 1 Januari 2018]. 

[13]  T. H. Nguyen, K. Shirai and Julien Velcin, "Sentiment Analysis on Social 
Media for Stock Movement Prediction," Expert Systems With Applications 
Volume 42, Issue 24, pp. 9603-9611, 2015.  

[14]  P. Mayadewi and E. Rosely, "Prediksi Nilai Proyek Akhir Mahasiswa 
menggunakan Algoritma Klasifikasi Data Mining," Seminar Nasional 
Sistem Informasi Informasi 2-3 November 2015, pp. 329-334, 2015.  

[15]  J. Han and M. Kamber, Data Mining Concepts & Techniques 2nd Edition, 
San Fransisco: Elsevier, 2006.  

[16]  D. Powers, "Evaluation: From Precision, Recall, and F-Measure to ROC, 
Infomedness, Markedness & Correlation," Journal of Machine Learning 
Technologies, pp. 37-63, 2011.  

[17]  Scikit-learn, "Scikit-learn Documentation: sklearn.decomposition.NMF," 
2011. [Online]. Available: https://scikit-
learn.org/stable/modules/generated/sklearn.decomposition.NMF.html. 
[Accessed 3 3 2019]. 

[18]  Masdevid, "List of Opinion Words (positive/negative) in Bahasa Indonesia 
for Sentiment Analysis," 24 March 2017. [Online]. Available: 
https://github.com/masdevid/ID-OpinionWords. [Accessed 20 3 2019]. 

[19]  G. LI and J. Zhu, "Research on the Effectiveness of Technical Indicators 
with the Volume," International Conference on Education, Management 
and Computing Technology (ICEMCT 2014), pp. 436-439, 2014.  

[20]  Investorpedia, "Volume Definition," 10 May 2019. [Online]. Available: 
https://www.investopedia.com/terms/v/volume.asp. [Accessed 10 May 
2019]. 

 

 

 

http://www.astesj.com/


 

www.astesj.com     251 

 

 

 

 

Proposal of Ledger Technology to Apply to a Public Organization in Ecuador 

Segundo Moisés Toapanta Toapanta*,1, Adrian Alberto Chávez Monteverde 1, Javier Gonzalo Ortiz Rojas1, Luis Enrique Mafla 
Gallegos 2 

1Departament of Engineering Systems, Universidad Politécnica Salesiana (UPS), Guayaquil, Ecuador 

2Faculty of Engineering Systems, Escuela Politécnica Nacional del Ecuador (EPN), Quito, Ecuador 

A R T I C L E  I N F O  A B S T R A C T  
Article history: 
Received:02 April, 2019 
Accepted:19 June, 2019 
Online: 30 June, 2019 

 Ledger technology has now changed financial systems around the world, applying this 
technology to the improvement of the public sector, mainly to the debt collection system, we 
improve the speed of payment and its immediate registration, we make use of the 
advantages of Ledger technology with respect to reliability, security and speed. The 
objective is to propose how we apply Ledger technology within a public organization, 
considering the improvement of this, without diminishing its efficiency, security and current 
productivity. We use a deductive method to analyze the information obtained from the 
scientific articles reviewed. The results of our research are reflected in an algorithm that 
shows the operation and application of Ledger technology. It was concluded that the 
strengths of the algorithm, together with the good distribution and application of Ledger 
technologies solve problems regarding efficiency, safety and savings. 
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1. Introduction 

Today, the public sector is seen as an ineffective, ineffective 
service, and citizens need better performance from the public 
sector. The public service in Ecuador many years ago needs a very 
profound change that is effective and demonstrable in the services 
offered to citizens, because of this reason we can find solutions in 
various technological fields, we focus on a solution offered by 
Ledger technology applied to a public organization. 

Technology advances day by day to immeasurable levels from 
which we can obtain benefits, some countries have begun to 
implement Ledger technology in their systems of collection of 
debts, goods, etc. In the countries where Ledger technology is 
implemented, the results have become positive in every field in 
which it was applied, showing results that can be used as an 
example to achieve objectives in Ledger technology applications. 

Today the public organizations that manage the debts with the 
citizenry are collected through banks and other private financial 
institutions that provide their service and that has a high degree of 
security and reliability that offers to the citizens, but for the 
transaction to take place an intermediary in the collection of the 
debt, which is the private sector, because of this it takes away the 

speed of the payment process and the reflection thereof between 
the citizen and the private financial entity and this in turn with the 
public entity, which generates an additional cost that is paid by the 
citizen [1]. 

If the current system is robust, safe and effective, why should 
Ledger technology be deployed to a public organization? The 
current way to pay a debt to a public entity is through private sector 
entities which has a cost that is charged by the private sector 
intermediary and paid by the citizen this generates in an increase 
in the cost of transaction in total and should also be added the 
protection to our information, the private sector have possession of 
this, can make use of it or at worst have leaks or thefts of our 
private information. 

Ledger technology helps us reduce costs by paying for 
transactions, which is a saving for the average citizen, and save 
budget for hardware needed by the public sector to have the current 
collection system run between a public organization and a private 
organization, which gives us robustness [2], in the case of the 
application of the Ledger technology gives us an advantage that 
the payment is made directly and anonymously with the 
participation of the citizen and the public organization, without 
offering our personal and bank information to a private entity, 
which gives us security and efficiency [3]. 
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An important advantage is the saving of money, both by the 
citizen who saved the cost by performing the transaction through 
the private sector, also the public institution will save on hardware, 
because the processing cost was shared by all participating nodes 
within the network, this way less hardware was needed for the 
network to work also decreases costs in different areas: hardware 
cost, electrical power, personnel capable of handling specialized 
hardware [3]. 

If the benefits are higher, then why is the study and 
implementation not applied? Because the change that is taking 
place could generate conflicts for the citizen, by explaining all the 
functions and advantages that a Ledger technology would have in 
applying it, the beneficiaries can resist the change, so it would be 
a problem because people do not want to participate in the 
application of the Ledger technology, another problem is the 
change of certain functions in the public organization, leaving 
aside some traditional actors but, In the same way, new participants 
enter the collection system. For this reason, it is necessary to create 
a new definition of the responsibilities of the infrastructure and of 
the participants in the provision of collection services. 

 The articles reviewed for this research are: 

 Centralized solution to securely transfer payment information 
electronically to banks from multiple enterprise resource planning 
(ERP) systems [1]: The model is basically composed of ERP 
business resources planning applications, this model offers 
security, effectiveness and cost savings of up to 75% without 
geographical restrictions. The main users are large business units 
that frequently carry out banking or financial transactions such as 
payment to local or foreign suppliers, payroll, etc., thus having a 
relationship with our system due to the collection and payment of 
debts, which instead of being a bank, it will be a public 
organization, from which we obtain an implementation already 
applied to financial systems, in this way we will be able to obtain 
results according to the exposed thing guaranteeing in our systems 
equal or superior results. 

 Lightweight and Manageable Digital Evidence Preservation 
System on Bitcoin [2]: We found a structure for the preservation 
of light digital evidence that has the characteristics of privacy-
anonymity, audit-transparency, function-scalability and light-
operation, such characteristics that we will apply in our system, 
obtaining information from studies conducted using bitcoin 
systems ( cryptocurrency) which helps our system to use virtual 
money and its characteristics by applying them in the correct way 
guaranteeing results. 

 Towards dependable, scalable, and pervasive distributed 
ledgers with blockchains [3]: We find the distributed general 
ledger technology (DLT), its structure, classification and 
applications in three generations: 1.0 (cryptocurrency), 2.0 (Apps) 
and 3.0 (omnipresent applications). It presents all aspects of the 
blokchain, showing how the block chain systems are balanced, 
from which we have learned and used the study done to the 
blockchain, which allows us to apply it in the best way to our 
system, having the knowledge offered by blockchain. 

 Redecentralizing the Web with Distributed Ledgers [4]: 
Presents that the contracts or accounting books distributed 
represent a service of reliability, responsibility and security in 

transactions without the need for centralized validation authorities, 
projecting the web as a true decentralized autonomous system, 
which helps us to understand the benefits offered by the application 
of daily books and at the same time be able to offer the advantages 
of the same to our implementation. 

 CoC: Secure Supply Chain Management System Based on 
Public Ledger [5]: CoC (supply chain on blockchain) is a supply 
chain management system that provides a security mechanism to 
circumvent any access that is not registered as authorized to the 
general ledger database, since the general ledger generally lacks 
security, we will use this method of building blocks within our 
system to be able to make use of the advantages of it, This way 
applying a more level of security to our locks that handles the 
default Ledger technologies. 

 PQChain: Strategic design decisions for distributed ledger 
technologies against future threats [6]: The importance of a well-
structured strategy for an appropriate chain of blocks is 
highlighted, when instances are created means that a large number 
of participants must be dealt with and it is the trust in the 
centralized authorities that determines the security guarantees 
provided by the cryptography, in this way we have created and 
structured good chains of blocks to be able to manage within the 
network, in this way we ensure the security of each block received 
and sent by the network for the benefit of the application within 
the public organization. 

 Distributed Ledger [7]: It demonstrates a systematic 
description of the most remarkable principles of the DL field, 
because there is currently no structural approach and definition of 
DL, from which we can learn clear concepts that help us to apply 
Ledger technologies to our system, which we take advantage of so 
that knowing the fundamentals we can succeed in implementation. 

 Security of Distributed Ledger Solutions Based on Blockchain 
Technologies [8]: Provides information on the security aspects of 
blockchain technology, identifies the most relevant security threats 
and challenges for technology development, with these studies we 
will be able to apply them to provide the necessary security to be 
able to apply the blockchain, through this study we will be able to 
understand and apply the security that we will have to offer to our 
entire system for a successful application. 

 Distributed Ledger Technology: Blockchain Compared to 
Directed Acyclic Graph [9]: Develops a new model in the field of 
distributed accounting technology, it is compared with tools like 
Ethereum, Bitcoin and Nano, with the blockchain being the two 
most important paradigms for distributed systems. In order to 
achieve the reduction in the size of the ledger and the effectiveness 
of the transactions that are generated, we obtain the comparison 
with the blockchain, In this way we can know advantages and 
disadvantages compared to the blockchain and by this comparison 
we can obtain better results in the application of Ledger 
technologies. 

 Blockchain-based Proof of Delivery of Physical Assets with 
Single and Multiple Transporters [10]:. It presents a solution for 
the Proof of Delivery (PoD) of the physical assets negotiated based 
on the blockchain. They use the aspects of the chain of blocks 
Ethereum so that payments are automated and generate records 
that can identify fakes, all this in order to gain reliability and 

http://www.astesj.com/


S.M.T. Toapanta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 251-259 (2019) 

www.astesj.com     253 

present transparency, we can find a relationship in the handling of 
money to be able to carry out transactions within ledger 
technologies, using electronic money (cryptocurrencies) and in 
turn understand the benefits that it guarantees with the use of 
cryptocurrencies which we take advantage of in our application. 

 A Low Storage Room Requirement Framework for Distributed 
Ledger in Blockchain [11]: It proposes to reduce the storage space 
required by the blockchain to store all transactions, using a coded 
network (NC) and distributed storage (DS): NC-DS, which 
proposes to use the NC-DS encodingDS achieves in a reduction of 
our data storage to use for the backing of all monetary transactions 
within the analyzed system in this way reducing cost compared to 
the current systems. 

  Distributed ledger technology for decentralization of 
manufacturing processes [12]:  The use of distributed general 
ledger (DLT) is studied to innovate industrial cyber physical 
systems, establish limits of the DLT comfort zone, measurable 
performance and high impact indicators (KPI), allowing us to 
apply these innovations to our public systems and thus apply them 
in the best way to obtain the best possible results according to the 
needs. 

The method used was deductive research to proceed to analyse 
the information of the articles under study and to obtain the steps 
for the development of the algorithm. 

The result obtained in this phase is a prototype of an algorithm 
in which flow diagramming techniques were used. 

The objective is to analyze the application of Ledger 
technology in a public organization, to determine the positive 
impacts it has on the improvement of its operation. 

2. Materials and methods 

Within the Ledger technology we find the blockchain (block 
chain), which is a digital journal, in which are recorded all the 
transactions that have been made grouped in blocks that are linked 
linearly between them, that is, the first block is linked to the second 
block, the second block to the third block and thus successively. 
Ledger technology ensures that every transaction made is valid and 
unalterable. In this way we will see each block as if it were a page 
of a virtually infinite accounting book, but in this case the 
transaction can neither be erased nor repeated because each 
transaction has a unique fingerprint, with this we guarantee that all 
transactions are immutable. 

It uses a distributed system that will integrate the nodes and the 
main system which includes all the information necessary for the 
recording of transactions and equally security rules and 
encryptions in this way will be controlled by the public 
organization to ensure that transactions are more secure and robust 
[4]. 

The blockchain can be private and public, this is responsible 
for defining how is the management of the distributed network, if 
in the case it is a public blockchain, all the participants within the 
distributed network have the same level of authority and level of 
access to the information allowing all the nodes to have the same 
hierarchical level within the network and at the same time all these 
nodes have full access to the information that exists within the 
network, this is a disadvantage for the reason that the nodes 

considered citizens are not can have information from other nodes 
as it would leak information within the network, instead it is a 
private blockchain, the main node that is the public organization 
has higher authority than the other participants or nodes and this is 
responsible for establishing rules and conditions to participate in 
the network and in addition to controlling and verifying the 
information already processed by all the nodes, a final information 
and already processed, since only this main node has access to the 
final information, it guaranteed more security and anonymity to the 
system [4]. 

For example, rules and conditions were established for entering 
or performing transactions within the network, the citizen who 
enters as a node to the system must be over 18 years old to be able 
to enter the network, the citizen’s digital portfolio must have 
sufficient funds to be able to carry out a transaction, must have 
active debts to be able to make a payment, must have a PC with 
internet connection and offer it to be a node within the system in 
order to be able to enter the network, etc., any node that does not 
comply with one of the rules must not be accepted or removed from 
the distributed system and any transaction that does not comply 
with the conditions must be rejected, both restrictions serve to 
maintain the safety and efficiency of the network. 

The security offered by the blockchain along with a CoC 
(supply chain on blockchain) encryption, which was in charge of 
encrypting the transactions within the distributed system, has a 
greater degree of security than the blockchain offers us, which 
worked as follows: information is encrypted by encryption 
algorithms offered by the blockchain technology along with CoC 
encryption and an additional measure of security is that the 
transaction is replicated to each node within the network and each 
node verified this encryption, if all the nodes accepted the validity 
of the encryption. the encryption is proceeded to complete the 
transactions that were sent to each node, without this acceptance 
the transaction is not made, this additional security measure 
increased the security when making the transactions, with these 
benefits offered by the Ledger technology, it became a very safe 
and robust system, for which it is useful and very considerable 
when taking into account for the implementation [5]. 

When applying CoC encryption to our network, we must take 
into account the advantages and disadvantages generated by the 
use of this type of encryption, the advantages that we consider 
greater, the encryption is greater, offering more security to each 
transaction, the latency of the network will decrease considerably 
unlike the basic use of the blockchain, a storage scheme that 
relieves the data overload that the blockchain will have, each 
participating node keeps a copy of the chain which allows having 
a less load within the network when validating the encryptions , 
the participating entities do not need to trust each other due to the 
behavior of the encryption, allows only registered users to the 
network to write in the transaction blocks, allows to establish entry 
and operation protocols for the participants in this way, allows 
adjusting the network in a better way to the operating conditions. 

Now we must consider the disadvantages, in this way we will 
know the disadvantages and improvements for our network, being 
a centralized network and the CoC works better with decentralized 
networks should be implemented with some adjustments to 
maintain the expected functionality, since a copy of the chain in all 
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the nodes and being a centralized network this causes a double 
expense and the network suffers delays at the time of encryption, 
it can be difficult to achieve a consensus on the nodes committed 
to our network at the moment of building the chains; it needs that 
the set of nodes within the network is complete, all the participants 
must maintain a history of transactions which in the long run 
generates histories of very large sizes that can affect the 
functioning of the participants. 

Figure 1 contains a prototype general outline of a distributed 
system for a public organization and its members (nodes), which 
allows us to show the structure of the distributed system that allows 
us to obtain an optimization of the resources of the network and 
thus obtain an appropriate performance by applying Ledger 
technologies [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A private blockchain was established for this case, where the 
highest authority within the network will be the public 
organization, which will determine the rules and conditions of use 
for all its nodes (citizens) and also verifies the hash of each 
transaction, is the only one in charge of verifying this information, 
it does it to each of the transactions, in this way it can detect 
intruders with false validations [7], instead the nodes can only 
verify the encryption hash of the previous node, it is not necessary 
to verify the encryption of other nodes, thus saving node resources. 

Such technologies need to maintain the highest level of security 
both inside and outside the network, in order to ensure a moral 
integrity that all transactions made have not been modified by 
administrators of the main node belonging to the public 
organization, Private Ledgers can have many owners. When a 
successful transaction is completed and the journal is registered, 
the ledger is checked to maintain its integrity through a consensus 
process. This is carried out by a different public organization, 
which will perform a role of trusted agent, this process helps to 
ensure the integrity of all transactions that are performed, thus 
avoiding alterations made within the public organization for 
malicious purposes or for common errors committed by main node 
administrators. 

In Figure 2 we show how a block is treated by a node, is 
encrypted, each block has a previous hash of the last block which 
contains the last hash, a time stamp that tells us how long it takes 
to find the correct encryption for each block, if this time is 
exceeded the transaction is cancelled, a nonce that is a random 
number that allows us to verify that the old hash cannot be used 
again by for example repeated attacks carried out by intruders and 
finally the way in which the hash of each block of a transaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown in figure 2 we will use a type of algorithm to generate 
the hash, the one that offers greater advantage for the blockchain 
is SHA-256 due to its balance between security and complexity at 
the moment of generating the keys, for the moment of creating the 
SHA-256 type key, it will be possible to identify if the transaction 
has been modified in the trip to its destination, for which the 
transaction would be rejected when detecting that the hash has 
changed. By the time the hash has been generated with its 
algorithm, it will be distributed through the network using the 

Figure 1: General outline prototype of the distributed system. 
Figure 2: Encryption of each hash transaction in each block 
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dispersion method, which is commissioned by a search function to 
find the position of the hash needed, due to this implementation 
access to keys is almost direct and in a short time, because you 
would only need one or two memory attempts to achieve your goal 
by avoiding collisions within the network when distributing hash 
keys, the search time for each key is independent of how many 
keys exist within the network. 

Applying this set of cryptography to the network we achieve 
security and robustness, but we must consider the performance of 
the network due to these applications, we can reduce collisions by 
not applying this set of cryptographic functions. When the 
described cryptography is not applied to the network, we will find 
two main problems that will affect the network seriously, 
generating two keys pointing to the same index will not be able to 
store the information creating collision problems that will cause 
the network to have delays when sending information from node 
to node, another problem that we found is the agglomeration that 
occurs at the time the structure causes that commonly used keys 
tend to fall very close to each other and can fall consecutively, this 
degrades the network because it accumulated the keys making the 
cost of processing and time to solve it significantly large in the 
search. We solve this by applying detailed methods, due to the 
method of dispersion the search accelerates the desired hash thus 
avoiding the collision with little use of memory and process 
achieving a network more robust in security and more efficient 
when making secure transactions and the crowding will not affect 
the network due to the search in a few attempts and times. 

To develop the system within a distributed scope, it was 
necessary that the money that is used within the digital portfolios 
within the virtual net (bitcoin), in this way was guaranteed security 
and anonymity for each citizen, since no other node will be able to 
know where the payment comes from or where the payment goes 
only the main node being the control within the network, it knew 
at the end of the transaction, who made the payment and to which 
debt it was addressed. 

In order to demonstrate the functioning of the network and all 
its participants and the functions they performed, the order of 
operation of the network shall be followed: 

The network must have a minimum of 5 active nodes, that is to 
say that it is not carrying out any activity and that it is waiting for 
a request, it must be stated with this minimum amount due to the 
required transactions, that all transactions sent by the nodes will 
always be divided into 5 tasks that will be solved by the active 
nodes in this way an order is maintained within the network and an 
overload of the network or the disutilization of resources is 
avoided, if there are more than 5 active nodes and they are waiting 
for requests, these nodes will work as a backup in the event that a 
node may fail or may no longer be available at the time of the 
transaction, in this way we ensure that the network is always 
complete in order to be able to resolve the request. And if there are 
no nodes available, the transaction will be put on hold until we 
have the minimum acceptable to resolve the transaction. 

2.1. The transaction was generated 

A virtual journal was responsible for recording all transactions 
that have been made within the network, this method was used to 
record all monetary transactions that were made within the 

network. The transaction was generated by a node (citizen) and is 
encrypted under the rules and CoC encryption, which was sent to 
the administrator node (server of the public entity) of the 
distributed network, which was in charge of verifying all the rules 
and conditions are fulfilled. 

The transaction was sent to other node that worked as blocks 
within the chain to solve the complete transaction, different small 
jobs are assigned to the participating nodes, to be able to resolve 
the transaction as: resolve that the transaction was made with 
satisfaction, another node took care that the citizen's monetary 
balance was reduced from the value paid and another node of the 
public entity's monetary balance was increased from the value paid 
by the citizen, another node gathered the information that will be 
shown once it was confirmed or the transaction was denied, 
another node was responsible for verifying the encryption of the 
virtual currencies (bitcoin) is correct, due to this the processing 
load of the whole transaction was divided into the different nodes 
belonging to the network, which expedited the workloads and 
helped the centralized systems of public entities have less 
transaction burdens, so only the public server was in charge of 
registering the transactions once they were completed and 
informing the citizen through their information systems (web 
page) [8]. 

2.2. The movements of the network were verified 

A user of the blockchain network made a transaction, the 
transaction was divided into several tasks: verifying the legality of 
the transaction, decreasing the monetary balance, increasing the 
monetary balance, recording in the digital journal, these tasks were 
performed by a different node within of the network, through 
Ledger technology, the tasks were performed anonymously and 
distributed throughout the network, in this way each transaction is 
isolated from the knowledge that the owner of the node [9] can 
have, without knowing the information that contains the 
transaction, it was possible to include anonymity to the 
transactions and the user (citizen), in comparison with a transaction 
made with a private institution, which earns a commission for 
carrying out the transaction and which has access to private 
information generated by the public institution, due to the 
transaction will run the risk of a leak of information that exists on 
behalf of the public institution. 

The movements that exist in the network are verified both node 
to node that information is sent by encryption that contains the 
hash of the past node for a verification that the sent information 
has not been manipulated or changed, just as the main node is in 
charge of verifying that the entire block transaction has been 
successfully completed and at the same time controlling the 
encryption of each of the blocks, in this way the transaction has not 
been modified by any intruder external to the network, since its 
hash will not be recorded within the network, it is assumed that the 
transaction has been manipulated [10]. 

2.3. Effectiveness of the transaction 

When all the transactions have been resolved by the nodes of 
the network, and the encryption keys of all the nodes have been 
verified by the main node, it can be assumed that the transaction 
has been completed and the main node which is the  public 
institution was in charge of registering the complete transaction, in 
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a centralized database in which no node has access to be able to 
protect the information of all the participating nodes since there 
will only be private connection between the main node and the 
database, with the help of an NC-DRDS framework is responsible 
for coding all the incoming information of the transactions 
resolved by the nodes, this decreases the load both in the network 
and in the database, by sending the compressed data in small 
blocks, in which the framework is responsible for compressing 
them in their minimum allowed equivalence and at the same time 
when it is necessary to decompress it for the use of information 
[11]. 

The transaction information once completed, and stored in the 
database, the web server used this information to replicate it on the 
public institution’s website for the user’s use, as for example to be 
able to see reflected the debt but already once the payment 
transaction was carried out, in your digital portfolio you can see 
the decrease in your monetary balance by performing the payment 
transaction or proof of payment of the debt by means of a 
certificate issued by the public organization in order to be able to 
support the physical payment [12]. 

3. Results 

The research demonstrated a model that allowed the public 
organization to implement Ledger technology more effectively, 
because of the benefits of Ledger technology can offer to an 
infrastructure of a public organization. 

Figure 3 will show the algorithm that served as a guide for the 
total resolution process of a user’s transaction with a public 
institution: 

Start: The citizen required to make the request for a transaction 
to make the payment to a public organization, becoming a node of 
the network. 

Data entry: All data necessary to perform the transaction was 
requested, data will belong to the citizen and public organization, 
such as digital portfolio, node data, debt list, which are treated only 
by the main node to ensure data integrity. 

Encrypting the transaction: The participating node as the public 
organization is in charge of encrypting the information they are 
going to send to the network with CoC encryption, both nodes 
when encrypting the information ensure that the message cannot 
be manipulated either by other nodes of the same network or 
external agents of the same, guaranteeing security to the 
information of both parties. 

Verification of the encryption: The public organization that is 
the main node receives the information necessary to carry out the 
transaction and be sent to the network and is in charge of verifying 
that the encryption of the information that has passed through the 
network is correct and not has been manipulated and changed, this 
way we add a more level of security. 

Validation of rules and encryption: The main node that is the 
public organization was in charge of validating that the node 
requesting the transaction complies with the rules that the server 
has established, which is greater than 18 years, who has money in 
his account, who has outstanding debt and to verify the encryption 
of the node, otherwise if he does not comply with the rule or the 

encryption is not correct the request is rejected waiting for another 
request from another node. 

Transaction accepted and divided: The transaction was 
accepted fulfilling all the requirements of the server, a node takes 
care that the transaction is divided into small processes that were 
resolved by the other nodes within the network. 

Transactions sent to nodes: When the transaction is divided, it 
is sent to each node of the network, which each will have a 
different encryption, where each node verifies its own encryption 
and the transmitting node, avoiding manipulation of information 
in the course of the network. 

Decrease balance: One node took care to resolve this process 
of diminishing the balance of the digital portfolio of the node that 
the payment transaction requires. 

Increase balance sheet: One node was responsible for resolving 
this process of increasing the balance of the digital portfolio of the 
public organization by collecting the debt of the transaction. 

Collect information: A node was in charge of gathering the 
information of the citizen and the debt to be able to show this 
information at the time of completion. 

Verify encryption: A node was in charge of verifying the 
encryption that the transaction needs once completed, in order to 
send it to the main node. 

Distribute information: A node is in charge of gathering the 
necessary and public information for the server to publish in its 
media (web page). 

Validation of transactions and their encryptions: validates that 
all processes ordered to each node have been resolved and that the 
encryption of all nodes are correct otherwise the transaction is 
cancelled completely. 

Sending to main node: Each node sent to the server that does 
the main node function, all information already processed. 

Gathering information: The main node is responsible for 
attaching all the information I receive and use to give you. 

Database: All information collected by the server was recorded 
and sent to be stored in the database of the public organization. 

Display public information: We proceeded to display 
information that may be public for the node that requested the 
transaction by means of media such as web pages of the public 
organization. 

End: Completes the transaction and is expected by another 
node that requires the resolution of another. 

 

Now, in Figure 3 we describe the algorithm that helped us solve 
the established needs. 

Figure 3 shows us by means of a flow diagram how the system 
works, but it is not exempt from problems or faults, which are 
solved by establishing operating conditions within the network, 
One of the most important problems is when a node has its 
designated transaction and is no longer available for  the  network, 
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for this a node that is available within the network and is waiting 
for a transaction, will replace the node that is no longer available, 
in this way we ensure that the network is always complete to 

resolve a transaction, although due to this substitution the network 
will suffer a small delay in operation due to the replacement of 
nodes, but in this way we ensure its operation and compliance. 

In Figure 4 we show a simplified form of the main steps of 
resolving a distributed transaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A user requires the resolution of a payment transaction, the 
node belonging to the user sends this request to a main node, 
requesting its processing. Once the application is received, it is sent 
to the network and other nodes verify the identity of the applicant 
and certify the transaction in a way as the consensus mechanism 
declares, confirming that the applicant has the necessary 
credentials to perform the transaction. Each node oversees 
resolving each part of the transaction, sending the information 
resolved by each node to the main server of the public 
organization, which handles it and shows it to the citizen who made 
the request. 

This scheme ensures a distributed system according to the 
Ledger technologies, in this way guaranteeing security, efficiency 
to the whole network and its operation, thus achieving objectives 
necessary for the success of the implementation. 

Figure 3: Prototype of the system operating algorithm. 

Figure 4: Resolution scheme within the distributed 
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For the encryption of the messages that are sent in each node, 
basic encryption offered by the Ledger technology is used, which 
we will proceed to explain in equation 1 along with its 
mathematical sustenance:  

 modaA g p=   (1) 

A random prime number is established which will be p, and a 
generator g of prime values smaller than p, where the node chooses 
a number at random smaller than p and is recorded in a, with this 
proceeds to the calculation of A and sent to the node with which it 
communicates. 

 modbB g p=  (2) 

In equation 2 the node does the same work as the node with 
which it communicates, establishes a prime number, uses a G 
generator and is calculated in the same way as B and is sent to the 
node with which it communicates. 

  mod modb aK A p B p= =               (3) 

In equation 3, it states that the value of K must be equal in both 
nodes to know that the encryption of both nodes is correct, for 
which both nodes use the result sent by the other one, This way 
each node can get its value of K. 

At the time a request is sent, the issuer is in charge of searching 
for the public key that has the receiver’s encryption, at this time it 
encrypts its request with the receiver’s key, and when the message 
reaches the receiver, is in charge of deciphering it using its own 
hidden key. 

 

 

 

 

 

 

 

As we can see in Figure 5 the performance of a node with the 
server affecting the network, the main server sends the first 
message with CoC encryption, which will have a latency of 20 to 
30 milliseconds, in order to meet these objectives it must be have 
a minimum standard for the network, the main one that the network 
has a bandwidth of 1 megabyte and that the node and server 
comply with distance limits, in this case by the guidelines 
generated by the main node, they are within the same country that 
governs the Public Organization. Once the server and the node 
have sent and received the encryption, the server sends the request 
and the node resolves it, for this transaction the latency is affected 
by the increased information traffic, handling the minimum 
standard of 1 megabyte of bandwidth, latency can vary between 20 
to 50 milliseconds, the difference between the two interactions that 
have the server and the node, for encryption when using the search 
method ensures that the network sends less information through 
the network affecting the latency in the network, decreasing it, on 
the other hand for the interaction of resolving the request, the 

latency is increased in the network, because the complete 
transaction is processed, affecting the latency. 

4. Discussion 

According to the results of this research of our model we will 
obtain that the implementation of the blockchain together with a 
distributed network and centralized systems manage to guarantee 
benefits such as safety, speed, efficiency, effectiveness, reduction 
of costs and anonymity between the citizen and his environment 
except for the public organization that needs such knowledge for 
the operation of the collection model. 

Our algorithm along with the encryption that the network has 
proposes a more efficient way than the current one in order to carry 
out the transaction following the standards of the blockchain 
achieving the proposed objectives. 

5. Future Work or Conclusion 

The blockchain model has benefits that provide viable features 
to this model applied to the environment under study, but there are 
improvements in information encryption and block chain 
management, we have chosen the methods proposed by the 
obtained results, but there are improvements with different 
methods of encryption and system design. 

The algorithm generated along with the developed scheme, 
offer security advantages and are efficient, but for better security 
and avoid failures within the running model, the public entity 
(higher authority within the system) must apply very strict rules 
and maintain control, which will set a higher level of security that 
will help make the model more robust and safer. 
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 This paper proposes a computationally intelligent algorithm for extracting relevant 
features from a training set. An optimal subset of features is extracted from training 
examples of network intrusion datasets. The Support Vector Machine (SVM) algorithm is 
used as the cost function within the thermal equilibrium loop of the Simulated Annealing 
(SA) algorithm. The proposed fusion algorithm uses a combinatorial optimization 
algorithm (SA) to determine an optimal feature subset for a classifier (SVM) for the 
classification of normal and abnormal packets (possible intrusion threats) in a network. 
The proposed methodology is analyzed and validated using two different network intrusion 
datasets and the performance measures used are; detection accuracy, false positive and 
false negative rate, Receiver Operation Characteristics (ROC) curve, area under curve 
value and F1-score. A comparative analysis through empirically determined measures 
show that the proposed SA-SVM based model outperforms the general SVM and decision 
tree-based detection schemes based on performance measures such as detection accuracy, 
false positive and false negative rates, area under curve value and F1-score. 
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1. Introduction 

Big data refers to an extremely large volume of information, 
whose analysis cannot be done in real-time using standard 
techniques. Analyzing big data includes, but is not limited to, 
extracting useful information for a particular application and 
determining possible correlations among various samples of data. 
Major challenges of big data are enormous sample sizes, high 
dimensionality problems and scalability limitations of 
technologies to process the growing amount of data [1]. Knowing 
these challenges, researchers are seeking various methods to 
analyze Big Data through several approaches like different 
machine learning and computationally intelligent algorithms. 

Machine learning (ML) algorithms and computationally 
intelligent (CI) approaches plays a significant role to analyze big 
data. Machine learning has the ability to learn from the big data 
and perform statistical analysis to provide data-driven insights, 
discover hidden patterns, make decisions and predictions [2]. On 
the other hand, the computational intelligence approach enables 
the analytic agent/machine to computationally process and 
evaluate the big data in an intelligent way [3] so, big data can be 
utilized efficiently. Particularly, one of the most crucial challenges 

of analyzing big data using computational intelligence is searching 
through a vast volume of data, which is not only heterogeneous in 
structure but also carries complex inter-data relationships. 
Machine learning and computational intelligence approaches help 
in big data analysis by providing a meaningful solution for cost 
reduction, forecasting business trends and helps in feasible 
decision making considering reasonable time and resources. 

One of the major challenges of machine learning and 
computational intelligence is an effective feature extraction 
approach, which is a difficult combinatorial optimization problem 
[4]. A feature is a measurable property, which helps to determine 
a particular object. The classification accuracy of a machine 
learning method is influenced by the quality of the features 
extracted for learning from the dataset. Correlation between 
features [5] carries great influence on the classification accuracy 
and other performance measures. In a large dataset, there may be 
a large number of features which do not have any effect or may 
carry a high level of interdependence that may require advanced 
information theoretic models for meaningful analysis. Selecting 
proper and reasonable features from big data for a particular 
application domain (such as cyber security, health and marketing) 
is a difficult challenge and if done correctly, could play a 
significant role in reducing the complexity of data. 
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In the domain of combinatorial optimization, selecting a good 
feature set is at the core of machine learning challenges. Searching 
is one of the fundamental concepts [6] and is directly related to the 
famous computation complexity problems such as Big-O notations 
and cyclomatic complexity. Primarily, any problem that is 
considered a searching problem looks for finding the “right 
solution,” which is translated in the domain of machine learning as 
finding a better local optimum in the search space of the problem. 
Exhaustive search [7] is one of the methods for finding an optimal 
subset of the solution, however, performing an exhaustive search 
is impractical in real life and will take a huge amount of time and 
computational resources for finding an optimal subset of the 
feature set to provide a solution. 

In a combinatorial optimization problem, there is a finite or 
limited number of solutions available in the solution space. Most 
of the combinatorial optimization problems are considered as a 
complicated problem [8]. Simulated Annealing (SA) is one of the 
computational intelligence approaches for providing meaningful 
and reasonable solutions for combinatorial optimization problems 
[9] [10] and can be utilized for feature extraction (example; for 
cybersecurity threat detection). As per our literature survey, it is 
found that simulated annealing is usually not utilized as a classifier 
[11]. However, the SA method is explored a lot for searching 
optimal solutions to problems such as the travelling salesperson 
problem [12], color mapping problem [8], traffic routing 
management problem [13], and clustering of large sets of time 
series [14]. 

State of the art research in merging ML and CI algorithms has 
demonstrated promise for different applications such as electricity 
load forecasting [15], pattern classification [16], stereovision 
matching [17]  and most recently for feature selection [18]. In a 
practical application, it is required to find a reasonably better 
feature set that can be utilized for cyber intrusion detection with 
relatively better reliability and performance. This paper addresses 
this challenge empirically using various datasets and proposes a 
methodological approach. 

In this paper, we have introduced an intelligent computational 
approach merging Simulated Annealing (SA) and Support Vector 
Machine (SVM) with an aim to provide a reasonable solution for 
extracting optimum (minimum) features from a finite number of 
features. The classifier is designed with the goal of maximizing the 
detection performance measures, and the combinatorial optimizer 
is designed to determine an optimal feature subset, which is input 
to the classifier. We have applied this general methodology on two 
different Network intrusion datasets; UNSW dataset (Australian 
Centre for Cyber Security) [19] [20] and UNB dataset (Canadian 
Institute of Cyber Security) [21] in order to analyze the 
performance of the proposed method and evaluate whether the 
outcome can provide an optimum feature subset and can detect the 
presence of intrusion in the network system. Furthermore, the 
empirically validated outcomes of the proposed method are 
evaluated in contrast with other machine learning methods like 
general SVM (without annealing) and decision tree to analyze 
which methodology provides a better reasonable solution. 

2. Background Research 

Various research works have been conducted to find an 
effective and efficient solution for combinatorial optimization 

problems (optimum feature subset selection) for network intrusion 
detection to ensure network security and for various other 
applications. An ideal intrusion detection system should provide 
good detection accuracy and precision, low false positive and 
negative, and better F1-score. However, nowadays for the 
increasing number of intrusions, software vulnerabilities raise 
several concerns to the security of the network system. Intrusions 
are easy to launch in a computing system, but it is challenging to 
distinguish them from the usual network behavior. A classifier 
(that classifies normal and anomalous behavior) is designed with 
the goal of maximizing the detection accuracy and the feature 
subset utilized by the classifier is selected as the optimal feature 
subset. Researchers have been trying to develop different solutions 
for different types of scenarios. Finding an optimum feature subset 
for reliable detection system is a significant combinatorial 
optimization problem in network intrusion detection. Some of the 
related works are described below based on the approaches in 
different sectors (cybersecurity, electricity bill forecasting, tuning 
SVM kernel parameters) and advantages and disadvantages. 

In [22], the authors proposed a combined SVM based feature 
selection model for combinatorial optimization problem in which 
they applied convex function programming additionally to the 
general SVM programming to find an optimal subset of features. 
This approach consumes more computational resources, and the 
process is mathematically complex. 

In [23-25], the authors provided a signature-based detection 
method which is capable of detecting DoS and routing attack over 
the network. In [24] the authors mentioned a signature-based 
model such that the total network system is divided into different 
regions, and to build a backbone of the monitoring nodes per 
region they established a hybrid placement philosophy [26]. 
However, this method was limited to the known signature models.  
If the signature is not updated and unknown to the nodes at the 
different region, it does not find a match, and the intrusion walks 
inside the system. In this proposed system, there were no 
approaches to finding an optimal feature set to determine any 
unknown type attacks. 

In [27], the authors also proposed a signature-based model in 
which each of the nodes will verify packet payload and the 
algorithm will also skip a large number of unnecessary matching 
operation resulting low computational costing and comparison 
differentiate between standard payloads and attacks [26]. This is a 
fast process of identifying malicious activity but when the 
complexity of the signatures increases it may be unable to detect 
the malicious packet. 

In [28], the authors proposed an OSVM (Optimized Support 
Vector Machine) based detection approach in which the outliers 
are rejected and make it easier for the algorithm to classify attacks 
with precision. For more massive datasets which have some 
feature dimension then this algorithm does not perform well as it 
does not know which features to use as the feature workspace is 
very high, resulting the algorithm performing an exhaustive search 
on the whole workspace. The proposed method does not provide 
any reasonable solution for the optimum feature extraction 
method. 

In [29], the authors proposed a random forest-based intrusion 
detection mechanism that was applied to both anomaly and 
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signature-based data samples. The random forest-based approach 
works fine on the signature-based approach, but the algorithm was 
unable to detect malicious characteristic with an excellent 
detection accuracy. Also, when applied on large dataset the 
complexity of detection was very high for this algorithm to 
perform. 

In [30], the authors proposed decision tree-based wrapper 
intrusion detection approach in which the algorithm can detect a 
subset of the feature among all the features available on the KDD 
dataset. So it reduced the computational complexity of the 
classifier and provided high accuracy of detection intrusion. 
However, it also performs an exhaustive search trying all possible 
feature subsets to provide an output. If the feature numbers are 
high, also data set is large then doesn’t provide good accuracy 
regarding detection accuracy and consumes much time. In real 
time scenario, this method may fail to detect an anomaly within the 
secured time limit. 

In [31], the authors introduced a lightweight intrusion detection 
methodology in which energy consumption is considered as a 
detection feature to detect abnormal behaviors on the network 
flow. When the energy consumption diverges from an anticipated 
value, the proposed method calculates the differences of the 
values, and the algorithm classifies the anomaly from the normal 
behavior. They minimized the computational resources by 
focusing only on the energy consumption, so algorithm works 
faster and provides an acceptable solution for the intrusion 
detection. In anomaly-based detection scheme as the characteristic 
behaviors of the data packets are analyzed, what if the node does 
not consume more energy it consumes more than the specified time 
to transfer data over to the network? It may be compromised by 
modification attack which creates a time delay in the route from 
source to destination. This algorithm becomes vulnerable if the 
characteristic of the anomaly is different rather than energy 
consumption. A single feature is not sufficient enough to detect a 
particular attack precisely. 

In [31], the authors proposed in their research on intrusion 
detection that network nodes must be capable of detecting even 
small variations in their neighborhood and the data has to be sent 
to the centralized system. They proposed three algorithms on the 
data sent by the node to find such type of anomaly namely 
wormhole. They claimed that their proposed system is suitable for 
IoT as it consumes low energy and memory to operate [23]. 
However, analyzing the data samples using three types of 
algorithm consumes a massive amount of time and limits the 
countermeasure effectiveness of the algorithm as its huge taking 
time to detect attacks in real time scenario. Also when the network 
facing huge traffic flow the algorithm may not be detecting 
intrusion in the secured time limit. 

In [32], the authors proposed a group-based intrusion detection 
system, which uses a statistical method and designed a hierarchical 
architecture-based system. The results were very highlighting as 
their detection accuracy was very high, low false alarm rate, low 
transmission power consumption. However, the method does not 
seem feasible if multiple features are considered and don’t provide 
any information about the process of selecting multiple features. 
Thus, the combinatorial optimization exists in such a scenario. 

In [33], the authors used artificial intelligence artificial neural 
network scheme where ANN is used to every sensor node. The 
algorithm provides self-learning ability to the intrusion detection 
system. ANN is an excellent approach in intrusion detection, but 
node energy consumption becomes high as its continuously 
learning from the data packet flow. 

In [34], the authors proposed an efficient impostor alert system 
against sinkhole attacks. In this system, a record of the suspected 
network nodes is generated by continuously analyzing the data. 
After that, the data flow information’s are used to identify the 
intrusion in the system. When traffic volume is high, and a lot of 
data packets are flowing, there may be a scenario that many nodes 
are in the suspect list and comparing all of them may limit the 
network performances. The algorithm in this research is 
performing an exhaustive search for finding an optimal feature 
subset for sinkhole attack detection. 

In [29], the authors proposed a random forest-based intrusion 
detection mechanism that was applied to both anomaly and 
signature-based data samples. The random forest-based approach 
works fine on the signature-based approach, but the algorithm was 
unable to detect malicious characteristic with an excellent 
detection accuracy. Also, when applied on large dataset the 
complexity of detection was very high for this algorithm to 
perform. 

In [30], the authors proposed decision tree-based wrapper 
intrusion detection approach in which the algorithm can detect a 
subset of the feature among all the features available on the KDD 
dataset. So, it reduced the computational complexity of the 
classifier and provided high accuracy of detection intrusion. 
However, it also performs an exhaustive search trying all possible 
feature subsets to provide an output. If the feature numbers are 
high, also data set is large then doesn’t provide good accuracy 
regarding detection accuracy and consumes much time. In real 
time scenario, this method may fail to detect an anomaly within the 
secured time limit. 

3. Background of Machine Learning Algorithm 

3.1. Support Vector Machine 

The Support vector machine (SVM) [35] is a discriminative 
and normally supervised machine learning methodology that 
analyzes training samples to process a wide variety of 
classification problems. The algorithm generates an optimal 
hyperplane which classifies training examples and new data 
samples. This supervised learning method can analyze the data 
samples to perform handwritten character recognition [36], face 
detection [37], pedestrian detection [38], text categorization.  

Consider a training dataset 𝑇𝑇 = {(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)}, 𝑖𝑖 = 1, … , 𝑝𝑝 , where   
𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑛𝑛  represents the training examples with 𝑛𝑛  dimensional 
input features, p is the number of training examples, and  𝑦𝑦𝑖𝑖 ∈
{−1, +1}  represents the desired or labelled output of the 𝑖𝑖𝑡𝑡ℎ 
training data sample.  𝑦𝑦𝑖𝑖 = 1  denotes output of the 𝑖𝑖 𝑡𝑡ℎ  positive 
training samples and  𝑦𝑦𝑖𝑖 = −1  denotes the output of the 𝑖𝑖𝑡𝑡ℎ 
negative training samples. 

Based on the above consideration, the decision hyperplane is 
given by (1). 
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 ∑ 𝒘𝒘𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏 = 0𝑝𝑝
𝑖𝑖=1  (1) 

 

The 𝒘𝒘  and 𝑏𝑏  represent the weight vector and bias term, 
respectively. During the training process, the weight and the bias 
terms are learned. With these learned parameters, the decision 
hyperplane places itself at an optimum location between the 
positive and negative training example clouds. SVM places the 
decision boundary in such a way that it maximizes the geometric 
margin of all the training data samples. In other words, all training 
examples have the greatest possible geometric distance from the 
decision boundary.  The optimization problem is given by (2). 

 

 min
𝑤𝑤,𝑏𝑏

1
2
∥ 𝑊𝑊 ∥2   

  
s.t ∑ 𝑦𝑦(𝑖𝑖)(𝑊𝑊𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏) − 1 ≥ 0,𝑝𝑝 

𝑖𝑖=1   (2) 
  
 𝑖𝑖 = 1 …𝑝𝑝   

 

The Lagrange multiplier is used to solve this constrained 
optimization problem. The Lagrangian for this problem is given by 
(3). 

 

𝐿𝐿(𝑤𝑤, 𝑏𝑏,𝛼𝛼) = 

      
1
2
∥ 𝑊𝑊 ∥2−�𝛼𝛼(𝑦𝑦(𝑖𝑖)(𝑊𝑊𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏) − 1)

𝑝𝑝 

𝑖𝑖=1

 
(3) 

 

The Lagrangian multiplier is represented by 𝛼𝛼 ≥ 0. The dual 
form of the Lagrangian may be written as (4). 

  

max
𝛼𝛼

𝐿𝐿(𝛼𝛼) = max
𝛼𝛼

��𝛼𝛼𝑖𝑖 −
1
2
��𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝑦𝑦(𝑖𝑖)

𝑝𝑝

𝑗𝑗=1

𝑦𝑦(𝑗𝑗)𝑥𝑥(𝑖𝑖)𝑥𝑥(𝑗𝑗)) 
𝑝𝑝

𝑖𝑖=1

𝑝𝑝

𝑖𝑖=1

� 

  

s.t ∑ 𝛼𝛼𝑖𝑖
𝑝𝑝
𝑖𝑖=1 𝑦𝑦(𝑖𝑖) = 0,    

  

 𝛼𝛼𝑖𝑖 ≥ 0, 𝑖𝑖 = 1, … , 𝑝𝑝 (4) 

 

The solution above drives the optimum decision surface that 
can distinguish linearly separable positive and negative training 
data example clouds. However, for non-linearly separable training 
data, a suitable kernel and regularization may be applied. The 
Gaussian kernel is widely used in such types of problems. 
Applying a kernel and regularization to (4) gives (5) (C is the 
regularization parameter). 

  

max
𝛼𝛼

𝑊𝑊(𝛼𝛼) =  �𝛼𝛼𝑖𝑖 −
1
2
� 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝑦𝑦(𝑖𝑖)

𝑝𝑝

𝑖𝑖,𝑗𝑗=1

𝑦𝑦(𝑗𝑗)𝐾𝐾(𝑥𝑥(𝑖𝑖), 𝑥𝑥(𝑗𝑗))
𝑝𝑝

𝑖𝑖=1

 

  

s.t ∑ 𝛼𝛼𝑖𝑖
𝑝𝑝
𝑖𝑖=1 𝑦𝑦(𝑖𝑖) = 0,    

  

 0 ≤ 𝛼𝛼𝑖𝑖 ≤ 𝐶𝐶, 𝑖𝑖 = 1, … , 𝑝𝑝 (5) 

3.2. Simulated Annealing 

Simulated Annealing can be described as an iterative procedure 
that is composed of two loops. The outer loop is known as a 
cooling loop and the inner loop as a thermal equilibrium loop. The 
algorithm is initialized by several parameters like the number of 
cooling loops, number of equilibrium loops, and probability 
function. The purpose of the inner loop is to find the best solution 
for the given temperature to attain thermal equilibrium at the given 
temperature state. In each equilibrium loop, the algorithm takes a 
small random perturbation to create a new candidate solution. 
Initially, as the algorithm does not know which direction to search, 
it picks a random direction to search, and an initial solution is 
created. A cost function determines the goodness of the solution. 
A small random perturbation is made to the current solution 
because it is assumed that good solutions are generally close to 
each other, but it is not guaranteed as the best optimal solution. 
Sometimes the newly generated solution results in a better 
solution, then the algorithm keeps the new candidate solution. If 
the newly generated solution is worse than the current solution, 
then the algorithm decides whether to keep or discard the worse 
solution, which depends on the evaluation of Boltzmann’s 
probability function, which is given by  (6). 

 

 𝑃𝑃 = 𝑒𝑒
−( ∆𝐸𝐸𝑘𝑘𝑏𝑏𝑇𝑇

)
  (6) 

 

The change in energy ∆E can be estimated by the change in the 
cost function ∆C, corresponding to the difference between the 
previously found best solution at its temperature state and the cost 
of new candidate solution at the current state. Boltzmann’s 
constant may be estimated by using the average change in cost 
function (∆𝐶𝐶) . Thus, Boltzmann’s function may be estimated 
using  (7). 

 

 𝑃𝑃 = 𝑒𝑒−( ∆𝐶𝐶
∆𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎𝑇𝑇

)  (7) 
 

After running the inner loop for the prescribed number of 
times, wherein each loop it takes a new better solution or keeps a 
worse solution, the algorithm may be viewed as taking a random 
walk in the solution space to find a sub-optimal solution for the 
given temperature. 

The current best solution will be recorded as the optimal 
solution. The temperature is decreased according to a basic linear 
decrease schedule. The initial temperature is set to a very high 
value initially, because it allows the algorithm to explore a wide 
range of solutions, initially. The final temperature should be set to 
a low value that prevents the algorithm to accept a worse solution 
at the last stages of the process. If the number of the outer loops 
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has not reached zero, then the inner loop is called again otherwise 
the algorithm terminates. 

3.3. Decision Trees 

Decision tree [39] is a machine learning mechanism which is 
mostly used for classification and regression in many application 
domains. Decision trees are based on conceptual tree analytical 
model that considers dependency perception of an object in such a 
way that the branches of the tree represent the dependency, and the 
leaf of the tree represents the object itself regarding the 
classification labels (such as logical 0 or logical 1) [40]. Further, 
research literature shows that decision trees are used to represent 
the extraction of dependent features from a data set where the 
branches represent the feature or attribute while the leaf represents 
the decision using class labels. Decision trees are mostly used in 
data mining and machine-learning research works [41]. 

There are several decision tree algorithms such as ID3 [42], 
C4.5 (improved from ID3) [43] and CART (Classification and 
Regression Tree) [44]. CART based decision tree algorithm is used 
mainly for machine classification purposes [45]. 

CART [46] can be used for classification of categorical data or 
regression of continuous data. CART algorithm is designed to 
develop trees based on the sequence of rules. If the object passes a 
specific rule, it goes into one structure otherwise it is sent to other 
structure. Further, the rules or questions defines the next step to 
follow. For example, there are two random variables 𝑋𝑋1and 𝑋𝑋2. 
Let’s say there are decision thresholds or rules are 𝑡𝑡1 and 𝑡𝑡2. If 𝑋𝑋1< 
𝑡𝑡1, go and check if 𝑋𝑋2< 𝑡𝑡2 otherwise, go and check if 𝑋𝑋1< 𝑡𝑡3 and 
so on.  

In the CART algorithm, the splitting process (or decision-
making process at each step) is the most significant step of the 
training phase for machine learning. There are several criterions 
for the task. For example, Gini criterion (for CART) and 
Information entropy criterion (for C4.5) are widely used. Gini; a 
statistical measure which can be calculated by summing the 
random variable’s probability 𝑞𝑞𝑖𝑖  (where 𝑖𝑖  is the index for a 
random variable). 

In order to calculate the Gini index for a set of 
features/attributes with 𝐾𝐾  classes [47], let’s assume that 𝑖𝑖 ∈
{1,2,3 … … …𝐾𝐾}, and let 𝑞𝑞𝑖𝑖  be the fraction of the items labelled 
with class 𝑖𝑖 in the set. Accordingly, the set of equation is given by
  (8). 

 

 𝐼𝐼𝐺𝐺(𝑞𝑞) =  ∑ 𝑞𝑞𝑖𝑖 ∑ 𝑞𝑞𝑘𝑘𝑘𝑘≠1
𝐾𝐾
𝑖𝑖=1    

  

𝐼𝐼𝐺𝐺(𝑞𝑞) = �𝑞𝑞𝑖𝑖(1 − 𝑞𝑞𝑖𝑖)
𝐾𝐾

𝑖𝑖=1

  

  

𝐼𝐼𝐺𝐺(𝑞𝑞) = 1 −�𝑞𝑞𝑖𝑖2
𝐾𝐾

𝑖𝑖=1

 

 

  (8) 

Therefore, it can be seen that the Gini index 𝐼𝐼𝐺𝐺(𝑞𝑞)  for a 
particular labelled item is a function of the sum of all probabilities 
in the tree. Research literature and various researchers discussion 

on blogs [48] [49] indicate that CART and C4.5 algorithms provide 
robust classification in application domains such as health care, 
marketing, financial forecasting and cyber security systems. The 
main advantage of the CART algorithm is that it does not have 
logarithm calculation in Gini index that makes the algorithm faster 
and efficient than the C4.5 algorithm. 

3.4. Dataset Preprocessing & Attack Types 

The first dataset used in this research was obtained from the 
Cyber Range Lab of the Australian Centre for Cyber Security 
(ACCS) [19]. In this dataset, a hybrid of real modern normal 
activities and attack behaviors were generated. This dataset 
contains a total of forty-seven features and contains around 2.5 
million sample data [19] [20]. It consists of such type of attacks 
like Fuzzers, Analysis, Backdoors, DDoS, Exploits, Generic, 
Reconnaissance, Shellcode, Worms & normal data samples with 
labels. 

In the UNSW dataset, 47 columns represent attributes/features. 
Each recorded sample consists of attributes of different data forms 
like binary, float, integer and nominal. The attack data samples are 
labelled as ‘1,’ and normal data samples are labelled as ‘0’. Some 
of the feature data sample values are categorical values. For 
example, source IP address, destination IP address and source port 
number. Also, some other feature data sample values are 
continuous variable. For example, source bits per second, source 
jitter, and source TCP windows advertisement value. For 
preprocessing purpose, the features which values are categorical 
values were assigned a key value and stored in a dictionary. In the 
dictionary object, any values can be stored in an array, and each 
recorded item is associated with the form of key-value pairs. 
Furthermore, all the data samples were normalized using the 
following normal feature scaling process  (9): 

 

 𝑋𝑋′ = 𝑥𝑥−min (𝑥𝑥)
max(𝑥𝑥)−min (𝑥𝑥)

  (9) 
 

The 𝑋𝑋′ is the normalized value and 𝑥𝑥 is the original value. The 
file was saved into a text file for SVM input. In this way, all the 
data samples were preprocessed in the same pattern. 

The total number of data sample in this dataset is 2,537,715 in 
which around 2.2 million is normal data samples the rest of the 
sample is attack data samples. In this dataset, the ratio of the 
normal and abnormal behavior is 87:13. Total normal data samples 
are 22,18,764, and total attack samples are 321,283. 

The second dataset used in this research paper was collected 
from Canadian Institute of Cyber Security Excellence at the 
University of New Brunswick [21] upon request. The dataset is 
named as CIC IDS 2017, which is an Intrusion detection and 
evaluation dataset specially designed by collecting real-time traffic 
data flows over seven days that contains malicious and normal 
behaviors. In this dataset, there are over 2.3 million data samples, 
and among them, only 10% represents attack data samples. There 
are 80 network flow features in this data set.  

The traffic data samples contain eight types of attacks namely 
Brute Force FTP, Brute Force SSH, DoS, Heartbleed, Web attack, 
Infiltration & DDoS [21]. This dataset is one of the richest datasets 
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used for Network intrusion detection research purposes around the 
world [50]. The goal of using this data set is to evaluate how the 
proposed method works on different datasets. 

4. Proposed Algorithm 

The steps of the proposed algorithm are listed below: 

1. Define the number of features, N from the feature space. 
2. Select the SVM parameter (Gamma, coef (), nu). 
3. Define Number of Cooling (nCL) and Equilibrium loop 

(nEL). 
4. Cooling loop Starts {i=1 to nCL}. 

a) Select n sub-features from the set 𝑁𝑁. 
b) Define an array DR_array of size 10. 

5. Equilibrium-loop starts {𝑗𝑗=1 to nEL}. 
a) Train the SVM with the only 𝑛𝑛 selected feature. 
b) Test the learning performance of SVM. 
c) Store the solution in DL 
d) A small random perturbation of the features 
e) Repeat steps 5a & 5b 
f) Save the Solution in DR 
g) DR_array [𝑗𝑗 %10] = DR 

6. if 𝑗𝑗 ≥10 and Standard Deviation (DR_array)≤ √2  
a) Break from Equilibrium and Continue to Cooling loop 

7. If DR > DL, then DLDR 
8. Else  

a) Find the Probability of Acceptance P 
b) Generate Random Number R 
c) If P > R, DLDR 
d) If P < R, Check if number of Equilibrium loop 

(nEL)==0 
e) If (nEL)! =0, repeat 5(d), 5(e), 5(f) 

f) Else If (nEL)==0, Then DLDR 

9. Else If (nEL)==0, Reduce Temperature. 
10. Equilibrium Loop Ends 
11. Check Number of cooling loop (nCL)==0?  
12. If (nCL)==0, Done 

Else repeat procedure 4. 

The proposed scheme defines the number of features in the 
dataset. Furthermore, the SVM parameters (Gamma, coef (), nu), 
Number of cooling loops (nCL), and number of equilibrium loops 
(nEL) are defined. At first, in the cooling loop, 𝑛𝑛  number of 
features among 𝑁𝑁 features are randomly selected (as initially, it 
does not know where to start with) where 𝑛𝑛 <  𝑁𝑁.  Then it moves 
inside the equilibrium loop, and trains the SVM with the selected 
𝑛𝑛 number of features and tests the learning performance of SVM. 
Then the algorithm saves the solution in DL. This solution is 
considered as an initial solution, and the goal of this loop is to find 
a best solution for the given temperature. A small random 
perturbation of the currently held features is made (seems like a 
random walk in the feature space) to create a new possible solution, 
because it is believed that good solution is generally close to each 
other but it is not guaranteed. The algorithm stores the solution in 
DR. If the cost of the new candidate solution is lower than the cost 
of the previous solution, then the new solution is kept and replaces 

the previous solution. Also, if the solution remains within ±2% 
and factored by ten times in a row, the algorithm will terminate the 
current equilibrium loop and will check the cooling loop (if nCL≠
0) and continue another equilibrium loop to save time, as, it is 
assumed the algorithm is trapped in a local minimum solution. 
Sometimes the random perturbation results in worse solution; then, 
the algorithm decides to keep or discard the solution, which 
depends on an evaluation of the probability function. In case that 
the new solution is worse than the previous one then, the algorithm 
generates a random number R and compares with the probability 
function. If 𝑃𝑃 >  𝑅𝑅, the algorithm keeps the worse solution and if 
𝑃𝑃 <  𝑅𝑅 , then the algorithm checks whether it has reached the 
defined number of equilibrium loops or not. If (nEL)==0 then it 
moves out from the equilibrium loop to cooling loop and restarts 
the above described procedure again from the cooling loop. If 
(nEL)! = 0, then the algorithm starts from random perturbation 
inside the equilibrium loop and performs the procedure again. 
When the number of cooling loop reaches zero, then algorithm 
terminates and provide a meaningful solution [51]. This procedure 
is consuming less time and does not need and specific hardware 
configuration. 

Table 1 2-feature subset combinations. 

# Features in this Combination [19] [20] 

1 • The IP address of Source. 
• Service used (HTTP, FTP, SMTP, ssh, DNS, FTP-data, IRC 

and (-) if not much-used service) 
 

2 

• Number of connections of the same source IP and the 
destination IP address in 100 connections according to the 
uncompressed content size of data transferred from the 
HTTP service last time. 

• Destination interpacket arrival time (mSec) 

3 
• Source TCP based sequence Number. 
• Some flows that have methods such as Get and Post in HTTP 

service. 
 

4 
• Destination TCP based sequence Number. 
• Mean value of the flow packet size transmitted by the 

Destination 

5 

• Actual uncompressed content size of data transferred from 
the HTTP service  

• Number of connections is the same destination address & 
the source port in 100 connections according to the 
uncompressed content size of data transferred from the 
HTTP service. 

6 • Source Jitter (mSec). 
• Source retransmitted packet. 
 

7 • Mean of the flow packet size transmitted by the destination 
• Total packet count from Source to destination. 

8 •  Destination bits per the second. 
•  Source interpacket arrival time (mSec). 

9 
• TCP connection setup time, the time between the 

SYN_ACK and the ACK packets. 
• Actual uncompressed content size of the data transferred 

from the server’s HTTP service. 
10 

 

• Source interpacket arrival time (mSec) 
• Mean of the flow packet size transmitted by the destination. 
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This algorithm does not search the whole work/feature-space 
for reaching the global optimum solution. As a result, a small 
amount of time is required to provide a reasonable solution. It 
performed relatively well in large datasets. The efficacy of the 
proposed solution depends on the selection of essential features 
that help the intrusion detection process to detect an anomaly 
accurately.  To assure that the algorithm provides a better solution 
compared to other machine learning methods, it has been tested on 
two different types of datasets, which was explained in the 
previous chapter. 

5. Experiments and Results 

This section is divided into several sections. Both datasets 
contain different numbers of features. The results are discussed in 
details using multiple feature subsets (Ex. 2, 3, 4 and 5). 

5.1. Simulation Setup and outcomes of the Proposed Algorithm 
(2 features UNSW Dataset) 

In this simulation setup, the proposed algorithm has been 
applied taking two feature subsets as an initial approach. 
Afterwards, we will try three, four and five feature subset 
combinations to inspect how the algorithm performs if the number 
of features increases in a subset. Table 1 shows 2-feature subset 
combinations: 

The detection accuracy of the proposed method versus the 
feature combination is shown in Fig. 1. 

 
Fig. 1 Detection Accuracy, False Positive and False Negative 

for 2 feature subset combination. 

Table 1 shows the combination number denotes which two 
features were selected for that combination. The proposed 
algorithm achieved a detection accuracy recorded as 84.14% when 
combination number 8 was selected. The lowest detection 
accuracy among the given results was recorded as 63.56% for 
combination number 10. 

Considering only two feature subsets provided a high false 
positive and false negative rate of 5.09% and 10.77% respectively. 
Upon checking the ROC curve (Fig. 2), these combinations 
provided poor AUC value. It may be caused by taking an 
imbalanced number of features. The feature subset is selected by 
the SA process, which may not be linearly separable on the 
classification space. Using a non-linear typical decision boundary 
will require more computational efforts than fitting linear decision 
boundary. Thus, increasing the dimension (or features) may 

provide better results compared to the 2-feature subsets, as it may 
allow the hyperplane to separate the data. 

 
Fig. 2 RoC analysis 2-feature subset. 

The F1-score is a statistical analysis of binary classification and 
a measure of precision. The F1-score can be described as a 
harmonic mean of the precision and recall, where an F1-score 
reaches its best value at one and worse at 0. Precision is the ratio 
of correctly projected positive annotations to the total projected 
positive annotations, whereas recall is the ratio of correctly 
predicted positive annotations to all annotations in the actual class. 
The reason why harmonic mean is considered as the average of 
ratios or percentages is considered. In this case, harmonic mean is 
more appropriate then the arithmetic mean. As shown in fig 
2Error! Reference source not found., we plotted the F1-score for 
each combination of 2-feature sets (Table 1). As shown, the F1-
score is quite low, except for combination 8, where it achieved 
almost 0.92; otherwise it was an average of about 0.81. Based on 
our other subsequent experiments, these values were deemed too 
low, and more features per combination were apparently required 
to achieve better F1-score results. 

5.2. Simulation Setup and outcomes of Proposed Algorithm (3 
features UNSW Dataset) 

In the previous section, the proposed algorithm was tested and 
results analyzed for two feature subsets. While this seemed fine for 
an initial approach, we found the F1-score results to be quite low, 
and so we now present results for more features per combination. 
In particular, Fig. 3 shows the 3-feature subset combinations. 
Afterwards, we present the results for three, four and five feature 
subset combinations to inspect how the algorithm performs. 

 
Fig. 3 F1-score of the 2-feature subset combination. 
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Table 2 3-feature Subset Combination. 

# Features in this Combination [19] [20] 

1 
• The IP address of Source 
• Service used (HTTP, FTP, SMTP, ssh, DNS, FTP-data, IRC 

and (-) if not much-used service). 
• Source packets retransmitted or dropped. 

2 

• Source TCP window advertisement value 
• No of connections of the same source IP and the destination 

IP address in 100 connections according to the uncompressed 
content size of data transferred from the HTTP service last 
time  

• Destination interpacket arrival time (mSec) 

3 

• Source TCP based sequence Number 
• Some flows that have methods such as Get and Post in HTTP 

service. 
• No. of connections of the same destination address in 100 

connections according to the uncompressed content size of 
data transferred from the HTTP service last time 

4 
• Destination TCP based sequence Number. 
• Source TCP based sequence Number. 
• Mean value of the flow packet size transmitted by the 

Destination. 

5 

• Actual uncompressed content size of data transferred from the 
HTTP service. 

• TCP base sequence number of destinations. Number of 
connections is the same destination address & the source port 
in 100 connections according to the uncompressed content size 
of data transferred from the HTTP service 

6 
• Source Jitter (mSec). 
• Source retransmitted packet. 
• Destination bits per second. 
 

7 
• Source Jitter (mSec) 
• Mean of the flow packet size transmitted by the destination 
• Total packet count from Source to destination 

8 
• Destination bits per the second 
• Source interpacket arrival time (mSec) 
• Number for each state dependent protocol according to a 

specific range of values for   source/destination time to live 

9 

• TCP connection setup time, the time between the SYN_ACK 
and the ACK packets. 

• Source bits per second 
• Actual uncompressed content size of the data transferred from 

the server’s HTTP service. 

10 

 

• Destination Interval arrival Time 
• Source interpacket arrival time (mSec) 
• Mean of the flow packet size transmitted by the destination. 
 

 

A list of ten combinations has been shown, and each 
combination contains three features. The mechanism of the initial 
approach in the research was that it takes three features at a time 
and provide an output. Afterwards, it discards the results and tries 
another randomly selected feature combination. Trying all possible 
combination implies that it leads to an exhaustive search and takes 
a huge amount of computational resources and consumes more 

time. Further, it will more time if a large number of features are 
considered. However, in the proposed algorithm, the annealing 
process starts selecting a random set of three features as the first 
step as it has to begin somewhere randomly. Then the SVM is 
trained only with these three features, and the generated output is 
saved. It is considered as a first initial solution. A small random 
perturbation is made to the current solution changing one or two 
features because it is assumed that good solutions are generally 
close to each other, but it is not guaranteed as the best solution. 
Sometimes the newly generated solution results in a better solution 
than the algorithm keeps the new solution. If the newly generated 
solution is worse than the current solution, then the algorithm 
decides whether to keep or discard the worse solution, which 
depends on the evaluation of the probability function  (7). The 
higher temperature in the annealing process, it is more likely the 
algorithm will keep the worse solution. Keeping the worse solution 
allows the algorithm to explore the solution space and to keep it 
within the local optima. Also neglecting a worse solution lets the 
algorithm to exploit a local optimum solution, which could be the 
global solution for that temperature. 

The detection accuracy of the proposed method versus to the 
feature combination is shown in Fig. 4. In Fig. 3, the combination 
number denotes which three features were extracted for that 
combination. 

The proposed algorithm achieved a detection accuracy 
recorded as 98.32% when combination number 8 was selected 
(Fig. 3). This combination contains three essential features, such 
as destination bits per second, source interpacket arrival time 
(mSec), and number of each state dependent protocol according to 
a specific range of values for source/destination time to live value. 
The lowest detection accuracy among the given results was 
recorded as 72.08% when combination number 4 was used. 
Comparing with the 2-feature subset combination results, we can 
infer that as another dimension was introduced, the linear 
classification technique worked better. 

 
Fig. 4 Detection Accuracy, False Positive and False Negative for 3-feature 

subset combination. 

Furthermore, the performance metrics of the proposed 
algorithm was investigated. The false positive refers to a situation 
that the system incorrectly identifies an object as a positive 
(attack), which, however, is not an attack and is a normal (non-
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attack) object. The false negative refers to a situation that the 
system incorrectly identifies an object as a negative (non-attack), 
which however is an attack. Also, the percentage of false positives 
and the percentage of false negatives are shown for the proposed 
scheme. The false positives and false negatives were recorded as 
1.49% and 0.19% respectively, for combination number 8. 
Therefore, it can be inferred that, if the correlative features are 
extracted, the false positive and negative rate decreases, it may 
provide a relatively better solution for intrusion detection. 

In Fig. 5 the receiver operating characteristic curves for the 
proposed schemes are presented. 

 
Fig. 5 RoC curve analysis for 3-feature subset. 

In a real-world scenario, the misclassifications costs are 
difficult to determine. In this regard, the ROC curve and its related 
measures, such as AUC (Area under Curve) can be more 
meaningful and deemed as vital performance measures. As shown 
in the figure, it is seen that the performance output is much better 
than the previous performance with 2-feature combinations. The 
combination number 8, which contains features such as 
Destination bits per second, Source interpacket arrival time 
(mSec), Number of each state dependent protocol according to a 
specific range of values for source/destination time to live value, 
provided much better reasonable output. The AUC of that 
combination is 0.98384, which is closer to one, which presents a 
better solution in contrast with the other possible solutions. 

 
Fig. 6 F1-score 3-feature subset. 

The F1-score of the different combinations is shown in Fig. 6. 
Note that the combination number 8 achieved the highest F1-score 
of 0.99. 

Fig. 7 demonstrates the detection accuracy of the proposed 
scheme increases or decreases along as the number of iterations 
varies. 

 
Fig. 7 Detection accuracy difference versus number of iterations. 

A cross-validation mechanism was used to assess the 
predictive performance of the model to evaluate how good the 
model works on a new independent dataset (using resampling 
randomly). It is seen that combination 1 (violet) started with very 
low detection accuracy, but while iterating multiple times the 
detection accuracy increased, and an average of those accuracies 
provide a well reasonable solution for that combination. 

However, combination 8 (light brown) started with higher 
accuracy, and while multiple iterations are running, it kept almost 
the same as it is and an average of those accuracies has been 
considered. Furthermore, the combination number 4 (sky blue) 
stared with higher accuracy but while multiple times iterations the 
accuracy went down and suddenly went up. An average of those 
accuracies has been considered. Taking averages of the detection 
accuracies allows the algorithm to be more confident on the 
provided output. The proposed scheme does not take too long to 
converge to the local optima (which can be the global optima) but 
provides a reasonable detection accuracy over short possible time, 
depending on the system resources. 

To evaluate whether the algorithm works as intended, unit 
testing was performed, and the detection accuracy was measured 
for different numbers of thermal equilibrium loops, as shown in 
Fig. 8. 

 
Fig. 8 Performance of the proposed scheme for varying numbers of thermal 

equilibrium loops. 
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The annealing process starts at a random direction as it does 
not know which direction to start with and the first solution is 
considered as the initial solution. On each iteration, a random 
perturbation in the solution space is performed, and a new solution 
is generated. Comparing with the previous solution it is better or 
worse, it keeps the better solution and marches forward, as it is 
believed the good solutions may be nearby. Fig. 8 shows that the 
algorithm starts with a low detection accuracy and marching 
forward it is going towards higher accuracy. While going forward, 
it seems that it may have found worse candidate solution (the down 
hikes on the Fig. 8 but keeping the worse solution allows the 
algorithm to explore more in the solution space to reach an 
optimum solution. These observations of the results verify that the 
algorithm is performing the way it supposed to perform. 

As the algorithm starts from a random direction, provides an 
initial solution, takes random perturbation, and generates another 
new solution, a scenario is visualized that sometimes the detection 
accuracy of the old candidate solution and new candidate solution 
is quite close enough like a slight difference of some percentage. 
For the time being, it is being trapped on that local optima. So, to 
save more time and speed up, the algorithm is designed in such 
way that, if the difference of the accuracy of the old candidate 
solution and new candidate solution is around ±2% and ten times 
in a row, the algorithm will terminate that equilibrium loop. 
Subsequently, the algorithm will go to the next cooling loop (if 
nCL!=0) and start another inner loop and continue. Fig. 9 shows 
that inside the equilibrium loop iteration number approximately 
from 139-150, the detection accuracy stays between 86%-87% for 
the time being, and it detected an accuracy difference of ±2% ten 
times in a row. Therefore, the proposed method will terminate the 
current equilibrium loop, decrease temperature and start the next 
cooling loop if nCL!=0. 

 
Fig. 9 Detection accuracy of the equilibrium loops. 

In a nutshell, the proposed algorithm starts from a random path 
to find an initial solution (initial 3-feature combination) and takes 
small random walk in the feature space (changing 1 or more 
features) and compares with the previous solution that allows the 
algorithm to converge faster to the local optima which may likely 
be a local optimum solution. 

5.3. Simulation Setup and outcomes of Proposed Algorithm (4 
features UNSW Dataset) 

Next, the performance of the algorithm was evaluated taking 
four and five features in a subset. The algorithm will initiate with 

a four-feature subset combination. Furthermore, the outcomes with 
be compared with the 3-feature subset combinations. The 
comparison allows us to determine how the algorithm performs 
when the number of features increases. The number of training 
samples and the number of testing samples were kept the same as 
previous. Table 3 shows the combination of four features. 

Table 3 4-feature subset combination. 

# Features Taken [19] [20] 

1 • Source IP address 
• Source packets retransmitted or dropped 
• Destination to the source packet count 
• No of connections of the same source address (1) and 

the destination port (4) in 100 connections according 
to the last time (26). 

2 • Source inter-packet arrival time (mSec) 
• Destination inter-packet arrival time (mSec) 
• If the FTP session is accessed by user and password 

then 1 else 0. 
• No. of connections that contain the same service (14) 

and source address (1) in 100 connections according 
to the last time (26) 

3 • Source to destination time to live value 
• Source TCP sequence number 
• No. of flows that has methods such as Get and Post in 

HTTP service. 
• No of flows that have a command in a n  FTP 

session. 
4 • Destination IP address 

• Destination TCP window advertisement value 
• Source TCP sequence number 
• d. Mean of the flow packet size transmitted by the 

destination 
5 • The content size of the data transferred from the 

server’s HTTP service. 
• No of connections of the same destination address (3) 

and the source port (2) in 100 connections according 
to the last time (26). 

• No. of connections that contain the same service (14) 
and destination address (3) in 100 connections 
according to the last time (26). 

• d. Source TCP window advertisement value 
6 • Source jitter (mSec) 

• Destination bits per second 
• No. of connections that contain the same service (14) 

and source address (1) in 100 connections according 
to the last time (26). 

• d. No of flows that have a command in a n  FTP 
session. 

7 • Source to destination packet count 
• Mean of the flow packet size transmitted by the 

destination 
• The time between the SYN_ACK and the ACK 

packets of the TCP. 
• d. No. of flows that has methods such as Get and Post 

in HTTP service. 
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8 • No. for each state according to a  specific range of 
values for source/destination time to live value 

• Destination bits per second 
• Source bits per second 
• d. The time between the SYN and the SYN_ACK 

packets of the TCP. 
9 • The content size of the data transferred from the 

server’s HTTP service. 
• Source bits per second 
• HTTP, FTP, ssh, DNS., else (-) 
• Mean of the flow packet size transmitted by the 

destination. 
10 • No. for each state according to a  specific range of 

values for source/destination time to live value 
• Source bits per second 
• Destination jitter (mSec) 
• d. If t h e  source equals to t h e  destination IP 

addresses and port numbers are equal, this variable 
takes value one else zero 

 

 
Fig. 10 Detection accuracy for the four-feature combination. 

 
Fig. 11 RoC curve and AUC for the four-feature combination. 

Evaluating the above results, we can see that taking four 
features increases some of the combinations’ detection accuracies. 
For example, comparing 3-feature combination number 8 of Fig. 3 
with 4-feature combination number 8 of Table 3, the detection 
accuracies were 98.32% and 97.97% respectively, resulting in a 
0.35% positive difference in detection accuracy. The algorithm 
kept Destination bits per second and Number of each state 
dependent protocol according to specific range of values for 
source/destination time to live value features steady and while 
taking 4 feature combination it selected two features such as 
Source bits per second, the time between the SYN and the 
SYN_ACK packets of the TCP which allowed the algorithm to 
provide a reasonable solution. Therefore, the 3-feature subset 
combination 8 is better regarding accuracy, time consumption, low 
false positive, higher AUC value and higher F1-score compared to 
4-feature subset combinations 8. 

 
Fig. 12 F1-score for the 4-feature subset combination. 

However, if we look at the combination number 10 when 4 
features are selected such as No. for each state according to 
specific range of values for source/destination time to live value, 
Source bits per second, Destination jitter (mSec) and If source 
equals destination IP addresses and port numbers are equal-this 
variable takes value 1 else 0, provided a detection accuracy of 
98.39% which is the highest accuracy the algorithm provided. 
Comparing with the 3-feature combination number 8, the 
difference of detection accuracy is 0.07% only (3 feature detection 
accuracy is 98.32%). Increasing dimension (SA) allowed the 
feature space hyperplane to separate the normal and attack sample 
more precisely for this particular feature subset compared to 3-
feature combination number 8 (Fig. 3). However, regarding AUC, 
ROC, false negatives and F1-score the 3-feature combination 
number 8 (Fig. 3) overall was the most reasonable solution here. 

For further evaluation of the performance to determine the 
effect of providing more features, we have analyzed the behavior 
of the proposed scheme taking five feature subset combinations. It 
is described in the following section. 

5.4. Simulation Setup and outcomes of Proposed Algorithm (5 
features UNSW Dataset) 

In this setup, five feature subset combination were considered, 
and the performance of the proposed method was evaluated 
regarding detection accuracy, false positive and negative, F1-
score, ROC characteristics, Area under the curve. 
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Analyzing the performance of the proposed scheme while 
considering a 5-feature subset, the detection accuracy of most of 
the feature combinations reduced significantly. This reduction in 
detection may be caused because of insignificant and irrelevant 
dimensions or features in the dataset were considered in a feature 
subset. The algorithm may not have been trained appropriately 
due to a large number of dimensions considered in this step. As a 
result, the algorithm was unable to provide a reasonable solution 
in most of the feature combinations. 

 

Fig. 13 Detection Accuracy for 5 feature subset combination. 

 
Fig. 14 RoC Analysis of 5-feature subset (UNB Dataset). 

 
Fig. 15 F1-score for 5 feature subset combination. 

However, it is observed that combination number 8 and 9 
provided a better detection accuracy compared to other feature 
subset combinations. The 5-feature subset (combination 9) 
provided an accuracy of 98.34%, which is only .02% higher than 
the 3-feature subset (combination 8, Fig. 3). The false positive and 
false negative rate of combination 3-feature subset (combination 
8, Fig. 3) is 1.49% and 0.19%, and 5-feature subset (combination 
9) is almost same as 1.49% and 0.17% respectively. There were no 
significant changes in the parameters. The difference of the AUC 
value of 5-feature and 3-feature subset is 0.001, which is very 
negligible. Regarding F1-score, the 3-feature subset combination 
8 (Fig. 3) provided better outcomes compared to 5-feature subset 
combinations. It is obvious that if the 3-feature subset is 
considered, the algorithm will take a shorter time to provide a 
solution compared to with that of 5-feature subset combination. 

5.5. Simulation Setup and outcomes of Proposed Algorithm (3 
features UNB Dataset) 

The dataset collected from Canadian Information Security 
Center of Excellence at the University of New Brunswick (upon 
request) to analyze the behavior of the proposed scheme. Recently 
in 2017, they experimentally generated one of the richest Network 
Intrusion Detection dataset containing 80 network flow features, 
which were generated from capturing daily network traffic. Full 
details were provided on [21]. This paper also provided 
information that what features are very much significant to detect 
a specific type of attack. This dataset was considered to evaluate 
that how the proposed scheme will work on an entirely different 
dataset and how much confidence the algorithm has on its 
provided outcomes. 

This dataset also contained some features similar to the 
previous UNSW dataset. The dataset contains categorized and 
continuous variables. It was preprocessed similar way with the 
feature scaling process equation 12. Detailed experimental results 
are discussed below. 

Table 4 3-feature subset combination for UNB dataset. 

# Features in this combination [21] 

1 • backward packet length min 
• total length flow packets 
• c. flow inter-arrival time min 

2 • flow inter-arrival time min 
• Initial win forward bytes 
•  Flow inter-arrival time std. 

3 • flow duration 
• Active min of bytes 
•  the active mean of flow bytes 

4 • backward packet length std 
• Length of forwarding packets 
•  sub-flow of bytes 

5 • avg packet size 
• Backward packet length std 
•  mean of active packets 
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6 • flow inter-arrival time min 
• Backward inter-arrival time means 
• initial win forward bytes 

 7 • forward push flags 
• Syn flag count 
• c. back packets/s 

8 • backward packet length std 
• Avg packet size 
• flow inter-arrival time std 

9 • forward packet length mean 
• Total length forward packets 
•  sub-flow forward bytes 

10 

 

• initial win forward bytes 
• Backward packets/s 
• flow inter-arrival time std 

 
Upon evaluation of the above outcomes, it is observed that the 

detection accuracy of the algorithm increased in some feature 
combinations and was able to provide a detection accuracy of 
96.58% (Combination 8). The Receiver operation characteristics 
show that the algorithm was provided with a reasonable AUC 
value (combination 8) compared to other methods discussed 
previously. In the research paper [21] Table 3, the author provided 
a particular set of feature set which is more significant detecting 
a particular intrusion such as for the detection of a DDoS attack, 
backward packet length, average packet size and some inter-
arrival time of the packets, flow IAT std. Now the proposed 
scheme selected three features out of the four features (mentioned 
in that paper by the author) shown on combination number 8 as 
the evaluation was done taking three features at a time. These 
three features provided an accuracy of 96.58%, an AUC value of 
0.92199 and an F1-score of 0.980416. If the full dataset with all 
80 features [21] were available, then the results might get better 
than the current one. 

 

Fig. 16 Detection accuracy for the 3-feature subset combinations (UNB 
Dataset). 

 

Fig. 17 RoC Analysis of 3-feature subset (UNB Dataset). 
 

 
F1-score for the 3-feature subset (UNB Dataset). 

Upon evaluation of the above outcomes, it is observed that the 
detection accuracy of the algorithm increased in some feature 
combinations and was able to provide a detection accuracy of 
96.58% (Combination 8). The Receiver operation characteristics 
show that the algorithm was provided with a reasonable AUC 
value (combination 8) compared to other methods discussed 
previously. In the research paper [21] Table 3, the author provided 
a particular set of feature set which is more significant detecting a 
particular intrusion such as for the detection of a DDoS attack, 
backward packet length, average packet size and some inter-arrival 
time of the packets, flow IAT std. Now the proposed scheme 
selected three features out of the four features (mentioned in that 
paper by the author) shown on combination number 8 as the 
evaluation was done taking three features at a time. These three 
features provided an accuracy of 96.58%, an AUC value of 
0.92199 and an F1-score of 0.980416. If the full dataset with all 80 
features [21] were available, then the results might get better than 
the current one. 

5.6. Performance Comparison 

In this section, we have analyzed the performances of the 
proposed method in detail in comparison with general SVM and 

http://www.astesj.com/


N. Chowdhury et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 3, 260-277 (2019) 

www.astesj.com     273 

Decision tree-based detection method concerning the 
performance matrices. 

In the initial approach of this research [52] was at first the 
algorithm selects 𝑛𝑛 features using random combination from the 𝑁𝑁 
features from the dataset. Then it selects the SVM parameters and 
trains the classifier. Afterwards, the algorithm rum SVM on the 
test data samples and tries to identify the positive and negative 
training examples. It discards the previously selected feature set, 
takes another random combination of features, and continue the 
process until all possible combinations (depending on the number 
of feature input) are completed. This process leads the algorithm 
to perform an exhaustive search in the whole workspace trying all 
possible combinations leading to a combinatorial optimization 
problem. In combinatorial optimization, it is very difficult to 
determine how many number or which feature combination set will 
provide a reasonable solution minimizing the cost and decision-
making time. When the number of features in a subset increases, 
the number of combinations also increases exponentially. The 
performance of the initial algorithm is presented below where the 
algorithm provides outputs of different random feature 
combinations and its very random. 

We can see from Fig. 18 that the output of different 3-feature 
subset is very random and the algorithm is performing an 
exhaustive in the whole workspace to provide an optimal solution.  
For more substantial dataset form the current one, it will be much 
exhaustive for the algorithm to provide a solution. Thus, the 
combinatorial optimization exists in this scenario. 

 

Fig. 18 Performance of the initial approach (exhaustive search). 
 

In contrast with the above discussion, the proposed algorithm 
does not search the whole workspace for finding a solution rather 
than it starts from a random direction at the beginning as initially, 
the algorithm does not know which way to start from. In the outer 
loop known as known as a cooling loop of SA, depending on the 
feature input (2,3,4 or more) the algorithm selects a random subset 
of feature to start with and trains the SVM (cost function of SA) 
only with the selected features at that temperature. Inside the 
equilibrium loop, the first solution is considered as the initial one. 
The cost function determines the goodness of the solution. 
Afterwards, the algorithm takes a small random perturbation to 
create a new candidate solution because it is assumed that good 
solutions are generally close to each other, but it is not guaranteed 
as the best optimal solution. If the newly generated solution is 
worse than the current solution, then the algorithm decides whether 

to keep or discard the worse solution, which depends on the 
evaluation of the probability function (equation 7). After running 
the inner loop many times, wherein each loop it takes a new better 
solution or keeps a worse solution, the algorithm may be viewed 
as taking a random walk in the solution space to find a sub-optimal 
solution for the given temperature. The performance inside the 
equilibrium loop is shown in fig. 18.  

If the comparison is made between Fig. 18 and 19, we can see 
that the proposed method outcome does not show high variance 
like the Fig. 18 (variance of the Fig. 18 is ± 3.9% and the current 
is ±1.9%). The initial algorithm is performing an exhaustive search 
over the whole workspace, finding the global solution whereas the 
proposed method does not search the whole workspace, and 
providing the best possible local optimum solution for the given 
temperature, which may be the global optimum solution. The 
proposed method consumes less time and less computational cost 
compared to the exhaustive search method. 

 
Fig. 19 Performance of the Proposed method. 

Sometimes inside the equilibrium loop, it is observed that the 
difference of the solution outcomes is not that significant. After 
visual observation of the cost function inside the equilibrium loop, 
it is observed that the output of the variance of the outcomes lies 
below 3%. It looks like the algorithm is trapped inside that local 
optimum solution until the inner loop ends. To save time and speed 
up the performance, the algorithm is designed in such way that, if 
the difference of the accuracy of the old candidate solution and 
new candidate solution is around ±2% factored by ten times in a 
row, the algorithm will terminate that equilibrium loop. 
Subsequently, the algorithm will go to the next cooling loop (if 
nCL! = 0) and start another inner loop and continue. A general 
standard deviation method was applied to the steps of the 
algorithm in fig. 20. 

 
Fig. 20 Termination of equilibrium loop. 
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If another dataset is considered which contains many features, 
the number of combinations will increase, and the initial 
algorithm will take more time, and the computational cost will be 
more. The proposed method does not try all possible combinations 
to provide a solution. It provides the best local optimum solution 
for the given temperature, and it may be the global optimum 
solution. The proposed methodology can be considered as a 
general methodology and can be applied t o other sectors to solve 
the feature extraction combinatorial optimization problem to save 
time and computational resources. Notably, the proposed method 
saves time and computational resources and provides a better 
outcome compared to the general SVM based exhaustive search 
method. 

5.7. Performance comparison with Decision tree-based method 

In this section, we have evaluated the performance of a decision 
tree-based method and compared the outcomes with the proposed 
method. There are several algorithms based on decision trees like 
C4.5, CART, and ID3. In this research, we have applied the 
CART (Classification and Regression Tree) algorithm [44] for 
classification purposes. For a fair comparison with the proposed 
method, the same feature set was applied to the decision tree-
based method on the same dataset (UNSW dataset). Furthermore, 
the decision tree-based methodology was applied in the second 
dataset (UNB dataset) to evaluate how the decision tree algorithm 
performs on two different types of dataset. We have evaluated the 
performance of a decision tree-based method on same 3-feature 
subset combinations (Fig. 3 for UNSW dataset and Table 4 for 
UNB dataset). 

In the Fig. 20, the detection accuracy, false positive and false 
negative rate were observed when the CART algorithm was 
applied on the UNSW dataset. The 3-feature subset combinations 
were kept same as previous. Let us compare the outcomes of the 
decision tree method with the 3-feature subset combination 
outcomes of the proposed method. 

 

Fig. 21 Performance metrics of the decision tree-based method (UNSW 
dataset). 

 
Upon evaluation of the performance metrics of the decision 

tree-based method and the proposed SA-SVM based method we 
can see that, combination number 8 with three feature subsets such 

as Destination bits per the second, Source interpacket arrival time 
(mSec) and No. for each state dependent protocol according to a 
specific range of values for source/destination time to live value, 
the detection accuracy of the decision tree is 96.16%, false positive 
and false negative rate is 3.45% and 0.39%, whereas the proposed 
method provides a higher detection accuracy of 98.32%, false 
positive rate of 1.49%, false negative rate of 0.19%. The proposed 
method provided better results compared to the decision tree-based 
method in most of the subset combinations. These empirically 
validated outcomes show that the proposed method outperforms 
the decision tree-based method. 

 

Fig. 22 Performance metrics of the proposed method (UNSW dataset). 
 

Fig. 23 represents the F1-score comparison between the 
decision tree-based method and the proposed method. 

 

 
Fig. 23 F1-score comparisons (UNSW dataset). 

The F1-score is a statistical measure of tests accuracy that 
measures how accurate is the classifier; meaning how many 
instances it classifies correctly. It also tells how robust the 
classifier is meaning it does not miss a significant number of 
instances. We can see from Fig. 24 that combination 8 (Fig. 3) the 
decision tree-based method provided an F1-score of 0.980401 
whereas the proposed method provided an F1-score of 0.990522. 
The proposed method provided higher F1-score compared to the 
decision tree-based method. 

For further performance evaluation, the decision tree-based 
method was applied on the UNB 2017 dataset also, and the 
outcomes were compared with the proposed method. The three-
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feature subset was kept the same for the evaluation. We will 
analyze how decision tree performs on a different dataset. 

In Fig. 24 the detection accuracy, false positive and false 
negative rate were observed when the CART algorithm was 
applied on the UNB dataset. The 3-feature subset combinations 
were kept same as previous. Let us compare the outcomes of the 
decision tree method with the 3-feature subset combination 
outcomes of the proposed method. 

 

 
Fig. 24 Performance metrics of the decision tree-based method (UNB 

dataset). 
 

 

Fig. 25 Performance metrics of the proposed method (UNB dataset). 
 

Upon analysis of the performance metrics of the decision tree-
based method and the proposed SA-SVM based method on the 
UNB dataset, combination number 8 with three feature subsets 
such as flow inter-arrival time, flow back packet length, flow 
duration represents DDoS attack [76] the detection accuracy of the 
decision tree is 92.22%, false positive and false negative rate is 
5.42% and 2.36%, whereas the proposed method provides a higher 
detection accuracy of 96.58%, false positive rate of 1.70%, false 
negative rate of 1.73%. The proposed method provided better 
results in contrast to the decision tree-based method in most of the 
subset combinations when a different dataset was used. These 

empirically validated outcomes show that the proposed method 
outperforms the decision tree-based method on UNB dataset also. 

 

Fig. 26 F1-score comparison (UNB dataset). 
 

6. Conclusions and Future Works 

This paper provides a computationally intelligent approach, 
merging machine learning & combinatorial optimization, to 
provide a comparatively reasonable solution for optimum feature 
extraction from a large set of features, which is a difficult 
combinatorial optimization problem. The experimental results 
show that this proposed scheme provides better outcomes in 
comparison with other machine learning methods like Decision 
Trees and general SVM alone based approaches. As the results 
showed, this methodology performed effectively and efficiently in 
contrast with other machine learning methods while applying on 
different network intrusion datasets. Empirically validated 
outcomes show that the proposed method outperformed the 
Decision Tree and general SVM based solution concerning the 
performance metrics. The proposed algorithm provided an average 
detection accuracy of 98.32% with false positives and false 
negative rates of 1.49% and 0.19% respectively when a particular 
3-feature subset was considered (Fig. 3). The receiver operating 
characteristics (ROC) shows a better view of the outcome 
regarding the AUC value of 0.98384, which is closer to one, an F1-
score of 0.9905. This proposed scheme provides a reasonable 
solution for the feature extraction combinatorial optimization 
problem and does not require any specific hardware configuration. 

Future works can be extended to enhance the performance of 
the algorithm and evaluate the effectiveness of the proposed 
scheme. The following are a few proposed extensions of future 
work: 

a) In the proposed scheme Simulated Annealing is used for 
finding the best feature combination without trying all 
possible feature combination and SVM is used as the cost 
function. In this case, instead of Simulated Annealing, 
Genetic algorithms can be introduced to evaluate the 
performance of the proposed scheme. Also, Artificial Neural 
Networks can also be considered to differentiate the 
performances so we can be more confident about the 
outcomes that which algorithm performs better. 
 

b) In this research, one of the feature columns was discarded 
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named attack category, which specifies which type of 
intrusion it is. In the UNSW and UNB dataset, all the 
intrusions are labelled as one (regardless of their category), 
and regular traffic is labelled as logical 0. The proposed 
scheme can detect the intrusion with improved precision 
compared to other detection methods discussed but is unable 
to determine what type of intrusion it is. So, future works can 
include considering the attack categories so the algorithm 
will learn more and provide a particular set of significant 
features to detect a particular type of network attack. 
 

c) To pre-process the data samples, the linear feature scaling 
process were considered. However, future work can 
introduce standardization method to preprocess the data 
samples and analyze the performances to differentiate how 
good/bad the algorithm performs if different scaling process 
is used. 

Acquiring latest, real-time and effective network intrusion 
datasets is difficult. The proposed method is only tested on 
Network intrusion detection datasets from University of New 
South Wales, Australia and University of New Brunswick, Canada 
as these two institutions have generated the most recent intrusion 
detection upgraded datasets, which are being considered as one of 
the richest datasets. This new detection scheme may be used in 
other sectors like finance & economy, portfolio management, 
health analysis and fraud detection.  Therefore, as future work, this 
proposed method can be applied in different sectors and evaluate 
the performances to establish that this method is a generalized 
method and may be used towards any dataset to provide a 
reasonable solution for combinatorial optimization problem 
compared to other machine learning methods. 
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 The main problem of the distribution of freight in archipelago countries such as Indonesia 
is how to ensure that the outlying and outermost islands are served optimally, with low 
freight costs and optimal frequency of vessel stops at ports. There are three types of vessels 
that are subsidized and have the duty of public service obligation (PSO) from the 
government, namely Sea Tollway, Pelni, and Pioneer shipping. Each vessel has a different 
route and is not mutually integrated so that its services are not optimal. Integration of the 
distribution systems of the three types of vessels is needed, thus the distribution costs and 
the round voyages of vessels are expected to be more optimal and services can be more 
competitive. The high cost of freight distribution must be minimized so that the government's 
burden on PSO subsidies can be reduced. This study aims to determine the parameters of 
the variables that influence the development of an integrated sea transport network model 
for freight distribution in a region consisting of many islands. The method used was 
Structural Equation Modeling (SEM) and the variables used were time, cost, freight, port 
characteristics, vessel characteristics, government policies, and environmental factors 
(waves and weather). The data used were the results of a questionnaire from 238 
respondents, a sample consisting of regulators, shipping operators, academics, and 
distributors. The results of the conformity testing of the SEM model indicate that all 
variables have a significant effect on the process of integration of sea transportation 
networks in the region of the archipelago. 
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1. Introduction 

The distribution of freight in the Indonesian archipelago is 
constrainted by the big number of small islands (i.e., 2.342 islands, 
which makes the 12.38% of the total number of islands in 
Indonesia) that must be served. This condition causes the high cost 
of transportation and the low frequency of vessel stops at ports. In 
this case, the role of the government that provides subsidies and 
public service obligation (PSO) becomes important. As a 
continental region, population and economic conditions influence 
the amount of freight demand in the archipelago region. The types 
of vessels used to service these islands vary depending on the type 
and size of the freight to be transported [1]. In Indonesia, there are 
types of vessels that receive subsidies from the government (i.e. 
Sea Tollway, Pelni, and Pioneer shipping), and vessels that are not 
subsidized (i.e. Pelra and private shipping). The difference 
between a subsidized and non-subsidized vessel is that a 
subsidized vessel has a shipping route regulated by the 

government, specifically to serve remote, outermost and border 
areas, whereas non-subsidized vessels are privately owned vessels 
and the shipping routes are not regulated by the government. 

Sea Tollway is a vessel that navigates certain routes regularly 
and is scheduled from west to east of Indonesia. The Sea Tollway 
route is served by vessels sized 3000 - 3650 DWT with an 
estimated capacity of 115 Teus or 2,600 tonnes. Meanwhile, the 
Pelni vessel is basically a vessel to carry passengers. However, 
along with the reduced number of passengers, there are several 
Pelni vessels that are modified so that they can be used to transport 
passengers, freight and vehicles. Pelni's freight capacity reaches 
3,084 passengers, 500 tonnes and 98 Teus, whereas the Pioneer 
vessel is devoted to serving areas that are difficult to access by 
large-sized vessels because the area is on small islands, a border 
area with other countries and has a limited port infrastructure [2]. 
The size of the Pioneer vessels ranges from 500 - 1,000 
DWT/1,200 - 2,000 GT, and is capable of carrying freight up to 
1,000 tonnes. 
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Previous research on the sea transportation services of Pioneer 
in Indonesia showed that this type of service had not been effective 
from aspects of continuity, safety, vessel capacity, frequency, 
transport costs and integration [2]. Therefore, it is necessary to 
enhance a sea transportation network system that integrates a 
network of vessels that are subsidized: Sea Tollway, Pelni, and 
Pioneer. Integration of the network is expected to reduce the cost 
of freight distribution so that the government's burden on PSO 
subsidies can be reduced. Besides the distribution costs that need 
to be minimized, this network integration also needs to pay 
attention to the frequency of round voyage of vessels and schedule 
arrangements, so that services are more competitive and continuity 
of freight is maintained. 

The process of network optimization is strongly influenced by 
vessel cost efficiency, energy efficiency (fuel) and the level of 
safety during the sailing process [3]. Other variables that influence 
the optimization of sea transportation networks are shipping 
frequency, sailing time and vessel capacity [4]. The length of time 
at the port (which consists of loading and unloading time and 
berthing time) also affects the integration of service networks. 
Other variables that determine network integration are distance, 
number of transit ports, vessel size, port facilities, loading and 
unloading equipment, and economic policy [5,6]. 

In addition to transportation costs and costs at the port, 
inventory costs also affect distribution costs [7]. Inventory costs 
are divided into two, namely marine inventory costs and inventory 
costs at the port. Inventory costs are positively correlated with 
freight demand, freight value, and length of sailing time or length 
of storage time at the port [6]. In Indonesia, the length of the sailing 
boat and the length of dwelling time at the port has caused 
inventory costs to increase, which is one of the causes of high 
selling prices. Several studies have sought to develop an 
information system to detect the position of the freight so that the 
owner can reduce inventory costs due to the length of sailing time 
on the sea [8]. 

In addition to these variables, there is a factor that is uncertain 
which can affect the cost and time of delivery, namely 
repositioning empty containers [9,10]. The imbalance of the 
position of empty containers between one port and another port 
will result in significant costs. In Indonesia, environmental 
constraints such as weather conditions and high waves often affect 
shipping routes, especially in the sea transport networks of 
Pioneer. Research by Walter et al [3] explains that weather 
conditions and high waves are uncertain variables and can be 
modeled as nonlinear optimization problems or discrete 
optimization problems with time functions. 

In another paper, it is explained that the system of sea 
transportation networks during certain weather conditions can be 
modeled by looking at the behavior of the vessel. Behaviors that 
can be assessed include vessel motion, the speed that can be 
achieved, fuel consumption and emissions [11]. 

In the distribution system of PSO subsidies in Indonesia, 
freight demand is fluctuative and the amount is difficult to 
ascertain. This condition often causes the carrying of only a small 
amount of freight by the vessel, which results in increased 
distribution costs. According to Sumaleeet al. [12], stochastic 
optimization of routes should pay attention to weather/wave 

conditions and freights because those are the factors that determine 
the success of the model. 

This research is part of the main research that aims to build an 
optimization model for the integration of sea transportation 
networks for freight distribution in the Indonesian archipelago. 
The objective function to be used is profit maximization and 
optimization of stop frequency at the destination port. In the first 
part of this research, we will determine the variables that influence 
the development of network integration models and the magnitude 
of the influence (both certain and uncertain), then it will be input 
into the network integration model that will be created. 

2. Methodology 

2.1. Conceptual Model 

The structural equation modeling (SEM) method is a 
multivariate statistical technique that combines factor analysis, 
path analysis, and regression analysis. SEM has been applied to 
transportation research related to the environment [13], bus 
network parameters [14], perceptions of pedestrian services [15], 
accessibility and modal connectivity [16], and train services [17]. 
An examination is conducted to determine the variables that 
influence the modeling of the integration of sea transportation 
networks for freight distribution. The initial hypothesis is that 
distribution network integration in the archipelago region can be 
efficient if the network settings also contain uncertain variables, 
such as freight demand and weather/wave conditions, in addition 
to time, cost, freight, port characteristics, vessel characteristics, 
and government policies. This hypothesis will be tested and the 
influencing variables and the magnitude of the effect will be 
determined.Some software used for SEM modeling includes 
LISREL, STATA, and EQS. This study used AMOS software. 

To test the effect of each variable (table 1) on network 
integration, the SEM model was tested with the following steps 
[18]: 

a) Develop structural equation models based on causality and 
theory-based connection, where a variable change is assumed 
would create changes in other variables; 

b) Arrange causality with path diagrams 

c) Arranging structural equations. To compile a conceptual model 
of SEM, there are two steps that must be performed, namely 
analyzing the measurement model and analyzing the structural 
model through the following equation [14]: 

Structural equations   η =βη + ΓX + ζ         (1) 
Measurement equations   Y = Λy + e             (2) 

where: η is latent dependent parameters; β  is coefficients of 
the η parameters; Γis coefficients of the X variables in the 
structural relationship; X  is exogenous observed parameters; 
and ζ  is errors in the structural relationship between η and X; 
Y  is dependent parameters; Λy is coefficients of y on η; e is 
errors in the structural relationship Y. 

The structural model illustrates the relationship between 
constructs that have a causal relationship. The structural model 
consists of independent and dependent variables. Unlike the 
measurement model that does not recognize dependent 
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variables and independent variables, the structural model 
assumes all construct variables as independent variables.  

d) Testing goodness of fit (GOF). The structural model results 
will be tested with the standard criteria for goodness of fit 
(GOF) [18, 19], namely; 

- The good Sig-Probability is (p ≥ 0.05), indicates that the 
zero hypothesis is accepted and the predicted matrix input 
is not different from the statistical method. 

- RMSEA (Root Mean Square Error of Approximation) 
measure the deviation of the parameter values of a model 
with the population covariance matrix. The RMSEA value 
is <0.05, means the close fit model, while the value of 0.05 
<RMSEA <0.08 shows the good fit model. 

- GFI(Goodness of Fit Index) is a measure of the accuracy of 
the model in producing observed covariance matrix. This 
GFI value must range from 0 - 1. If the value closer to the 
number 1, the model will be more better. 

- AGFI (Adjusted Goodness Of Fit Index) is same as GFI, 
but IT adjusts the effect of the degree of freedom on the 
model. The accepted AGFI measure is ≥ 0.90 

- CMIN/DF (The Minimum Sample Discrepancy Function) 
isa chi-square value divided by the degree of freedom. 
Value ratio < 2 means a good measure. 

- TLI (Turker Lewis Index) is an incremental index that 
compares a model tested to baseline model, where the 
recommended value is ≥ 0.95 and a value close to 1 
indicates a very good fit. 

- CFI (Goodness of Fit Index) is a non-statistical measure 
which value ranges from 0 to 1. The higher value indicates 
better fit. GFI value ≥ 0.95 indicates that the tested model 
has good compatibility. 

2.2. Data Processing and Verification 

The number of SEM samples is usually greater than 200 [20]. 
Two hundred and fifty respondents were included to this study, 
consisting of regulators (transportation ministries and trade 
ministries, port organizing units), shipping operators (Pelni, Sea 
Tollway and Pioneer), academics, distributors and traders. Data 
retrieval was performed by distributing questionnaires directly and 
Google Docs (online). Respondents were given a statement stating 
that certain variables had an effect on network integration for 
freight distribution services in the archipelago region. A five level 
Likert scale was used to represent the respondents’ answers, 
namely strongly agree (5), agree (4), quite agree (3), disagree (2) 
and disagree (1).  

The results of the questionnaire were verified through validity 
tests, reliability tests, normalitiy test, outliers test, and 
multicollinearity. Validity test is used to measure the validity of a 
questionnaire. A questionnaire is said to be valid if the question in 
the questionnaire is able to express something that will be 
measured by the questionnaire. Validation test used the person 
product moment formula as follows: 

 

 

 

 

  
       (3) 

 
 
Where : r = correlation coefficient, ∑X = number of item 

scores, ∑Y = number of total item scores and n = number of 
respondents.  

 
Reliability test is used to measure a questionnaire which is an 

indicator of variables or constructs. A questionnaire is said to be 
reliable if a person's answer to a statement is consistent or stable 
over time. Reliability Test used the Cronbach formula 

   
             (4) 

 
 
where : k  is the number of questionnaire; Si is the single 

variance; SX  is the whole variance; α < 0.40 = low reliability, 0.40 
< α < 0.60 = moderate reliability, 0.60 < α < 0.80 = high reliability, 
and α > 0.80 = very high reliability. 

 
Normality test with Skewness and Kurtosis is done by 

comparing the value of Skewness Statistics divided by Error 
Skewness Standard or Kurtosis Statistical value divided by  Error 
Kurtosis Standard. If the value is between -2 and 2 then the data 
distribution is normal. Outliers test is done to bring extreme 
values out. The outliers can affect the test for normality, linearity, 
and homogeneity of variance and lead to errors in research 
conclusions from statistical tests results. The multicollinearity test 
is done by looking at the VIF (variance inflation factor) value 
below 10.00 and the tolerance value of more than 0.100, then it is 
concluded that the regression model has no multicollinearity. 

 
The results of the validity test, reliability, normality test, 

outliers test, multicollinearity in section 3.2 will determine 
whether the design variables in table 1 can be continued for the 
manufacture of SEM models. 

 
2.3. Variable Design 

Literature search and in-depth interviews with respondents 
found eight latent variables that influence the integration of sea 
transportation networks for distribution in the archipelago region. 
Each latent variable has a manifest variable, as shown in Table 1. 

Table 1. The matrix of Operational Variables of SEM Concept 

N
o 

Latent 
Variables References Nota 

tion Manifest Variable Variable 
Type 

1 Port [7, 21, 22, 
23] 

P1 Port facilities 

certain 
P2 

Loading and 
unloading 
equipment 

P3 Pool depth of port 

P4 Distance between 
ports 

2 Vessel [1, 4, 7, 22-
22] 

S1 Number of 
vessels 

certain S2 Speed of vessels 

S3 Capacity of 
vessels 

3 Government’
s policies K1 Provision of 

subsidies uncertain 
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N
o 

Latent 
Variables References Nota 

tion Manifest Variable Variable 
Type 

Interview 
stakeholder 

(2018) 

K2 Shipping 
Instruction 

K3 Delivery order 
system 

4 Time [1, 4, 6, 8, 
21, 22- 24] 

T1 Sailing time 

certain 
T2 Loading and 

unloading time 
T3 Berthing  time 
T4 Anchoring time 
T5 Docking time 

5 Cost [1, 6- 8, 21, 
22,  24- 26] 

C1 Sailing costs 

certain 

C2 Loading and 
unloading costs 

C3 Inventory costs 
C4 Storage costs 

C5 Container yard 
costs 

C6 Terminal 
Handling Charge 

6 Freight 
[5, 8, 9, 10, 
21, 22, 23, 

27, 28] 

M1 Freight unloaded 
uncertain M2 Freight loaded 

7 Environment [3, 11, 12] L1 Wave uncertain L2 Weather 

8 Network 
integration [6] 

IJ1 Time at the port 

certain 
 

IJ2 Distance between 
ports 

IJ2 Freight/container 
transport costs 

 
2.4. Hypothesis 

Based on the relationship between variables, several 
hypotheses were formed, as follows: 

H1 : costs at  sea and at the ports affect the integration of 
freight transportation networks in the archipelago 
region 

H2 : time at sea and at the port affects the integration of 
freight transportation networks in the archipelago 
region 

H3 : environmental conditions (waves and weather) affect 
the integration of freight transportation networks in the 
archipelago region 

H4 : the condition of facilities, loading and unloading 
equipment, the number of ports and the distance 
between ports affect the integration of freight 
transportation networks in the archipelago region 

H5 : government policies affect the integration of freight 
transportation networks in the archipelago region 

H6 : vessel characteristics affect the integration of freight 
transportation networks in the archipelago region 

H7 : the number of freight items affects the integration of 
freight transportation networks in the archipelago 
region 

3. Result and Discussion 

3.1. Characteristics of Respondents 

Only 238 of the total 250 questionnaires were valid to be 
continued to the data analysis stage. Characteristics of respondents 
based on gender, age, education and work experience. This can 
give an idea of the respondent's ability to provide subjective 

justification and opinion to problem. The characteristics of the 
respondents from 238 samples can be seen in Table 2. 

Table 2. Characteristics of Respondents (N=238) 

Characteristics Total Percentage 
Gender Male 155 65% 
  Female 83 35% 
Age 18 – 25 29 12% 
(year) 26 – 35 57 24%  

36 – 45 90 38%  
46 – 55 50 21% 

  > 55 12 5% 
Education High school 14 6%  

Diploma 43 18%  
Bachelor  143 60%  
Master  33 14% 

  Doctoral  5 2% 
Length of 
work 
(year) 
  

<5 14 6% 
5 – 9 79 33% 

10 – 14 95 40% 
15 – 19 38 16% 

≥ 20 12 5% 
 

The characteristics of the respondents showed that 
stakeholders involved in goods distribution activities with sea 
transportation, both regulators, operators shipping, distributors and 
academics, were dominated by 65% male respondents. From 
education, 94% of the respondents are graduate from higher 
education (diploma, bachelor, master and doctoral degree). From 
the aspect of work experience, 61% of respondents have worked 
in the field of sea transportation for > 10 years. This indicates that 
the respondent's experience is enough to provide justification for 
freight distribution activities by sea transportation and is able to 
explain the influence of each variable on distribution network 
integration. 

3.2. Statistic Test 

Statistical tests were conducted to prove that questionnaires 
and variables were feasible. The results of the validation test 
showed that 28 variables were valid, while the reliability test 
results showed a value of α = 0.69 (> 0.60), which indicated that 
the questionnaire was reliable as a measuring instrument. The 
results of the normality test with the criteria of critical ratio 
skewness value were ± 1.98 at the significance level of 0.01. The 
data have a normal distribution because the critical ratio skewness 
and kurtosis ratio were between the values of -2 to +2 [18]. The 
outliers test results showed the value of the Mahalanobis distance. 
The chi-square value in the degree of freedom 28 (i.e. the number 
of manifest variables) was at a significance level of p <0.001. 
Observations using Mahalanobis values that were greater than Chi-
square tables could be called as outlier observations. In this study, 
there were no outlier observations. Furthermore, the 
multicollinearity test shows that the variance inflation factor (VIF) 
value is 1.890 (<10) and tolerance is more than 0.520 (> 0.100), so 
it can be concluded that there is no multicollinearity problem 
between the independent variables for the data to be analyzed. 
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3.3. SEM Model 

Before making a full structural model, a confirmatory 
unidimensionality design with confirmatory factor analysis (CFA) 
is conducted. CFA is used to test whether the manifest variable in 
a construct is valid and correct in forming a construct so that the 
construct becomes homogeneous or unidimensional. The 
requirements of the CFA measurement use the value of the 
convergent validity factor (CVF). The criterion for good 
convergent validity is ≥ 0.7 [18], although convergent validity of 
0.5-0.6 is still acceptable. If the manifest variable value is lower 
than 0.5, then the variable is considered to be dimensionless, 
similar to the other manifest variables in explaining a latent 
variable. CFA was performed on each latent variable in the model. 
In this study, there were eight latent variables, seven of which were 
exogenous constructs, namely ports, vessels, government policies, 
time, costs, freight demand and environment and one endogenous 
construct, namely network integration. The CFA test results of 
latent variables on manifest variables that have a significant effect 
are shown in Table 3 below. 

Table 3. The CFA significance test value of the variables against exogenous 
constructs 

Manifest 
Variable  Latent Variable Estimation 

CVF 
Test 

Results 
P1  Port 0.748 valid 
P2  Port 0.913 valid 
P3  Port 0.666 valid 
P4  Port 0.516 valid 
S1  Vessel 0.809 valid 
S2  Vessel 0.746 valid 
S3  Vessel 0.726 valid 
K1  Policy 0.574 valid 
K2  Policy 0.560 valid 
K3  Policy 0.532 valid 
T1  Time 0.981 valid 
T2  Time 1.054 valid 
T3  Time 0.558 valid 
T4  Time 0.872 valid 
T5  Time 0.788 valid 
C1  Cost 0.673 valid 
C2  Cost 0.995 valid 
C3  Cost 0.700 valid 
C4  Cost 0.650 valid 
C5  Cost 0.517 valid 
C6  Cost 0.527 valid 
M1  Freight 0.545 valid 
M2  Freight 0.824 valid 
L1  Environment 0.972 valid 
L2  Environment 0.654 valid 
IJ1  Network Integration 0.601 valid 
IJ2  Network Integration 0.780 valid 
IJ3  Network Integration 0.644 valid 

 
The results of the CVF analysis in Table 3 showed that all latent 

variables (i.e. ports, vessels, government policies, time, cost, 
freight, environment and network integration) have a significant 
effect on the manifest variable. After performing the CFA analysis, 
the next step performed was to estimate the full structural model 
that only includes manifest variables (all variables have been tested 
using CFA). Full structural models wouldprovide relationships 
between constructs that have been determined in SEM. To 

determine whether a model was good or not, a goodness of fit 
(GOF) test was carried out with the standard criteria shown in 
Table 4 (standard cut-off value).  

 
(a) 

(b) 

Figure 1. The initial hypothesis of the SEM structural model (a), the 
estimation results of the structural model (b) 

The initial hypothesis of the structural model was that all 
variables (i.e. freight, time, cost, environment, port, policy, and 
vessel) affect network integration (Figure 1a). Then, the initial 
model was tested using GOF criteria. The results of the initial test 
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of the structural model with AMOS 23.0 showed that the negative 
variables for network integration were freights of -0.38, time of -
0.12, policies of -0.10 and vessels of -0.02, while the positive 
variables were the cost of 0.10, the environment of 1.20, and port 
of 0.11. The GOF test showed the sig-probability = 0.003 (not fit), 
RMSEA = 0.108 (not fit), GFI = 0.082 (not fit), AGFI = 0.455 (not 
fit), CMIN/DF = 1.813 (good fit), TLI = 0842 (marginal fit) and 
CFI = 0.879 (marginal fit). The results of the initial estimation of 
the structural model are shown in Figure 1b.  

The results of the test for goodness-of-fit (GOF) criteria for the 
overall results of the initial estimation of the structural model are 
shown in Figure 1b and indicate that the model was not good 
because the only GOF criterion that fulfills the requirements is 
CMIN/DF (≤ 2.00). Therefore, it is necessary to modify the model. 
The process of modifying a model is basically similar to repeating 
the processof testing and estimating the model. The purpose of the 
modification is to see whether the modifications can reduce the 
chi-square value so that the GOF standard can be fulfilled. 
Modifications are performed in several ways, such as changing 
paths between latent variables to other latent variables, connecting 
latent variables to other latent variables, or connecting the manifest 
variable to other manifest variables, until the best model is 
obtained.  

Modification of the structural model has been performed 
several times to obtain a model that has the best criteria for 
goodness-of-fit. From several experiments, we found a model that 
had the best criteria for goodness-of-fit, as shown in Figure 2. 
Modification of the SEM structural model (Figure 2) was carried 
out by changing the variable of the vessel path because it affected 
both network integration and freight, While the charge variable 
affected the variable of time. The results of the modification of the 
previous structural model assumed that the seven latent variables 
(i.e. freight, time, cost, environment, port, policy, and vessel) have 
a direct effect on network integration; however, changes occurred 
based on the modification results. Latent variables that affect 
directly the network integration were time, cost, environment, port, 
policy, and vessel, while the freight variable did not affect directly.  

This modification of the structural model caused the 
elimination of two manifest variables, namely subsidy (K1) and 
terminal handling charge (C6). The provision of subsidies for Sea 
Tollway, Pelni, and Pioneer shipping was assumed to have no 
significant effect on network integration, because the function of 
subsidizing was to reduce transportation costs rather than to 
improve service networks directly. The terminal handling charge 
(THC) in the modification of the structural model was eliminated 
because of THC only being applied to the main port and import 
freights. 

The results of the modification of the structural model in Figure 
2 show that there was a change in the value of the latent variable 
which previously had a negative change to positive for network 
integration for the distribution of goods. Cost variable is 0.08, 
environment variable is 0.96, port variable is 0.24 and policy is 
0.04, vessel is 0.08 and time is 0.02. 

The modified structural model showed that the goodness-of-fit 
criteria fulfilled the requirements, where the Sig-Probability value 
= 0.061 (good fit), RMSEA = 0.077 (good fit), GFI = 1.034 (good 
fit), AGFI = 0.984 (good fit), CMIN/DF = 1,920 (good fit), TLI = 

0.901 (marginal fit), and CFI = 0.882 (marginal fit). The 
comparison of results from running the initial model and modified 
models can be seen in Table 4. 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. The Best Modification Results of the Full Structural Model 

Table 4. Test results on the initial structural model and modified structural model 

Test 
Criteria 

Standard cut-
off value of 
test criteria 

GOF test results Remarks 
(Modified 

results) 
Initial 
model 

Modified 
model 

Sig-
Probability ≥ 0.05 0.003 0.061 Good fit 

RMSEA ≤ 0.08 0.108 0.077 Good fit  
GFI ≥ 0.90 0.082 1.034 Good fit 
AGFI ≥ 0.90 0.455 0.984 Good fit 
CMIN/DF ≤ 2.00 1.813 1.920 Good fit 
TLI ≥ 0.95 0.842 0.901 Marginal fit 
CFI ≥ 0.95 0.879 0.882 Marginal fit 
 
Tests on the suitability of the model indicated that the modified 

model was good, because sig-probability, RMSEA, GFI, AGFI, 
and CMIN/DF values have fulfilled the predetermined 
requirements. Although there were variables whose values were 
below cut off value, such as TLI and CFI (marginal fit), this model 
could still be accepted because the range of values was still close 
to the cut-off value. According to Ghozali [18], if two or more of 
all the test criteria used have shown a good fit, it can be called as a 
good model. 

3.4. SEM Model Interpretation 
From the results of model suitability testing, it was concluded 

that all variables significantly influence the integration of sea 
transportation networks for freight distribution in the Indonesian 
archipelago. The value of the test results can be seen in Table 5. 

The results of the hypothesis test (Sig-Probability) in Table 5 
show that all exogenous variables have an effect on an endogenous 
variable (network integration), thus, all hypotheses can be 
accepted. Estimation value shows that the time variable can be 
explained by sailing time indicators, loading and unloading time, 
berthing time, anchoring time and docking time of 87.2% while the 
other 12.8% is explained by indicators not contained in this paper; 
The cost variable can be explained by indicators of sailing costs, 
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loading and unloading costs, inventory costs, storage costs, and 
container yard costs of 71.3%; Port variables can be explained by 
indicators of port facilities, loading and unloading equipment, pool 
depth of port, and distance between port of 45.8%; Vessel variables 
can be explained by indicators of the number of vessel operating, 
vessel speed and vessel capacity of 58.8%; Environmental 
variables can be explained by wave height indicators and weather 
conditions of 41.6%; Government policy variables can be 
explained by the shipping instruction indicator and the delivery 
order system of 67.2%; The freight variable does not directly affect 
network integration, but has a significant effect on the time of 
loading and unloading at the port. Same with vessel variables, in 
addition to influencing integration, it also has a significant effect 
on freight. 

Table 5. Suitability Test Results of the Integration Model of the Sea 
Transportation Network in the Archipelago Region 

Variable 

Es
tim

at
io

n 

S.
E 

C
.R

 

Si
g-

Pr
ob

ab
ili

ty
 

R
em

ar
ks

 

Freight       Vessel 0.395 0.070 11.341 0.000 Significant 
Time          Freight 0.530 0.067 12.318 0.000 Significant 
Integration  Time 0.872 0.158 6.147 0.000 Significant 
Integration  Cost 0.713 0.064 14.233 0.000 Significant 
Integration  Environment 0.416 0.043 2.720 0.007 Significant 
Integration  Port 0.458 0.048 9.502 0.011 Significant 
Integration  Policy 0.672 0.054 16.071 0.000 Significant 
Integration Vessel 0.588 0.060 13.229 0.000 Significant 

 
The results of the SEM model testing on the influence of each 

variable against the integration of sea transportation networks in 
the Indonesian archipelago can be interpreted as follows: 

• The variable of the vessel has a significant relationship to the 
freight. The capacity of vessels which are currently operating 
tends not to be proportional to the amount of the freight carried. 
The average freight only reaches 40-45%, even lower. One of 
the reasons is the lack of interest of distributors to use Sea 
Tollway, Pelni, and Pioneer vessels because of the high sailing 
time (due to multi-port systems), in contrast to the faster private 
shipping liners (due to the direct shipping system) [2]. In 
addition, there is very little freight loaded from the destination 
port because it still relies on the freight of natural resources and 
there are no industrial products. The number of vessels 
operating is also not comparable with the number of islands 
that must be served;one vessel only serves one route. However, 
according to the law of the provision of  PSO subsidies, the 
government is obliged to serve all communities fairly. 
Therefore, it is necessary to optimize the sea transportation 
service network to ensure freight distribution services in the 
archipelago region. 

• The variable of freight has a significant relationship with time, 
especially sailing time, loading and unloading time, and 
berthing time. The sailing time is determined by the distance 
between the port and the speed of the vessel. In addition, it is 
also indirectly affected by the amount of freight. The age of the 
vessel used is mostly >20 years old. With the problem of age 
and the amount of freight, the speed of the vessel will not be 
maximized, so the sailing time will be longer. Berthing time at 

the port is the accumulation of loading and unloading time and 
berthing time for other activities, such as filling fuel and water. 
The amount of freight causes a high loading and unloading 
time due to the limited loading and unloading equipment at the 
port. Nowadays, the loading and unloading process still relies 
on vessel cranes, while the general freight loads of  Pioneer 
vessels still use loading and unloading labor. 

• The variable of time has a significant relationship to network 
integration. The main constraints of network integration are 
time (i.e. sailing time, loading and unloading time, berthing 
time, anchoring time, and docking time) [4,6,8]. Long sailing 
time is caused by the distance between the ports that are far 
away, also due to weather and wave conditions that occur in 
the western season [29]. Pioneer vessels sized of 500 DWT are 
often not allowed to sail because of the weather conditions and 
high waves up to 3-5 meters. The loading and unloading 
process at the port is considered to be ineffective because of 
the lack of loading and unloading equipment and still relying 
on labor. This condition also resulted in long berthing time at 
the port and high berth occupancy ratio (BOR). In certain 
periods, the vessel must be docked to guarantee marine 
reliability within 1-3 months depending on the condition of the 
vessel. With a limited number of vessels, the time used for the 
docking process will reduce distribution service performance.   

• The variable of cost has a significant relationship to network 
integration. This is related to the economic level of each route. 
The chosen route must minimize distribution costs. The 
distribution network system in Indonesia is considered not 
efficient [1]. Although the distance is close, the distribution 
costs are not necessarily cheap, and vice versa. This condition 
is caused by different port costs [6]. The government, through 
PSO subsidies, has minimized transport costs (sailing costs), 
but the costs of loading, warehousing, stacking and inventory 
costs are still borne by the freight owner. The tendency of 
distributors is to choose routes that are low in cost, and they 
tend to ignore the long distribution time.  

• Environmental variables (weather and waves) have a 
significant relationship to network integration. The routes of 
Pioneer vessels have a risk of weather conditions and high 
waves. The higher waves on each route, will increase the 
potential for accident risk [11]. Forty-eight routes of Pioneer 
vessels exist in eastern Indonesia, most of which are on the 
region that has high waves (3 to 5 meters), thus it is quite 
vulnerable in terms of shipping safety, especially in the west 
wind season. 

• The variable of the port has a significant relationship to 
network integration. Optimizing the operation of port facilities 
and the productivity of loading and unloading equipment are 
directly related to service time. Therefore, the operational 
performance of port facilities must be maximized so that the 
time used can be minimized [7]. The operation of port facilities 
is represented by berth occupancy ratio (BOR), shed 
occupancy ratio (SOR) and yard occupancy ratio (YOR), while 
the productivity of loading and unloading equipment is 
represented by the productivity of container gantry cranes, 
mobile cranes, forklifts, vessel cranes, and labor. The depth of 
the port pond is related to the ability of the vessels to dock. 
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Nowadays, several ports have a large demand, but the depth of 
the pond is not sufficient, such as for a Sea Tollway vessel with 
a draft of ≥ 5.5 meters, so that it can only be used by Pioneer 
vessels. Furthermore, network integration will be better if the 
service distance between ports is not too far away. Current 
conditions show that the distance between the ports served is 
classified as a long-distance track (i.e. Sea Tollway and Pelni 
with an average of 300-1000 sea miles, Pioneer with an average 
of 50-200 sea miles) thus, clustering is needed to minimize 
service distance. 

• The variable of government policy has a significant 
relationship to network integration. The policy of shipping 
instruction and the order delivery system of Sea Tollway and 
Pelni vessels were still perceived as a burden on the shipper 
(freight owner) in the process of ordering freight space on the 
vessels. Nowadays, there is still a monopoly on ordering freight 
space and the administrative processes require a long time. The 
government has tried to improve the implementation of an 
online  information system of vessels freight space, but it has 
not been implemented properly. 

• The variable of the vessel has a significant relationship to 
network integration. The government, through the provision of 
subsidies and the PSO, commissioned the Sea Tollway, Pelni, 
and Pioneer vessels to serve small islands, with or without 
freight, routinely. However, the number of vessels operating is 
still not proportional to the number of ports that must be served. 
On the other hand, the vessels with low freight are not 
profitable to ship operators (i.e. Sea Tollway, Pelni, and 
Pioneer). If changes are made by operating a small vessel (with 
small load capacity and higher speed), it will be constrained by 
high waves.  

The magnitude of the influence of each variable on the sea 
transport network integration illustrates that the implementation of 
freight distribution services in the Indonesian archipelago must 
pay attention to these variables. This finding is in accordance with 
the real conditions, in which freight distribution is often late due to 
weather conditions and high waves. Pioneer vessels in the western 
season will be difficult to sail. In addition, policy issues related to 
port administration and ordering procedures of freight space, and 
loading systems on vessels also contribute to the long waiting 
times for freight at the port. Another problem is the small amount 
of freight and sometimes there is no freight demand at one port 
point. 

4. Conclusions 

The integration of the sea transportation network to obtain a 
better freight distribution system in the Indonesian arcipelago, 
which includes the network composed of Sea Tollway, Pelni and 
Pioneer shipping, is directly affected by several variables. These 
variables can be categorized as certain and uncertain variables. 
The effects of the certain variables are: 
• Time variables have a significant effect on network 

integration. 87.2% of the time variable can be explained by 
indicators of sailing time, loading and unloading time, 
berthing time, anchoring time and docking time; 

• Cost variables have a significant effect on network 
integration. A total of 71.3% of the cost variable can be 

explained by indicators of sailing costs, loading and 
unloading costs, inventory costs, storage costs, and container 
yard costs; 

• Port variables have a significant effect on network 
integration. 45.8% of port variables can be explained by 
indicators of port facilities, loading and unloading 
equipment, pool depth of port and distance between ports; 

• Vessel variables have a significant effect on network 
integration. 58.8% of ship variables can be explained by 
indicators of the number of vessel operating, vessel speed and 
vessel capacity; 

While the uncertain variables that influence network integration 
are: 
• Environmental variables have a significant effect on network 

integration. 41.6% of the environmental variables can be 
explained by wave height indicators and weather conditions; 

• Government policy variable have a significant effect on 
network integration. 67.2% of government policy variables 
can be explained by shipping instruction indicators and 
delivery order systems; 

• Freight variable, which is loading and unloading, basically 
does not directly affect network integration, but has a 
significant effect on the time of loading and unloading at the 
port. 

This paper has elaborated on the important aspect of variables, 
and further research activities can focus on defining new 
mathematical models to smoothly integrate sea transportation 
networks. Such model is expected to be able to finally optimize the 
freight distribution service in Indonesia. 
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