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The increasingly rapid development of science and technology, as well as the influence of
globalization has contributed to updates in educational so that one method taken by apply
experiments in horticulture learning activities. This study aims to determine the effect of rice
straw mulch on tomato production and the effectiveness of the implementation of this
experiment in the horticultural learning process. This research experimental used144 of
tomatoes plants that were divided into four groups. First group is the control group with the
thickness of the straw 0%, second group with a thickness of mulch 5%, third group with
mulch thickness 10% and fourth group with mulch thickness 15%. The results show there is
a significant difference from the average weight of tomatoes after being given various mulch
thickness treatments that was continued with the Least Significant Difference test with
significant differences seen group 15% straw thickness where group had the highest tomato
fruit weight with the average tomato fruit weight per plants 1426.72 g. This experiment is
quite effective in implementing horticulture learning because this experiment takes only 116
days and can increase activity, motivation, creativity, foster students' rational and scientific

thinking.

1. Introduction

Tomato (Lycopersicum esculentum Mill.) is one type of
vegetable that is popular with people because of its good
nutritional content. In 100 g tomatoes there are substances that are
useful for the human body, including 1 g of protein, 4.2 grams of
carbohydrates, 0.3 g of fat, 5 mg of calcium, 27 mg of phosphorus,
0.5 mg of iron, 1500 SI of vitamin A, 60 mg of vitamin B and 40
mg of vitamin C. Tomatoes were found to have the increased
variability of lycopene, in 1 kg tomatoes contains 104.699 mg [1].
Tomatoes have many benefits including preventing canker sores,
eliminating acne, preventing cancer, preventing digestive
disorders, and so on. Researchers from the Rowett Research
Institute in Aberdeen, Scotland, managed to find other benefits of
tomatoes, so the yellow gel that covers the tomato seeds can
prevent blood thickening and blood clots that can cause heart
disease and stroke [2]. Tomatoes (Lycopersicum esculentum Mill.)
are the most popular vegetables with high nutritional value and a
good source of Potassium and Vitamins A and C [3]. Tomato
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(Lycopersicum esculentum Mill.) is a type of shrub and belongs to
the Solanaceae family.

Tomatoes are an important component in the composition of
the daily menu, including being used as table fruit, a mixture of
vegetables, chili sauce [4]. Along with the development and
improvement of public health, the consumption of tomatoes as a
source of vitamins is increasingly in demand for most Indonesians
so that the need for tomatoes continues to increase, both as fresh
food, vegetables, and as an ingredient in the food industry. In
Europe (EU), Italy and Spain are the largest EU fresh tomatoes
producers. panish fresh tomatoes are traded to Northern Europe,
mainly toward France, United Kingdom, Germany, and
Netherlands. In some cases imports from Spain cover a large share
of total import of destination countries [S]. Tomato is a widely
cultivated horticultural plant. The level of people's need for
tomatoes is quite high, because tomatoes are consumed almost
every day. The high demand for tomatoes causes tomato
cultivation to require serious handling, so that production and fruit
quality are always maintained [6].
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Tomato plants need environmental conditions in the form of
temperature and soil moisture that can ensure optimum plant
growth and production. To be able to optimize the growth of
tomato plants, it is necessary to modify the growing environmental
conditions in the form of soil temperature and soil moisture by
using the right plant cultivation technology, one of which is by
giving plant residues in the form of organic mulch. Mulch is
defined as a material or mineral that is deliberately spread on the
surface of the soil or agricultural land. One of the organic mulches
which is an agricultural waste material is rice straw. The use of
organic mulch in the form of straw mulch is the right alternative
choice because it can improve soil structure, soil fertility and
indirectly maintain soil aggregation and porosity, which means, it
will maintain soil capacity to hold water after composition. Straw
mulch can maintain soil moisture and suppress the growth of
weeds and diseases so that it is expected to make tomato plants
grow well and optimally.

Ecological assets that play an important role for the
sustainability of ASEAN countries, namely agricultural for arable
land. The role of humans is very important for the environment
because various human activities can have a positive impact on the
environment and the economy of a country and have a negative
impact, namely a decrease in environmental degradation so that it
can affect ecological assets for sustainability of ASEAN countries

[7].

Organic farming can support sustainable food security and
food availability [8] like organic mulches. Organic mulches such
as straw, hay, grass or leaves can provide many benefits for organic
farming. The use of organic mulch such as straw can reduce soil
temperature and produce higher soil moisture compared to using
black plastic mulch [9]. Organic mulch can limit weed growth,
protect the soil from drought and reduce nutrient leaching, so that
it has a positive impact on the yield of cultivated crops and
improves their quality [10]. Surface mulching either with synthetic
plastic sheets (or films) or natural organic waste materials is now
used to protect plants from root-borne diseases and for water
conservation. Organic mulch contains sawdust, dry grass (grass
clippings), corn cobs, rice and wheat straw, water hyacinth, etc. It
is very effective for vegetable growth and yield through increased
soil moisture content, heat energy and the addition of some organic
nitrogen and other minerals to improve soil nutrient status [3]. The
use of various types of mulch on tomato plants is expected to be
able to create a suitable microclimate for plants, improve soil
physical properties including soil organic material, permeability,
soil porosity and growth rate, facilitate nutrient cycling in soil,
water, plant systems and improve nutrient availability for plants

[11].

There are many factors that influence the progress of a nation,
one of which is the condition of education that occurs in the
country, so to achieve it, it requires a renewal in the field of
education. Updates in education are an effort to improve the
quality of national education, including by updating learning
methods. In general, learning methods in schools tend to be teacher
oriented, i.e. teacher-centered learning. The teacher oriented
tradition is still widely used by educators so that it does not
empower students. This condition results in low levels of success
in students. Updates in the field of education position teachers to
have a big role to contribute to the improvement of education

WWwWw.astesj.com

quality in schools. Thus, the learning system must have good
planning. According to Sugiyono [12] with the increasingly rapid
development of science and technology, as well as the influence of
globalization that has contributed to almost all aspects of human
life at this time, the demands for schools are growing as well
because the school's function has long been used as "agent of
change" and "agent of modernization" by community. This implies
demands for teachers to continuously develop teaching materials
and teaching methods in order to meet the demands of the
developing community. Biology learning basically involves
students directly in obtaining knowledge so that curiosity arises.
To explore students' curiosity, one method taken is by applying
experiments in learning activities. Experiments are able not only
to foster students' curiosity, but also to encourage rational and
scientific ways of thinking so that the results of experiments can
be accepted as scientific products while the steps in its
implementation are dealing with scientific processes.

According to the constructivism view, learning that is currently
applied must be oriented towards building the knowledge of
students independently. Students are trained to find independent
learning information and actively create cognitive structures in
interaction with their environment so that student-centered
learning is realized. One good learning strategy that is in line with
the nature of constructivism is the application of a practicum-based
learning model. In practicum-based learning, students are more
directed at experimental learning (learning based on concrete
experiences), discussions with friends, which will then get new
ideas and concepts. Therefore, learning is seen as a process of
compiling knowledge from concrete experiences, collaborative
activities, and reflection and interpretation [13].

Experimental learning is very suitable for learning biology,
because it can provide learning conditions that develop optimal
thinking and creativity skills. Students are given the opportunity to
compose their own concepts in their cognitive structures, which
can then be applied in their lives. The use of this experimental
method has the aim of making students capable or competent and
finding their own answers or problems which are faced by
conducting their own experiments. In addition, students can be
trained in scientific ways of thinking, by experimenting with
students finding evidence of the truth and theory of something that
is being studied [14].

From the description above, the research purpose to determine
the effect of rice straw mulch on increasing tomato plant
production and the effectiveness of the implementation of this
experiment in the horticultural learning process.

2. Methods
2.1. Materials

The population of this study was all tomato plants in the
nursery with length, width and height (150 x 40 x 10) cm. After 10
days, the tomato plants are transferred to new media in a small 5
cm diameter plastic bag that has been prepared previously. At three
weeks of age, the seedlings were transferred from the plastic bag
media to the plot of the study area, where each plot was filled with
six plants. In one block where the research was located there were
four plots according to the number of experimental groups, namely
(1) the control group with the thickness of the straw (0%); (2) the

2
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group with the thickness of the mulch (5%); (3) the group with the
thickness of the mulch (10%) and (4) the group with the thickness
of the mulch (15%). There are six blocks according to the number
of repetitions. The total tomato plants used in the sample in this
study were 6 x 4 x 6 tomato plants, equal to 144 tomato plants.

2.2. Data Analysis

This type of research is experimental, using a completely
randomized design. The obtained data were the weight of ripe
tomatoes which were picked three times, starting from 96 days to
116 days. The results of weighing the tomato fruit were then
recapitulated, the results of the recapitulation were tested for
normality and homogeneity using the SPSS software version 22.
The normality test was performed using the Kolmogorov-Smirnov
and Shapiro-Wilk statistics with SPSS software version 22.
Meanwhile, the homogeneity test was carried out with the Levene
test. Significance level (o) was set at 0.05.

The criteria used for the normality and homogeneity test was if
the significance number (sig.) was greater than the significance
level (o) then the statistical numbers obtained were not significant,
meaning that the sample data came from a normally distributed
population, vice versa. If the requirements for normality and
homogeneity have been met, then a parametric analysis is carried
out using the ANOVA test. If there were significant differences, it
was necessary to carry out further tests to determine which
treatment groups were significantly different. Further tests were
carried out with the Least Significant Difference (LSD) test.
Student learning outcomes using experiment-based learning
methods were evaluated using normative assessments.

3. Result

After the tomatoes reached 96 days from the nursery, the ripe
fruit picking was carried out to calculate the weight of the tomatoes
produced per plants, the fruit picking was done three times until
the tomatoes were 116 days old. The results of weighing the
tomato fruit were then recapitulated, the results of the
recapitulation can be seen in Table 1.

Based on table 1 above, it can be described the average weight
of tomatoes (g) plants at various thicknesses of straw mulch, as
shown in Figure 2.
1600
1400
1200
1000

800

600 461.30
400
200

Average Weight of Tomatoes (g)

0 5 10 15
Mulch Thickness Treatment (%)

Figure 1. Average Tomato Fruit Weight (g) plants at various thicknesses of mulch
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Table 1: Average Tomato Fruit Weight (g) plants at various thicknesses of straw

mulch
TREATMENT BLOCK
Straw
Symbol Thickne I I I v \% VI
ss
(1) 0% 917,5 690,8 1095, 683,3 658,3 608,3
0 3 00 3 3 5
?2) 5% 1010, 1176, 1334, 846,6 116,6 977,1
35 00 33 6 6 7
3) 10% 1514, 1183, 1790, 1825, 1789, 1475,
17 83 33 83 50 50
4) 15% 1878, 2216 2303 2091 2121 2140
30 50 35 00 83 00
Total 5320, 5266, 6523, 5446, 5686, 5201,
32 66 01 82 32 02
Average 1330, 1316, 1630, 1631, 1421, 1300,
08 67 75 71 58 26

3.1. Prerequisite Test

Before conducting the Anova test, a prerequisite test was
carried out in the form of a normality test and a homogeneity test.
Based on the results of the normality test with SPSS software
version 22, data is obtained as in Table 2.

Table 2: Summary of Normality Test

Straw Kolmogorov-Smirnov* Shapiro-Wilk
Thickness(%)  Statistic  Df  Sig. Statistic  Df  Sig.
0 0.339 6 0.030 .831 6 0.110
5 0.274 6  0.180 .858 6 0.183
10 0.277 6  0.165 .865 6 0.208
15 0.239 6  0.200 .939 6  0.651

Based on the results of the Shapiro-Wilk normality test, all
treatments obtained Sig. above the predetermined significance
value of 0.05. This means that the data is normally distributed so
that Anova testing can be done.

The next test is the homogeneity test which is also carried out
with the help of SPSS. The results of the homogeneity test are
shown in Table 3.

Table 3: Homogeneity Test Results

Levene Statistic dfl df2 Sig.
1.401 3 20 0.272

Based on the results of the homogeneity test with the Levene
test, the Sig. equal to 0.272. This value is much greater than the
predetermined significance value of 0.05. Thus it can be said that
the fourth variant of the mulch thickness treatment is
homogeneous, so that anova testing can be carried out.

3.2. One Way Anova Test

Based on the one-way ANOVA test that has been carried out
with the help of SPSS software version 22 can be seen in Table 4.

Table 4: Summary of One Way Anova Test Results

Sum of Squares Df  Mean Square F Sig.

Between 7110075.329 3 2370025.110 31.593 0.000
Groups
Within 1500343.171 20 75017.159
Groups
Total 8610418.500 23
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Based on the table above, it is known that the F value is 31.593
with a Sig. amounting to 0.000. This means that there is a
significant difference from the average weight of tomatoes after
being given various mulch thickness treatments. Because there is
a significant difference, it is necessary to carry out further tests to
find out which treatment pairs are significantly different. Further
tests were carried out with the LSD test, the results of which can
be seen in Table 5.

Table 5: Summary of LSD Test Results

) (@) 95% Confidence Interval
Straw Straw Mean
Thick Thickn Difference Std. Error Sig. Lower Upper
ness ess (1)) Bound Bound
[€0)] (%)
0 5 -134.63833 158.13197 0.405 -464.4958 195.2192
10 -820.88667" 158.13197 0.000 -1150.7442 -491.0292
15 -1349.60667" 158.13197 0.000 -1679.4642 -1019.7492
5 0 134.63833 158.13197 0.405 -195.2192 464.4958
10 -686.24833" 158.13197 0.000 -1016.1058 -356.3908
15 -1214.96833" 158.13197 0.000 -1544.8258 -885.1108
10 0 820.88667" 158.13197 0.000 491.0292 1150.7442
5 686.24833" 158.13197 0.000 356.3908 1016.1058
15 -528.72000° 158.13197 0.003 -858.5775 -198.8625
15 0 1349.60667" 158.13197 0.000 1019.7492 1679.4642
5 1214.96833" 158.13197 0.000 885.1108 1544.8258
10 528.72000" 158.13197 0.003 198.8625 858.5775

*. The mean difference is significant at the 0.05 level.

Based on the LSD further test with the help of SPSS, it was
found that all pairs of mulch thickness treatments were
significantly different except for pairs of 0% and 5% thickness of
mulch. That is, the mulch treatment with a thickness of 0% and 5%
has no difference in affecting the average weight of tomatoes. Or
there is a significant difference between group (3) with 10% straw
thickness and group (4) 15% straw thickness where group (4) has
the highest tomato fruit weight.

3.3. Evaluation of learning outcomes

Evaluation of the learning outcomes of students who
participated in this experiment showed that: (1) there was an
increase in activity, creativity, motivation and involvement of
students in the learning process; (2) students gained real
experience that was able to strengthen their understanding of
theoretical concepts; (3) It helped students to foster their rational
and scientific thinking; (4) students can hone cognitive,
psychomotor and affective skills in identifying problems, and
developing problems and finding effective solutions to solve
problems; (5) students can cultivate collaboration and acquire
leadership skills.

4. Discussion

Based on the results of the one-way ANOVA analysis, it is
known that the F value is 31.593 with a Sig. amounting to 0.000.
This means that there is a significant difference from the average
weight of tomatoes after being given various mulch thickness
treatments. This is because organic mulch is able to suppress
weeds, regulate soil moisture and soil surface temperature.
Organic mulch can improve overall soil quality by increasing soil
organic matter, soil porosity, water holding capacity while
stimulating life in the soil and increasing nutrient availability [10].
Organic mulch is very effective for vegetable growth and yield
through increasing soil moisture content, heat energy and adding
some organic nitrogen and other minerals to improve soil nutrient

WWwWw.astesj.com

status [3]. The use of various types of mulch on tomato plants is
expected to be able to create a suitable microclimate for plants,
improve soil physical properties including soil organic matter,
permeability, soil porosity and growth rate, facilitate nutrient
cycling in soil, water, plant systems and improve nutrient
availability for plants [11]. From the above quotations we can
conclude that rice straw mulch can (1) reduce the growth of weeds,
(2) reduce water evaporation so as to maintain soil moisture
content and soil temperature; (3) preventing the appearance of soil
scales so that the soil remains loose and soil aeration is maintained;
and (4) rotting straw mulch will increase soil nutrients, especially
organic nitrogen and other minerals.

Based on the LSD further test with the help of SPSS, it was
found that all pairs of mulch thickness treatments were
significantly different except for pairs of 0% and 5% thickness of
mulch. This means that mulch treatment with a thickness of 0%
and 5% does not differ significantly in influencing the average
weight production of tomatoes. Meanwhile, mulch treatment with
a thickness of 10% and 15% had a significantly different effect on
the average weight production of tomatoes, where mulch treatment
with a thickness of 15% had a better effect than mulch treatment
with a thickness of 10% [11].

Why does mulch treatment with a thickness of 10% and 15%
have a significant different effect on the average weight production
of tomatoes and mulch treatment with a thickness of 15% is a better
effect than mulch treatment with a thickness of 10%? Because in
the mulch treatment with a thickness of 15% weeds cannot grow
at all, so there are absolutely no disturbing plants, consequently
water and the elements present in the soil are only used by tomato
plants. The impact is better tomato growth and is able to produce
fruit more optimally.

Hay weeds, especially weeds with a thickness of 15%,
evaporate less than treatment with a thickness of 10% straw, so that
the soil moisture content and soil temperature are better preserved
in the treatment with a thickness of 15% straw. Water has a vital
function for living things, including plants. This is closely related
as the basic material to be used in the photosynthesis process,
which is a plant physiological process for the formation of
carbohydrates [15]. Water is one of the environmental factors that
has a big influence on the decrease in the production of a plant and
from an ecological point of view, it is the main limitation in the
terrestrial environment or in the aquatic environment is water.

Straw mulch, especially mulch with a thickness of 15%, is
better able to prevent the appearance of soil scales so that the soil
is more loose and soil aeration is more maintained than the straw
mulch with a thickness of 10%. This is very important for
maintaining the progress of the metabolic processes that take place
in the root cells, especially the respiration of root cells, which
greatly affects root growth and transport of soil nutrients from the
soil to the leaves. With good aeration will affect crown growth and
ultimately will increase the production of tomato plants. For
tomatoes with a straw mulch thickness of 15%, the amount of
straw is clearly higher than that of 10% straw mulch, so that the
addition of organic nitrogen in the treatment with a straw thickness
of 15% is more than tomatoes with a thickness of 10% mulch.
Since organic nitrogen is obtained from rotting straw mulch. This
organic nitrogen is indispensable for growth, especially in the
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vegetative phase, namely the growth of branches, leaves and
stems. Nitrogen is also useful in the process of forming green
leaves or chlorophyll. Chlorophyll is very useful to help the
photosynthesis process. In addition, nitrogen is useful in the
formation of proteins, fats and various other organic compounds.
Lack of nitrogen can cause abnormal or stunted plant growth. The
leaves will turn yellow and then dry out. If a lot of nitrogen
deficiency (severe) can cause plant tissue to dry out and die. Fruits
that lack nitrogen have imperfect growth, ripen quickly and have
low protein content. So the increase in tomato weight in straw
mulch with a thickness of 10% and 15% occurs because straw
mulch can add adequate organic nitrogen elements to the soil. This
optimal organic nitrogen makes tomato fruit growth perfect and its
protein content increases [8].

The use of technology in the suitability of peatlands for
cultivation in a certain area is optimally carried out using methods
based on of the Food and Agriculture Organization (FAO)
guidelines. The system test results showed an accuracy rate of
92.86% with the application of land suitability evaluation for
planting other types of plants besides lowland rice. Based on the
results of future land suitability evaluations, farmers can develop
horticultural crops, namely cultivating tomatoes on peatlands [16].

Evaluation of the learning outcomes of students who
participated in this experiment showed that: (1) there was an
increase in activity, creativity, motivation and involvement of
students in the learning process; (2) students gained real
experience that enabled them to strengthen their understanding of
theoretical concepts; (3) it helped students to foster their rational
and scientific thinking; (4) students can hone cognitive,
psychomotor and affective skills in identifying problems, and
developing problems and finding effective solutions to solve
problems; (5) students can cultivate collaboration and acquire
leadership skills. This happens because students were involved
directly in obtaining knowledge so that curiosity arose.
Experiments are able not only to foster students' curiosity, but also
to encourage rational and scientific ways of thinking so that the
results of experiments can be accepted as scientific products while
the steps in its implementation are as scientific processes.
Experimental learning is able to provide learning conditions that
develop optimal thinking and creativity skills. Students are given
the opportunity to compose their own concepts in their cognitive
structures, which can then be applied in their lives. The use of this
experimental method has a goal that students are able to find their
own answers or problems by conducting their own experiments. In
addition, students can be trained in a scientific way of thinking, by
experimenting with students finding evidence of the truth and the
theory of something being studied [14].

Biology being the center of scientific learning is needed in
studying advanced domains such as medicine, genetics, zoology,
etc. For successful dissemination of biological science, integration
of high-tech communication practices in teaching of biology is
applied in education, teachers familiarize themselves with the
pedagogical principles and management strategies used in
classroom instruction [17].

This is in line with what was stated by [18] which stated that
good learning is learning that requires student activity and meaning
(meaningful discovery learning). In active learning (discovery
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learning), students are no longer placed in a passive position as
recipients of teaching materials given by teachers / lecturers, but
as subjects who are active in thinking processes, seeking,
processing, unraveling, combining, concluding, and solving
problems. Education is a lifelong process of cultivating and
empowering students, where in this process there must be
educators who provide role models and are able to build will, and
develop the potential and creativity of students. This principle
causes a paradigm shift in the educational process, from the
teaching paradigm to the learning paradigm. Teaching paradigm
which emphasizes more on the role of educators in transforming
knowledge to their students has shifted to learning paradigm which
gives more roles to students to develop their potential and
creativity. In the learning process, the ability for creativity is
obtained through: Observing, Questioning, Associating,
Experimenting, and Networking.

Therefore, teachers/ lecturers need to design a learning process
that prioritizes personal experience through the process of
observing, asking questions, reasoning, and trying [observation
based learning] to increase the creativity of students. In addition, it
is accustomed for students to work in a network through
collaborative learning.

5. Conclusions

Based on the research results and the description above, it can
be concluded that: (1) straw mulch affects tomato production; (2)
straw mulch with a thickness of 5% gave no significant difference,
while straw mulch with a thickness of 10% and 15% had a
significantly different effect, where straw mulch with a thickness
of 15% had a higher yield of tomatoes than mulch straw with a
thickness of 10%; and (3) This experiment is quite effective in
implementing horticultural learning because this experiment takes
only 116 days, it can increase activity, motivation, creativity,
rational and scientific thinking of students. Besides, this
experiment also involves students in the learning process, provides
real experience, improves cognitive, psychomotor, affective
abilities, and fosters collaboration and leadership skills.

Conflict of Interest

The authors declare no conflict of interest.
References

[1] T. Suwanaruang, “Analyzing Lycopene Content in Fruits,” Agriculture and
Agricultural Science Procedia, 11, 46-48, 2016, doi:
10.1016/j.aaspro.2016.12.008.

[2] E. Fitriani, “Untung Berlipat Budidaya Tomat Di Berbagai Media Tanam,”
Penerbit Pustaka Baru Press. Yogyakarta, 221, 2012.

[3] S.S. Al-Ismaily, R.A. Al-Yahyai, S.A. Al-Rawahy, “Mixed Fertilizer can
Improve Fruit Yield and Quality of Field-Grown Tomatoes Irrigated with
Saline Water,” Journal of Plant Nutrition, 37(12), 1981-1996, 2014,
doi:10.1080/01904167.2014.920364.

[4] V. Sidhu, D. Nandwani, L. Wang, Y. Wu, “A Study on Organic Tomatoes:
Effect of a Biostimulator on Phytochemical and Antioxidant Activities,”
Journal of Food Quality, 2017, 5020742, 2017, doi:10.1155/2017/5020742.

[51 F.G. Santeramo, “Price Transmission in the European Tomatoes and
Cauliflowers Sectors,” Agribusiness, 31(3), 399-413, 2015, doi:
10.1002/agr.21421.

[6] V.Novitasari, R. Agustrina, B. Irawan, Y. Yulianty, “Pertumbuhan Vegetatif
Tanaman Tomat (Lycopersicum esculentum Mill.) dari Benih Lama yang
Diinduksi Kuat Medan Magnet 0, 1 mT, 0, 2 mT, dan 0, 3 mT,” Jurnal
Biologi Indonesia, 15(2), 2020.

[71 A. Yunani, J. Dalle, Miar, S. Maulida, “Can Life Quality Dimensions Alter

5


http://www.astesj.com/

D.N. Oka et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 01-06 (2021)

Ecological Footprint For Sustainability Of Asean Countries? Role Of Per
Capita Income, Happiness And Human Development,” Journal of Security
and Sustainability Issues, 10, 242-252, 2020,
d0i:10.9770/jss1.2020.10.0ct(18).

[8] T. Adiprasetyo, S. Sukisno, N. Setyowati, S. Ginting, M. Handajaningsih,
“The Prospect of Horticultural Organic Farming as Sustainable Agricultural
Practice for Reducing Poverty: The Case in Bengkulu City, Indonesia,”
International Journal on Advanced Science, Engineering and Information
Technology, 5, 402, 2015, doi:10.18517/ijaseit.5.6.595.

[9] S.Biswas, M. Akanda, M. Rahman, M.A. Hossain, “Effect of drip irrigation
and mulching on yield, water-use efficiency and economics of tomato,” Plant,
Soil and Environment, 61, 97-102, 2015, doi:10.17221/804/2014-PSE.

[10] E.Kosterna, “The effect of soil mulching with straw on the yield and selected
components of nutritive value in broccoli and tomatoes,” Folia Horticulturae,
26, 2014, doi:10.2478/thort-2014-0003.

[11] LK.D.A. Saputra, I.W. Tika, N.L. Yulianti, “Pengaruh Penggunaan
Beberapa Jenis Mulsa terhadap Sifat Fisik Tanah dan Laju Pertumbuhan
Tanaman Tomat (Lycopersicum Esculentum L),” Jurnal BETA (Biosistem
Dan Teknik Pertanian); Vol 9 No 1 (2021): IN PRESS, 2021.

[12] Sugiyono, Metode penelitian pendidikan:(pendekatan kuantitatif, kualitatif
dan R & D), Alfabeta, 2008.

[13] M.S. Hayat, “Pembelajaran Berbasis Praktikum Pada Konsep Invertebrata
Untuk Pengembangan Sikap Ilmiah Siswa,” Bioma, (Vol 1, No 2, Oktober
(2011): Bioma), 2011.

[14] M. Mulyani, “Penggunaan Metode Eksperimen Untuk Meningkatkan Hasil
Belajar Tentang Rangkaian Listrik Seri Dan Paralel Pelajaran Ipa Pada Siswa
Kelas Vi Sd Negeri 3 Karanggandu Kecamatan Watulimo Kabupaten
Trenggalek,” Jurnal Pendidikan Profesional, 4(3), 2016.

[15] K. Amaru, E. Suryadi, N. Bafdal, F.P. Asih, “Kajian Kelembaban Tanah dan
Kebutuhan Air Beberapa Varietas Hibrida DR UNPAD,” Jurnal Keteknikan
Pertanian, 1(1), 2013.

[16] J. Dalle, D. Hastuti, F. Akmal, “Evaluation of Peatland Suitability for Rice
Cultivation using Matching Method,” Polish Journal of Environmental
Studies, 30(3), 2041-2047, 2021, doi:10.15244/pjoes/127420.

[17] A. Putra, A. Akrim, J. Dalle, “Integration of High-Tech Communication
Practices in Teaching of Biology in Indonesian Higher Education
Institutions,” International Journal of Education and Practice, 8, 746758,
2020, doi:10.18488/journal.61.2020.84.746.758.

[18] N. Hanafiah, C. Suhana, “Konsep strategi pembelajaran,” Bandung: Refika
Aditama, 2009.

WWwWw.astesj.com


http://www.astesj.com/

@ASTES

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 07-14 (2021)

www.astesj.com

ASTESJ
ISSN: 2415-6698

Development of Electric Power Availability Recorder for Accurate Energy Billing of Unmetered Facilities

Chibuzo Victor Ikwuagwu'?, Tkechukwu Emmanuel Okoh!, Stephen Aroh Ajah3, Cosmas Uchenna Ogbuka®**, Godwin Ogechi

Unachukwu'?, Emenike Chinedozi Ejiogu®*

!Department of Mechanical Engineering, University of Nigeria, Nsukka, 410001, Nigeria

2Africa Centre of Excellence for Sustainable Power and Energy Development (ACE-SPED), University of Nigeria, Nsukka, 410001,

Nigeria

3Department of Mechanical Engineering, Alex Ekwueme Federal University, Ndufu-Alike, Nigeria

‘Department of Electrical Engineering, University of Nigeria, Nsukka, 410001, Nigeria

ARTICLE INFO ABSTRACT

Article history:

Received: 31 December, 2020
Accepted: 15 April, 2021
Online: 05 May, 2021

Keywords:

Power Availability Recorder
Estimated Energy Bills
Unmetered Facilities

Data Logger

Energy Consumption

The design, fabrication and testing of a power availability recorder (PAR) to track the
duration of electricity supply in facilities is presented. The design was executed with C-
Language encoded in a microcontroller which served as the central processing unit of the
device. Proteus software was, subsequently, used to simulate the real-life practicability of
the device before the prototype was constructed. This device is designed to record power
availability in seconds which can be converted to hours while energy consumption is
recorded in kWh. Thereafter, the device was functionally tested and installed in a
customers' premises for a period of three (3) months. Energy Consumed was plotted against
Availability using GraphPad Prism Software and it could be seen that Availability and
Energy Consumption are directly proportional to each other. This forms a sound basis for
discrediting the outrageous bills issued by the utility companies for months when there were

few hours or no power availability. It follows therefore that if installed in unmetered

households, this device could go a long way in curbing the excesses and checking the
inefficiency of the utility companies in terms of unjustifiable estimated bills issued to their

customers.

1. Introduction

Energy remains the major driving force for industrial, social
and economic development of any country. It is also a key
consideration in the sustainable management of the environment
[1, 2]. Electricity is one of the cleanest and most versatile forms of
energy, with high utilization efficiencies. Most energy resources
are usually converted to electricity as their terminal useful energy
form [3]. Consequently, electricity has become the energy form
with the greatest utility in household, industrial and commercial
activities in both developed and developing countries [3]. Nigeria,
which is a lower middle-income country with a per capita income
of $2790/yr and a poverty rate of 53%, ranks among the 10 largest
oil exporting countries in the world [4]. Yet, according to the
International Energy Agency, the annual per capita electricity

"Corresponding Author: Cosmas Uchenna Ogbuka, Email:
cosmas.ogbuka@unn.edu.ng
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consumption was only 140 kWh/cap/yr in 2015, when the
population was 181 million [5]. This may be compared to 12,000
kW/cap/yr for the USA, a high-income country with a population
of approximately 321 million [6]. The low value for Nigeria
portrays a low level of development of her electricity supply
subsector. Nigeria’s population is projected to rise to 266 million
by 2030 [7]. Thus, substantial improvements in power generation
and supply are very critical if the country is to adequately meet her
future electricity needs. A growth rate of 567 GWh/yr in total
generation was projected in [8], while [9] suggest that in the near
future, a generating capacity of 85 TWh should be installed to meet
the expected demand. This situation has led to a renewed call for
diversification of energy sources with emphasis on renewables to
serve the needs of off-grid rural communities [10-12].

To achieve the electricity supply objective, the country
commenced a restructuring of the Electricity Supply Industry, ESI,
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from a government monopoly to a competitive private sector
driven industry in 2001 [13, 14]. Even after successful completion
of this restructuring, the ESI still manifests low power availability
where access exists, frequent blackouts, estimated billing of
millions of unmetered customers, difficulty in balancing supply
and demand, and lack of disaggregated consumption data by
economic sector, geopolitical division, facilities and homes [15].
For progress to the next and fully competitive stage, full and
reliable metering of the electricity being traded among operators
and between operators and consumers, among other improvements,
is essential. As of 2017 only 45.3% of electricity customers on the
grid were metered [16] and about 50% of the meters were either
faulty or obsolete [17]. This means that a large percentage of
customers, especially in the rural areas, were and still are subjected
to estimated billing [18]. A supposed balance between total
generation and metered sales is then arbitrarily shared among
unmetered customers. The practice is thus open to abuse by the
supply companies and promotes inefficient use of power by the
consumers. According to [15], a large number of Nigerian
electricity customers were willing to adopt the pre-paid metering,
PPM, system principally due to frustration with the unjust billing
by the supply companies. In contrast, in countries which have full
metering and 24-hour power supply, availability is not an issue,
bills accurately reflect consumption and customers are happy to
pay for electricity consumed [19]. Authentic and balanced billing
reduces rancor and disputes between suppliers and customers,
supports business growth and economic progress and positively
influences facility management and efficient use of energy.
Countries with similar problems to Nigeria’s cannot enjoy these
benefits. Until the country attains full metering of its customers,
estimated billing of customers will be inevitable. A more equitable
method must be found for making these estimates and as will be
shown in this work, one such method uses the power availability
value. This makes the Power Availability Recorder, PAR, a useful
device in end consumer electricity trading. Other approaches have
been proposed for determining estimated monthly consumption
and bill. One of such is the use of the Artificial Neural Network
model as was applied to residential customers by [20]. An
optimized web-based billing meter, using C# programming
language with MySQL for backend data base was presented by
[21]. The meter measures and transmits consumed units of a
customer at the end of a month, through a dedicated network.

As noted in [22], facilities resource metering is very vital for
robust building energy management. Constant monitoring of an
installation gives facility and property managers the information
they need to improve usage and behaviour, lower electricity
consumption, reduce capital expenditure and cut energy costs [23].
In countries where 24-hour/day power supply is not assured,
especially if further complicated by limited metering coverage,
energy management analysis of the type envisage above will need
data on the power availability profiles in the regions or facilities of
interest, in addition to data on energy consumption and power
demand. A means of accounting for the periods of power outage
needs to be incorporated into the power metering and accounting
system. This calls for a device, or timer, that records electricity
availability to a building or facility [22]. Several studies have been
conducted on electricity consumption all over the world [24-25]
but in Nigeria, it is observed that electricity consumption is
strongly dependent on power availability.
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In this study, a Power Availability Recorder (PAR) was
developed, functionally tested and installed in four selected
customers' premises. Power availability data was taken from the
device at 6am and at 6pm daily for a period of three (3) months.
This further proved the device to be durable.

2. Formulation of the PAR

Codes in C-Language were written into the microcontroller of
the device which serves as the central processing unit of the device.
After that, Proteus software was used to simulate the real-life
workability of the device. This was followed by fabrication the
prototype and testing [26].

2.1. Design Considerations

The design method follows a top-down design and a bottom-
up implementation approach. The design is based on a pic
microcontroller and integrated circuit (IC) with other peripherals.
A firm was developed in embedded C language to run in the
microcontroller and coordinate and execute some task. The device
is sub divided into the following integral modules: The timing
module, Power sensing module, Data logging module, Display
module, Power supply module.

o The Timing Module

The system incorporates a precision timer for taking record of
time of power availability in seconds. In this design, a 16-bit built-
in timer in the microcontroller was used. The timing is formatted
as follows: DD: HH: MM: SS (Days: Hours: Minutes: Seconds).

o Power Sensing Module

This part of the circuit senses when power is available and
sends a signal to the microcontroller to start timing. The circuit
include a voltage buffer to eliminate loading effect from the DC
source and a Zener regulator to ensure a constant voltage level.

e Data Logging Module

This module computes the duration for which power was
available in real time and saves it in memory. The status of the
power source is checked every seconds. Here, an LC256 EEPROM
(Electrically Erasable Programmable Read Only Memory) chip is
used. This EEPROM can hold up to 256kb of data which is just
enough for this research.

o Display Module

This is the interface through which the user can interact with
the device. The display module and the input buttons (delete and
reset buttons) make up the user interface. Here we use a 16X2
alphanumeric LCD (Liquid Crystal Display) module. The duration
of power availability is displayed on the LCD module. The user
can read recorded data from the display screen or delete data in
memory or reset device through this interface.

e Power Supply module

The device is designed to be powered from 220/240 AC mains
when it is available and will be powered by a 9V battery when the
ac mains is not available. The power supply circuit transforms the
220/240 AC source voltage to a clean regulated 5V DC. This is the
required voltage for powering the various discrete components in
the circuit.
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The power supply circuit is design to supply up to 1A, hence
the max dc power supplied to the device is:

Pmax = Imax*VDC

M

From the design parameters in this device, the output
maximum power recorded in the device was calculated as:

Pmax=1%5=5W

If this device operated for certain period of time (7), the total
energy used can be calculate as:

Emax= Prax*t (2)

An off the shelve 7805 linear regulator IC was used to provide
a constant DC supply. The power supply also includes an auxiliary
source (battery) for powering up the device and reading out logged
data and performing other user operations when mains power is
unavailable. The power supply is designed to smartly switch to
battery mode whenever mains power is off. The block diagram of
the power supply circuit is shown in the Figure 1.

2.2. The System Block Diagram

The block diagram of the device indicating the interconnection
of the various components is shown in Figure 2.

2.3. The device firmware

The device firmware was developed in embedded C-language
and compiled to a Hex file with the CCS PICC compiler. The
program algorithm is illustrated in the flowchart of Figure 3.

3. Simulation Studies

Proteus ISIS CAD software was used to simulate the circuit
and perform virtual testing. The simulation shows proof of concept.
The power sensor circuit is to output a logic ‘1° when power is
available and a logic ‘0’ when power is unavailable. The CPU reset
and memory clear/timer reset circuits will also output either a logic
‘1’ or ‘0’ as the case may be when clicked.

Consequently, we modeled the power sensor circuit, CPU reset
circuit and memory clear/timer reset circuit with a PROTEUS
momentary logic state source. The momentary logic state source is
a component in PROTEUS, it can be configured to output a logic
‘1’ or ‘0’ when clicked. In the simulation, the color red represents
logic ‘1’ while blue represents logic ‘0.
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3.1. Simulation of Power Duration Logging

Figure 4 is the simulation of the device logging the power
duration. The power sensor in this case is red, which implies that
power is available and the device is logging. The time duration is
display on the alphanumeric LCD as shown in Figure 4. The CPU
reset pin is active low which implies that a logic ‘0’ signal is
required to activate the CPU reset operation. Therefore, the pin is
normally set to logic ‘1°.

3.2. Simulation of “No power” Condition

Use SI (MKS) as primary units. (SI units are encouraged.)
English units may be used as secondary units (in parentheses). An

exception would be the use of English units as identifiers in trade,
such as

3.3. Simulation of Memory Clear and Timer Reset Operation

In figure 6, the CLR MEM (memory clear and timer reset)
circuit is red (logic ‘1°) indicating CLR MEM signal has been sent
to the CPU. The CPU then activates the function which deletes all
logged data in the memory and resets the timer to zero.

3.4. Power Supply Circuit Simulation

This shows the sinusoidal nature of the current and voltage
display of the device during operation.
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Figure 9: Daily energy consumed versus daily availability factor for March — May 2020 for No. 3 Zik’s Drive, University of Nigeria, Nsukka

4. Operational Testing of the Power Availability Recorder

After the design and construction of the PAR, it was tested to
ascertain its functionality and operability. The device was seen to
be very efficient in recording power availability over a period of
Three (3) months and also shows to be highly durable since no
fault was recorded throughout the period in which it was under use.
Figure 8 shows the prototype of the PAR after it was fabricated.
The device worked as intended. It was installed and used to collect
power availability data for a length of three (3) months in a
residential building inside University of Nigeria, Nsukka without
encountering any hitch. The power availability data obtained from
the device was used to plot Energy consumption against
Availability Factor using GraphPad Prism Software for each
month and then for the three (3) months combined together as
shown in figure 9.

Figure 9 shows the variation of Energy consumed in a facility
with Power Availability. It is evident that increase in availability
yields corresponding increase in Energy consumed. The graphs
show that this is true for the three months when availability was
recorded in a residential building inside the University Community
used as test a case for this research work. The slope of the
relationship shows that there exists a strong positive relationship
between the two. This is an experimental evidence that availability
currently controls consumption and in fact limits it, given the very
low power availability in the country at this time. The daily
availability factor is calculated using equation 3 where Total Hours
is taken to be 24 hours of the day.

Hours Available

Availability Factor = 3)

Total Hours

5. Discussions

From the graphs in Figure 9 it is evident that electrical energy
consumed in a facility or building changes with Availability. It is
evident from this figure that increase in availability yields
corresponding increase in Energy consumed in a building. All the
graphs show that this is true for a household inside the University
of Nigeria, Nsukka used as a test case for this research work for
at least a period of three months. The slope of the relationship
shows that there exist a strong positive relationship between the
Www.astesj.com

two. This is an experimental evidence that availability currently
controls consumption and in fact limits it, given the very low
power availability in the country at this time.

6. Conclusion

Improvement of the existing electrical energy measurement
devices had been done in terms of accurate stable power
measurements. The instrument for the measurement of power
availability in facilities, PAR has been successfully designed,
constructed and tested. This newly developed device is able to
record and store the amount of energy supply and used within the
time of the power availability. During the recording period, the
PAR shuts down by itself when the supplied power is below a
certain regulated value which is not able to power devices in the
customers’ residence. The PAR works as was conceived before
embarking on the project and hence can be produced massively if
adequately funded by relevant agencies. It is therefore
recommended that the utilities install the availability recorder in
each phase of a transformer feeding a community so as to keep
track of the actual figure of availability in a community and to
obtain the community’s availability factor. Energy meters should
be installed in a statistically significant number of households in
the community which can work together with the availability data
in obtaining the load use factor for the rural communities. An
extensive project should be undertaken to determine the
availability factors and load use factors for communities, zones or
regions of a particular country. These may be used for improved
determination of the actual bills for unmetered customers and in
any regional or national energy modeling and planning activities.
Some other researches and inclusions are in progress to see how
an energy meter can be designed and incorporated into the device.
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Environmental sounds detection plays an increasing role in computer science and robotics
as it simulates the human faculty of hearing. It is applied in environment research,
monitoring and protection, by allowing investigation of natural reserves, and showing
potential risks of damage that can be deduced from the environmental acoustic. The research
presented in this paper is related to the development of an intelligent forest environment
monitoring solution, which applies signal analysis algorithm to detect endangering sounds.
Environmental sounds are processed using some modelling algorithms based on which the
acoustic forest events can be classified into one of the categories: chainsaw, vehicle, genuine
forest background noise. The article will explore and compare several methodologies for
environmental sound classification, among which the dominant Deep Neural Networks, the

Long Short-Term Memory, and the classical Gaussian Mixtures Modelling and Dynamic

Time Warping.

1. Introduction

Environmental sound recognition (AESR) is a relatively new
discipline of computer science destined to extend the field of
speech-based applications, or the study of music sounds, by
exploring the vast range of environmental non-speech sounds.

This paper is an extension of work originally presented in the
43 International Conference on Telecommunications and Signal
Processing, held in Milan in July 2020 [1]. It investigates several
sound modelling and classification paradigms, in the context of a
forest monitoring system.

The new research area of AESR is intended to simulate the
important function of human hearing, and possibly, to overpower
human perception. This is motivated by the fact that hearing is the
human second most important sense after vision and should not be
disregarded when trying to build a computer that simulates human
behaviour and senses. Consequently, AESR recently became an
essential field of computer science [2]-[4].

By environmental sounds we mean everyday sounds, natural
or artificial, other than speech. Natural sounds may be leaves
rustling, animal noise, birds chirping, water ripple, wind blowing
through trees, waves crashing onto the shore, thunder. Artificial

"Corresponding Author Svetlana Segdrceanu, Email:
svetlana.segarceanu@beia.ro
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sounds include sounds produced by diverse engines like cars,
cranes, ATVs, snowmobile, lawnmower, pneumatic hammer,
chainsaw, etc., but also creaky doors or creaky floors, gunshots,
crowd in a club, breaking glass, vehicle tyres or brake noise. The
environments where this discipline is applied are also very diverse,
falling into two broad categories:

e Natural environment like forest environment, ecological units,
seashore environment; however, the degree of naturalness is
variable, and purely natural environments are very rare as one
may intercept voices, vehicle sounds, chainsaw in forests or
even jungle.

e  Built environment, also called human made environment, like
the urban environment, the household, maybe agricultural
environment, harbours; obviously in any of these
environments, natural acoustic events, like thunder, rain
falling, wind blowing may also happen.

In reality there are no purely natural or artificial sounds, neither
purely speech nor non-speech acoustic events. Most of the
application investigate mixed environments where natural and
artificial, speech or non-speech acoustic events are equally
possible.

The applicability of AESR is related to the advent of Internet
of Things (IoT). IoT devices have sensors, possibly acoustic,

15


http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060303

S. Segarceanu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 15-26 (2021)

and software that enable the collection and exchange of data
through the Internet. Automatic recognition of the surrounding
environment allows devices to switch between tasks with
minimum user interference [5]. For a robot, audio recordings may
provide important information about location and direction of a
moving vehicle, or environmental information, such as speed of
wind.

AESR has an important role in security, environment
protection or environment research. Among possible applications
are the identification of deforestation threats and illegal logging
activities, through automatic detection of specific sounds like
several engines, chainsaws, or vehicles. Detecting other illegal
activities like hunting in forest or ecological reserves, by spotting
gun shots, or human voices would be a useful application [6]-[9].
In recent times, solutions based on environmental sound
recognition are applied in early wildfire detection [10].

Another type of applications concerns scientific monitoring of
the environment. Such applications are intended for instance, to
detect species, by discrimination between different animals or
birds’ sounds [11], [12].

Computational Auditory Scene Analysis (CASA), is a very
complex field of AESR, aimed to the recognition mixtures of
sound sources by simulating human listening perception using
computational means. It mainly addresses two important tasks,
Environmental Audio Scene Recognition (EASR) and Sound
Event Recognition (SER) and has a huge importance in
environment audio observation and surveillance. EASR refers to
recognition of indoor or outdoor acoustic scenes (e.g.,
cafes/restaurants, home, vehicle or metro stations, supermarkets,
versus crowded or silent streets, forest landscape, countryside,
beaches, gym halls, swimming pools). SER is intended to the
investigation of specific acoustic events in the audio environments,
like dog barking, gunshots, sudden brake sounds, or human non-
speech events, like coughing, whistling, screaming, child crying,
snoring, sneezing [13].

An emerging field is the investigation and detection of acoustic
emissions, used in monitoring landslide phenomena [14]. Acoustic
emissions (AE) are elastic waves generated by movement at
particle-to-particle contacts and between soil particles and
structural elements. They are not perceived by the human ear, are
super audible, and therefore their frequencies are very high,
expected to range between 15kHz and 40 kHz. The devices used
to acquire these waves should ensure a sampling frequency of over
80 kHz. AE monitoring is an active area, not very well developed
due to low energy levels of these waves, which make it challenging
to detect and quantify [15], [16].

Likewise, recent studies have shown that moving avalanches
emit a detectable sub-audible sound signature in the low frequency
infrasonic spectrum [17].

The study of underwater acoustic infrasonic emissions,
provided by hydrophones, is another field of AESR research [18].

Our paper explores forest acoustics aiming to find the suitable
sound modelling and classification approaches. The focus of our
research is the detection of logging risk by identification of specific
classes of sounds: chainsaw, vehicles, or possibly speech. We
extend an earlier research on acoustic signal processing, by

WWwWw.astesj.com

exploring the dominant paradigm in data modelling and, the deep
neural networks (DNN). We investigate two types of DNNs, the
Deep Feed Forward Neural Networks (FFNN) and a popular
version of Recurrent Neural Networks (RNNs), the Long Short-
Term Memory (LSTM). The two neural networks will be run on
two types of feature spaces: the Mel-cepstral and the Fourier log-
power spectrum feature spaces. We will compare their results with
the former performance obtained using the Gaussian Mixtures
Modelling (GMM) and the Dynamic Time Warping (DTW) in the
context of a closed-set identification system. One main goal is to
stress the importance of feeding as input to DNN less processed
features, like log-power spectrum, as compared to the more
elaborate sets of features, e.g., Mel-frequency cepstral features.
Another purpose of the paper is to clarify some issues concerning
signal pre-processing framework, like length of the analysis
window and the underlying frequency domain to be used in
spectral analysis.

The paper is structured as follows: the next section describes
the state-of-the-art in environmental sound recognition; the third
section details our approach, the signal feature extraction and
modelling methods we applied in sound recognition; the fourth
section presents the setup of the experiments and evaluates the
proposed methods; the last part presents the conclusions of the

paper.
2. State-of-the-art

Early attempts [2], [19] to assess speech typical methods in the
context of non-speech acoustics, analyse classical methods like
Artificial Neural Networks (ANN), or Learning Vector
Quantization (LVQ), on Fourier, or Linear Predictive Coding
(LPC) feature spaces.

In [20], the authors make an overall investigation of
recognition methodologies for different categories of sounds. The
environmental sounds are classified as stationary and non-
stationary. The framework used for stationary acoustic signals
coincides to a great extent with the one used in voice-based
applications (speech or speaker recognition) in what concerns the
specific features and feature space modelling methods. For feature
extraction, the spectral features, like those derived from Mel
analysis — Mel Frequency Cepstral Coefficients (MFCCs), LPC,
Code Excited Linear Prediction (CELP), or techniques based on
signal autocorrelation, prevail. The modelling approaches are also
shared with voice-based applications: GMM, k-Nearest
Neighbours (k-NN), Learning Vector Quantisation (LVQ), DTW,
Hidden Markov Models (HMM), Support Vector Machine (SVM),
Neural Networks, and deep learning. Concerning non-stationary
signals, some successful techniques are based on sparse
representations like the Matching Pursuit (MP) and MP-Gabor
features. Alternative approaches use fusion of MFCC and other
parameters to boost the performance.

In [5], the authors review the current methodologies used in
AESR and evaluate their performance, efficiency, and
computational cost. The leading approaches of the moment are
GMM, SVM and DNN or Recurrent Neural Networks (RNN) The
paper describes open-set identification experiments on two types
of acoustic events, baby cries and smoke alarm, and a very large
range of complementary environment acoustic events. as impostor
data. In this respect GMM, using the Universal Background Model
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(GMM-UBM) and two neural network architectures were
compared. The Deep Feed Forward Neural Network yielded the
best identification rate, while the best computational cost is made
by GMM. SVM has an intermediate identification rate, yet at a
high computational cost, assessed accounting for four basic
operations: addition, comparison, multiplication, and lookup table
retrieval (LUT). The computational cost is a critical feature in the
context of IoT, where sound analysis applications are required to
run on embedded platforms with hard constraints on the available
computing power.

In [13], the authors make a thorough and extensive
investigation of the most recent achievements and tendencies in
AESR, more precisely in EASR and SER fields of CASA. from
the perspective of acoustic feature extraction, the modelling
methodology, performance, available acoustic databases. Besides
the conventional approaches, new classes of features were applied
lately by several implementations. Such characteristics are the
auditory image-based features, basically regarding the time-
frequency spectrograms as bidimensional images. where the
frequency is not necessarily in the linear domain, but possibly
adapted to a perceptual scale. Besides the log-power spectrum, Mel
or Bark-frequency log-scale spectrograms, Spectrogram Image
Features (SIF) [21], such characteristics as Mel scale with
Constant-Q-Transform [22], wavelet coefficients [23] are referred.

Another class of features are generated by learning approaches
with the goal to provide lower and enhanced representations. Such
features are obtained applying techniques like quantization, i-
vector, non-negative matrix factorization (NMF) [24], sparse
coding, Convolutional Neural Network—Label Tree Embeddings
(CNN-LTE) [25], etc.

Concerning the experimented methodologies, the deep
learning methods are predominant, with Feed-Forward Neural
Networks and Convolutional Neural Networks (CNN) in the
leading position. Many strategies are currently operating CNNs in
conjunction with a variety of features, among which log-scaled
mel-spectrograms [26]-[28], CNN-LTE [25] or in hybrid
approaches [29]. These implementations outperformed the other
attempts to approach EASR and SER tasks.

Avalanche or landslide monitoring applications use
methodologies based on thresholds for acoustic emissions energy,
depending on the hazard risk level.

Concerning the general framework applied in AESR, we draw
on the ideas presented in [20]. The usual pre-processing of the
acoustic signal, applied in AESR includes a framing step, possibly
followed by sub-framing or sequential processing. In the
“framing” stage the signal is processed continuously, frame by
frame. A classification decision is made for each frame and
successive frames may belong to different classes. This is
illustrated in figure 1, where a chainsaw is detected in a forest
environment. Framing can enhance the acoustic signal
classification by structuring the stream into more homogeneous
blocks to better catch the acoustic event. Yet, there is no way of
setting an optimal frame length, as for stationary events a length of
3s is a reasonable choice, while for acoustic events like thunder or
gunshots, a 3s window length might be too large, and contain other
acoustic events, so they could be associated to inappropriate
classes. Due to the latest advances in instrumentation, different
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frame lengths are used to streamline energy consumption during a
monitoring process, based on detecting energy levels of
environmental sounds.

chainsaw chainsaw chainsaw chainsaw chainsaw chainsaw chainsaw chainsaw chainsaw fores! _forest

chainsaw forest forest

Figure 3: 22ms of chainsaw sound

4000~

4700.0 -

0.0

n
=]

Figure 4: 44ms of chainsaw sound

Next, a sub-framing process is applied, by dividing the frame
into usually overlapping, analysis subframes. The length of a
subframe is explicitly set in [20] to 20-30ms. This length is suited
for speech analysis, as it ensures a good resolution in time and
frequency. Figure 2 presents 22ms of male speech which includes
three fundamental periods of the respective voice. Whereas figure
4 represents 44ms of chainsaw sound which contains two periods
of the chainsaw sound. However, we cannot infer anything about
the signal periodicity from the segment of 22ms of chainsaw
sound, represented in figure 3. Therefore, considering sub-frames
of 44ms is a reasonable choice for chainsaw detection. However, a
realistic setup must consider a value convenient to all sounds in the
acoustic environment.

The further processing applied on the analysis frames is the
same with that applied in speech signal analysis and its final goal
is to extract characteristic features. The largely applied features are
somehow derived from the Fourier features, and called spectral
features. Non-spectral features are, for instance, energy, Zero-
Crossing Rate (ZCR), Spectral Flatness (SF), all calculated in time
domain. Concerning spectral analysis, the relevant frequency

17


http://www.astesj.com/

S. Segarceanu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 15-26 (2021)

interval for a signal sampling frequency of 44.1 kHz is not the
whole frequency domain furnished by the Fourier transform, [0,
22.05] kHz, but a shorter range, as shown in figures 5,6. By setting
the appropriate analysis frequency interval, we may improve the
performance as accuracy and speed of execution, as another
benefit of shortening the frequency interval is the decrease of the
number of spectrum samples to be processed.

10 . Time (secs)

Frequency (kHz) o

Figure 5: Power spectrum of a chainsaw sound

-100

150

Frequency (kHz) 0

Figure 6: Power spectrum of a snowmobile sound

When choosing the spectral analysis, the usual pre-processing
on the analysis frame involves (Hamming) windowing and pre-
emphasis.

3. The Method

We have applied the framework mentioned above. At framing
we divided the audio signal recordings into intervals of 3 seconds.
We have used analysis frames of lengths of 22, 44 and 88ms with
the usual pre-processing scheme as in speech-based applications.
The modelling methods we have evaluated are GMM, DTW and
FFNN. As baseline for the feature space, we used the Fourier
spectrum coefficients and MFCCs. The set of MFCC parameters
was possibly increased with Zero Crossing Rate (ZCR) or/and
Spectral Flatness (SF). We have applied GMM on the MFCC
feature space, and called this approach MFCC-GMM, DTW on the
spectral features space, and FFNN on both the MFCC and spectral
features spaces.

3.1. MFCC-GMM

GMM provides probabilistic weighted clustering that generates
a coverage of the data space rather than a partition [30], [31]. Each
cluster is modelled by a Gaussian distribution, usually called
component, defined by the mean p and the standard deviation X of
cluster data, along with a weight w of the component inside the
mixture. A data set belonging to the same class C, can be modelled
by one or more Gaussian components, and the parameters of each
component are calculated using the Estimation-Maximization
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algorithm, resulting in a model Ac = (Wk, W, Zk,), k= 1..., K),
where K is the number of components. A key step of the algorithm
is the initialization where initial values of the parameters (means,
variances and weights) are defined. Poor initialization entails bad
quality of classification or even impossibility to define the
Gaussian parameters. We used at initialization a hierarchical
algorithm, Pairwise Nearest Neighbour (PNN) [32] to ensure
balanced data clustering, although other hierarchical algorithms
such as Complete Linkage Clustering, or Average Linkage
Clustering also provide good performance. We have evaluated
different distance measures between hierarchy branches:
Minkowski (Euclidean distance when square powers are
considered), Chebyshev, Euclidian standardised distance. GMM
modelling was applied on a feature space consisting of MFCCs
and/or Spectral Flatness and ZCR, to generate models for C (C=3)
classes of sounds. To classify a sequence of d dimensional features
X = {x1, x2,...,xr} into one of the classes its likelihood to belong to
each class c is evaluated as

log(X, A0) = Xi_1p(x¢/Ac) (1)

where

1 L Tyl
p(x/A) = Z§=1Wk?e SOe—pi) " T (e =) ©)

(2m)Z|Zk|2
and the class with the maximum likelihood is selected:

argmax (log(X, 1)) 3)
Ae{iq, AaAc)

Apest =

Mel frequency analysis [33] [34] is a perceptual approach to
signal analysis based on human sensing of the frequency domain.
We applied the MATLAB implementations of the Mel-scale
frequency:

fmet(f) = 1127In( 1 + £/700) @)

and bank of triangular filters for linear frequencies fe [fiow, frigh]:

0 k< flm—1lork = f[m+ 1]
o[kl = { Fimpimey - USk<flml

Fflm+1]-k -
Gy M =k<fim+d]

The power spectrum calculated on an analysis frame, is passed
through the bank filter in (5), and the Mel Frequency Cepstral
Coefficients (MFFCs) are derived by applying the Discrete Cosine
Transform to the logarithm of the filtered spectrum [33].

Spectral Flatness (tonal coefficient) is meant to highlight noise
from tonal sound and is calculated as ratio of geometrical and
arithmetical means of spectral coefficients on analysis frames.

A zero crossing arises when two neighbouring samples have
opposite signs, and its value on an analysis frame is:

Zy = S —w|sgn(x(m)) — sgn(x(m — )| * w(n —m) (6)
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3.2. Spectra Alignment using Dynamic Time Warping

Dynamic Time Warping (DTW) measures the similarity of
two, usually time-varying, sequences, by optimally aligning them
using a recurrent algorithm [35], complying with specific
constraints, concerning boundary conditions, monotony, and
continuity of the similarity function, and building an optimal path.
One of the issues raised by the DTW algorithm is the long
execution time, the main reason for which is the full calculus of
DTW matrices, usually defined by distances between the elements
of the sequencies. This can be contained by restraining the calculus
to a low number of elements, the most likely to participate in the
definition of the optimal path by applying an adjusting window as
in figure 4, where the popular Sakoe-Chiba band [36] is applied.
Figure 7 presents the graphical rendering of a DTW matrix for two
sequencies s(#) and r(?), the Sakoe-Chiba band, in grey,
highlighting the optimal path, which does not lie entirely inside the
band. When applying the Sakoe-Chiba band, the optimal path
should lie inside the band and is figured in red in the image,
accompanying only inside the band the real optimal path figured
in black, thick where it lies within the band.

s()

v |
1)

Figure 7: Alignment of sequences 7, s, using the Sakoe- Chiba band, and the two
optimal paths, the real one (black) and the one lying inside the band, which
generally coincide.

The DTW algorithm was applied on power spectra of the
signal. The power spectrum on an analysis window is calculated as
sum of squared Fourier coefficients. One argument for using DTW
to align spectral series is the fact that the acoustic signals received
from devices of the same type share the same characteristics, such
as sampling frequency, so, the generated spectra have the same
lengths. Another premise is the fact that the interesting domain for
this type of application is under 15 kHz, or even 10 kHz, which is
demonstrated by figures 5, 6. This fact is used to align equal length
spectra by the DTW algorithm. In the experiments the sampling
frequency of the available audio files is equal to 44.1 kHz, the
Fourier spectrum covers the domain [0, 22.05] kHz, but if the
useful frequency domain is restricted to [0, 7.4] kHz and the
analysis frame is of 22ms, the number of features is 171 instead of
512.

Classification of a sequence of feature vectors using the DTW
algorithm consists in calculating the distortion between these
vectors and the template (training) sequences, and to select the
class whose templates show the smallest distortion with respect to
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the given feature sequence. The calculation involved in this
process is based on the distances between individual vectors in the
two sets to be compared. The distance may be evaluated in
different ways. We have applied two distance measures in the
calculus of the distortion measure, the Euclidian norm, and the 1-
norm (sum of absolute values).

3.3. Deep feedforward networks (FFNN)

The artificial neural networks (ANNs) were intended to
simulate human associative memory. They learn by processing
known input examples, and corresponding expected results,
creating weighted associations between them, stored within the
network data structure. Deep feedforward networks or multilayer
perceptrons (MLPs), are the quintessential deep learning models
[37]. The basic unit of a FFNN is the artificial neuron, which
expresses the biological concept of neuron [38]. They receive
input data, combine the input through internal processing elements
like weights and bias terms, and apply an optional threshold using
an activation (transfer) function, as shown in figure 8. Transfer
functions are applied to provide a smooth, differentiable transition
as input values change. They are used to model the output to lie
between ‘yes’ and ‘no’, mapping the output values between 0 to 1
or -1 to 1, etc. Transfer function are basically divided into linear
and non-linear activation functions. Non-linear transfer functions
are “S” — shaped functions like arctg, hyperbolic tangent, logistic
functions as in (7):

1

fO) = o) = — %)
Input
N ™ Where. .
R = number of
elements in
input vector

Figure 8: Structure of a neuron

The goal of a feedforward network for modelling and
classification is to define a mapping y = f(x, 6) and learn the value
of parameters € to ensure the best approximation of the expected
value y by the output of £, given the input x and parameters 6.
FFNNs have one or more hidden layers of sigmoid neurons
followed by an output layer of linear neurons. A layer of neurons
brings together the weight vectors and biases corresponding to its
neurons, so it can be expressed by a matrix of weights and bias
vectors, as in figure 9, 10. The transfer function is supposed to be
the same for each neuron in the layer. The general diagram of a
network is shown in figure 11, where the parameters to be tuned
are the weight matrices and bias terms applied at the level of each
layer, so that the output of the overall system would be close to
expected values. These networks are called feedforward because
the information flows in one direction through intermediate
computations and there is no feedback connection. The number of
neurons does not necessarily decrease with the layer level as
presented in figure 10, but usually the goal is to reduce the
dimensionality of the input layer, a process similar to feature
extraction. The computation corresponding to figure 12 can be
expressed by :
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qk = fi{(nrkﬂk—l. +bi'|:]
FEW(FF (W02 4 by ) + by )= €3]
FRW (P Wy (FF 2 (Wieeg@* 2 4 b)) + Byy)) + by ) = o=

Input Layeri
'Y ™ Where...
R = number of
slements in
input vector
§ = number of

neurons in Layer i

ar=f(wp+b)

Figure 9: Structure of a layer of neurons

Figure 10: A Feed Forward Neural Network with three highlighted layers

Input  Hidden Layer 1 Hidden Layer 2 Output Layer

Figure 11: Flow of data in a feedforward network
In equations (8) the known information is

e  The input parameters p, which might be measurements from
sensors (wind speed, temperature, humidity), parameters
coming from images (matrices of colours, or grey hues), or
parameters coming from acoustic signals (Fourier spectrum
on an analysis window, or more complicated parameters like
cepstral, linear prediction coefficients),

e The expected output: for instance, to solve a three classes
problem the output corresponding to each class input might be
defined as either unidimensional (a scalar value for each
class): (-1,0, 1) or (0, 1.2) or multidimensional (a vector for
each class):( (1, 0, 0), (0, 1,0), (0,0, 1)),

e The neural network architecture: number of hidden layers,
number of neurons on each layer, etc.

Unknown parameters are:

e weights at layer k: W,

bias terms at layer &: by

Learning the unknown parameters is performed during the
training process. Training of a FFNN can be made in batch mode
or in incremental mode [38]. In batch mode, weights and biases are
updated after all the inputs and targets are presented. Incremental
networks receive the inputs one by one and adapt the weights
according to each input. Usually, batch training is used. Equations
(8) have as unknowns, the weight matrices and the bias terms, and
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a much more numerous training known data (all the input data and
the corresponding expected values). This implicates the realistic
conclusion that there will not be any solution of the equation
system, so the training process looks for the values of the
parameters, weights and biases, that make the error between the
output value and expected output, minimal:

e(W, b) = XL,y — af(p, W, b))? €))

where N is the number of (input, output) pair samples.

To minimize the least mean square (LMS) expression in (&)
several schemes based on LMS algorithm using variants of the
steepest descent procedure, are used. MATLAB has implemented
and supports a range of network training algorithms among which:
Levenberg-Marquardt Algorithm (LMA), Bayesian
Regularization (BR), BFGS  Quasi-Newton, Resilient
Backpropagation, Scaled Conjugate Gradient, One Step Secant,
etc. To start minimization of (9) using any of these algorithms, the
user should provide an initial guess for the parameter vector 6=(W,
b). The performance of the system depends on this initial guess.
Most of the above algorithms try to optimize this process.

At the end of the training process, we get a FFNN model:

net = (Wi, by), k=12..K

(10)
where K is the number of layers in the network. To classify a vector
of datax = {xy, x2, ..., x4}, we “feed” it at the input of the network,
perform all the operations applying the weights and biases to the
input data, as in figure 11, and evaluate the output:

score = net (x) (1)
If we code the output classes y = {y;, v, ..., yc}, C the number

of classes, we compare the obtained output score to these values
and if score is closest to y. the input vector x will belong to class c.

We have applied the feedforward algorithm by feeding at input
two types of features: power spectrum features and MFCCs.

3.4. Long Short-Time Memory (LSTM)

LSTM [39] is an artificial Recurrent Neural Network, and as
any RNN is designed to handle sequences of events that occur in
succession, with the understanding of each event based on
information from previous events. They are able to handle tasks
such as stock prediction or enhanced speech detection. One
significant challenge for RNNs performance is that of the
vanishing gradient which impacts RNNs long-term memory
capabilities, restricted to only remembering a few sequences at a
time. LSTMs proposes an architecture to overcome this drawback
and allow to retain information for longer periods compared to
traditional RNNs. Unlike standard feedforward neural networks,
LSTM has feedback connections. It is capable of learning long-
term dependencies, useful for certain types of prediction requiring
the network to retain information over longer time periods, can
process entire sequences of data (such as speech or video). It has
been introduced in 1997 by the German researchers, Hochreiter
and Schmidhuber.
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The architecture of a LSTM Neural Network includes
the cell (the memory part of the LSTM wunit) and three
"regulators”, called gates, of the flow of information inside the
LSTM unit:

e input gate to control the extent to which new values flow into
the cell

e output gate to control the extent to which a value remains in
the cell

e forget gate to control to what extent the value in the cell is
used to compute the output activation of the LSTM unit

The LSTM is able to remove or add information to the cell
state, through these gates. Some variations of the LSTM, like the
Peephole LSTM or the Convolutional LSTM, ignore one or more
of these gates.

The cell is responsible for keeping track of the dependencies
between the elements in the input sequence. The activation
function of LSTM gates is often the logistic sigmoid function. The
connections to and from the LSTM gates, some recurrent, are
weighted. The weights are learned during training, they determine
how the gates operate. The diagram of a cell is presented in Figure
1(https://en.wikipedia.org/wiki/Long_short-term memory#
/media/File:The LSTM cell.png) and the LSTM flow is shown in
figure 13 (Understanding LSTM Networks -- colah's blog) .
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Figure 12: Structure of a LSTM cell
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Figure 13: LSTM chain
The calculations that solve the LSTM paradigm are [39]:

fe = o;(Wex, + Ushy_y + byf)
it‘ = O'g(Wl'xt + Uiht‘—l + bl)
0y = Ug(mxt + Uoht—1 + b,)
¢ = o.(Wexy + Uchy_y + b.)
Ce=frrc1tic G
he = o, - op(ct)
where the known data are:

(12)

e  x,c R% input vector to the LSTM unit,

e dand /- number of input features and number of hidden units,
respectively,
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Unknowns :

e f,¢ R"-forget gate's activation vector

e i, R" - input/update gate's activation vector

e 0.€R"- output gate's activation vector

e 1, eR"- hidden state vector (output vector of the LSTM unit)
e & eR"- cellinput activation vector

®  c/€Ry- cell state vector

o WeR™ UeRM beR"- weight matrices and bias vector
parameters which need to be learned during training

Activation functions are:

e 0 - sigmoid function

e o.- hyperbolic tangent function

e 0y - hyperbolic tangent function or, linear function

The LSTM training is made in a supervised mode by a set of
algorithms like gradient descent, combined with backpropagation
through time to compute the gradients needed during the
optimization process, in order to change each weight of the LSTM
network in proportion to the derivative of the error (at the output
layer of the LSTM network) with respect to corresponding weight.
With LSTM units, when error values are backpropagated from the
output layer, the error remains in the LSTM unit's cell. This allows
to avoid the problem with standard RNNs where error gradients
vanish exponentially with the size of the time lag between
important events. The system is trained using the equations (6).

4. Experimental results

The goal of the experiments was to evaluate the four
methodologies and find the optimal configuration for each one.
The experiments considered only three classes of sounds which
could exhaust the specific sounds in the forest environment
susceptible to illegal deforestation. They are chainsaw, vehicle,
and genuine forest sounds. The identification process was closed
set. Segments of 3s were considered and each segment was
evaluated individually. We have assessed several lengths of
subframes (analysis frames), based on an above remark (see
figures 2-4). So, the analysis frames lengths considered are mainly
22ms, 44ms, 88ms. Concerning the frequency interval length, [fiow,
[hign], we have investigated lengths of 3.7, 7.4, 10 and 12 kHz. We
have conducted these experiments using the MATLAB
framework.

The acoustic material contains 99 recordings of the three
classes of sounds, in average about 15s each, 39 were used for
training and 60 for testing. The testing set resulted in 685 segments
of three seconds. The performance of each of the approaches we
tested is presented subsequently. The performance was evaluated
in terms of Identification rate, the ratio of numbers of correctly
identified segments and the evaluated segments.

4.1. MFCC-GMM

We have applied GMM on the feature space consisting of Mel-
cepstral features, accompanied or not by ZCR and Spectral
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Flatness. We have tested several hierarchical clustering
initialization methods, using different distance measures between
branches, varied the number of Gaussian components, the number
of the cepstral coefficients, the values of the frequency interval
[flows frign], and the length of the analysis frame. On the given
acoustic material, the performance obtained with the PNN
initialization, using the Euclidian Standardized distance, were
slightly better than when using the other hierarchical methods. The
MATLAB settings for analysis frame, 25ms, fi,w =300 Hz,
Jhigh=3.7 kHz are the most beneficial. Moreover, adding ZCR and
SF improved the results. 12-13 GMM components and 13-14
MFCCs seemed to be the best configuration. Some results are
presented in Table 1. We have chosen to assign an identical
number of Gaussian components, as our acoustic material is
currently quite scarce, and the investigated problem is less
complex than, for instance, the task of an audio scene recognition.
A more rigorous approach should consider the structure of the
underlying acoustic feature space, as shown in [40], to assign the
number of components to each category of sound.
Table 1: Performance of AESR using the MFCC-GMM approach, with

additional ZCR and SF features, different values of fj,,, and fj;,, expressed in kHz,
number of Gaussian components, number of Mel-cepstral coefficients

2z " Identification Rate
s | 8
IR o | -
low high 8< § @ < —_— E
AHERRIERE
olo| O 2 > ]
2103 |37 |14 |13 | 6647 | 77.16 | 61.07 | 68.07
5103 |4 13 |13 | 61.85] 76.72 | 59.92 | 66.27
20 37 |14 |13 | 67.63 | 79.31 | 56.87 | 67.47
'g 03 |37 |14 |13 | 62.43 | 80.17 | 62.21 | 68.52
=103 |37 |15 |13 ]60.69 | 80.17 | 62.21 | 68.07
G103 [37 15 [12 [ 67.63]76.29] 61.83 | 68.37

4.2. Spectra Alignment using Dynamic Time Warping

On applying DTW we have aligned Fourier Power Spectra.
More precisely, we have aligned segments of these spectra defined
on frequency intervals [fiow, frign]. The frequency domain was
restricted to some intervals included in [0, 7400] Hz. The length of
the analysis window was set to 22ms. For analysis frames of 22ms
the number of samples per frame, given the sampling frequency of
44.1 kHz, is 970, and the length of the Fourier Transform is the
closest power of 2 greater than the number of signal samples, that
means 1024. For shorter frequency intervals the corresponding
Fourier subset involves less samples, less data to be processed, and
a shorter execution time:

e [0,7400] Hz - 171 samples;
e [0,3700] Hz - 86 samples;

e [300,3700] Hz - 80 samples;
e [300,7400] Hz - 165 samples.

For this reason, the length of the analysis frame was set to
22ms. A 25ms frame would have meant a 2048 long Discrete
Fourier Transform, and hence, power spectrum.
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We have compared the performance of the DTW alignment for
several lengths of the frequency interval [fiow, fhign], different
lengths of the Sakoe- Chiba band, and the two distance measures
in the calculus of the distortion measure, the Euclidian norm, and
the 1-norm (sum of absolute values). The best results for analysis
frames of 22ms, fiow=0, fiig=7.4 kHz, for the largest applied
Sakoe- Chiba band, and the 1-norm. Some of the results can be
viewed in the table 2.

Table 2: AESR Performance Using Dynamic Alignment of Power Spectra

intervals of various lengths and applying Saloe-Chiba windows endowed with
different widths

- Identification Rate
5| 2l 2| 2| ®
z| = 2 2 2 S
S| R @]
15 0 7.4 | 69.57 | 74.14 | 67.94 | 70.44
0 3.7 15739 | 81.9 | 67.94 | 69.06
0 11 50.43 | 76.72 | 67.94 | 65.19
'g 20 | 0 7.4 | 68.7 | 75.86 | 67.94 | 70.72
5 0 3.7 |1 57.39 | 83.62 | 67.94 | 69.61
z 25 0 3.7 | 57.39 | 84.48 | 67.94 | 69.89
0 7.4 | 68.7 |76.72 | 67.94 | 70.99
30 0 7.4 | 69.57 | 76.72 | 67.94 | 71.27
0 3.7 |1 57.39 | 86.21 | 67.94 | 70.44
| 20 0 3.7 | 58.26 | 86.21 | 66.41 | 70.17
o 0 7.4 | 68.7 |76.72 | 67.18 | 70.72
g 0 3.7 | 58.26 | 87.07 | 66.41 | 70.44
=025 103 |74 |66.09 | 77.59 | 67.18 | 70.17
g,‘% 0 7.4 | 68.7 |77.59 ] 67.18 | 70.99
30 | 0 7.4 | 68.7 | 77.59 | 67.18 | 70.99

4.3. Experiments using the FFNN

We have applied FFNN methodology in two hypostases: the
first by feeding at input Mel-cepstral features (coming with or
without Spectral Flatness, and/or ZCR) and the second, by feeding
Fourier power spectrum features. In the first case we have
extracted 12 to 20 Mel-cepstral coefficients, on an analysis
window, using different frequency intervals [fiow, fhign], and
different analysis window lengths. In the second case the number
of coefficients depended on the length of the frequency interval.

At training we fed the information at the of sample level, each
sample being associated with the expected outputs 1, 0 or -1,
depending on the nature of the sound sample (chainsaw, genuine
forest, vehicle engines). A sample in this case means a feature
vector (of Mel-cepstral coefficients or Fourier spectrum
coefficients, etc., calculated on an analysis window).

We applied the batch training and evaluated the BR, and LMA
training algorithms. At classification, when training by feeding
vectors of features, we evaluated each 3s segment by assessing
each sample in the segment and finally the whole segment. A
sample belongs to a certain class if its output score in (11) is closest
to the respective class expected output, 1, 0 or -1. The overall
decision on the 3s level is taken by applying one of the rules:
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e  Majority voting (the segment is associated with the class for
which most of the samples of the segment belong to the
respective class);

e Average output: the average output score of the samples on
the segment is closest to the expected output of a certain class.

Concerning the network architecture, we have tested several
configurations of FFNNSs, 2 to 4 layers, with 6 to 10 neurons on
each layer. As the performance of the test depends on the
initialization of the training process, we provided 5 tests for each
configuration. Because of the great choice of parameters, such as
the length of the analysis window, or fi,w, fhign, and configurations
to be investigated, we could not exhaust all the possible
combinations. The tables 3 and 4 present some relevant results.

Table 3: FFNN — MFCC -results of 5 tests using networks of 4 layers, with 9, 8,
7, 6 neurons respectively 88ms analysis windows, , [fiow, fuigr] =[0, 7.4] kHz, 18
Mel-coefficients, and Spectral flatness. Training was accomplished by Bayesian
Regularization, and classification using the majority voting rule

Chainsaw | Forest | Vehicle | General
testl 52.36 93.10 | 62.69 70.13
test2 51.83 75.86 | 62.69 64.13
test3 48.69 89.66 | 60.00 66.91
test4 50.26 81.90 | 68.46 67.94
test5 58.64 93.10 | 61.92 71.60

Table 3 shows one the best performance, identification rates
expressed in percent, obtained using Mel-cepstral features as input,
using a 4 layers FFNN, with 9, 8, 7, 6 neurons on each layer, 88ms
analysis windows, [0, 7.4] kHz, frequency interval for which the
coefficients were computed. 18 Mel-coefficients were extracted,
and Spectral flatness and ZCR added on each analysis frame.
Training was accomplished by Bayesian Regularization, the
default in MATLAB, and classification using the majority voting
rule. The average performance was 68.14%. Similar results were
obtained using other configurations, for instance an identification
rate of 67.43% was achieved with a 3-layer network, 88ms analysis
frame, [fiow, frign] =[0, 10] kHz, 17 Mel cepstral coefficients, with
SF added. However, all the tests provided a low identification rate
for the “chainsaw” class. This performance is lower, or comparable
to the ones obtained applying the classical GMM and DTW
approaches.

Table 4 presents the results of 5 tests using FFNN of 4 layers,
with 9, 8, 7, 6 neurons respectively, with Power Spectrum
coefficients as input, 88ms analysis windows, [0, 7400] Hz
frequency interval for spectral features. At training we applied the
Bayesian Regularization algorithm and at classification the
majority voting rule. The average performance was 78.82%.

Table 4: FFNN — Power Spectrum — results of 5 tests using networks of 4 layers,
with 9, 8, 7, 6 neurons respectively, 88ms analysis windows, [fiow, fhign] =[0, 7.4]
kHz, training models obtained by Bayesian Regularization and classification using
the majority voting rule

Chainsaw | Forest | Vehicle | General
testl 74.86 9224 | 74.61 80.67
test2 65.96 91.37 | 78.46 79.35
test3 78.01 87.06 | 77.69 80.96
test4 67.53 80.17 | 78.46 75.98
testS 75.39 77.58 | 78.07 77.16
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Tables 5 and 6 present some relevant results obtained using the
LMA algorithm at training.

Table 5 presents the identification rate (in percent) of 5 tests
using a 4-layernetwork, an analysis frame of 88ms, [fiow, fhign] =[O0,
10] kHz, 18 Mel cepstral coefficients, without adding extra
parameters. At classification, the majority voting rule was applied.
The average achieved performance was 69.54%.

Table 5: FFNN — MFCC -results of 5 tests using networks of 4 layers, with 9, 8,
7, 6 neurons respectively 88ms analysis windows, , [fiow, figr] =[0, 10] kHz, 18
Mel-coefficients. Training was accomplished using LMA, and classification using
the majority voting rule

Chainsaw | Forest | Vehicle | General
testl 58.12 90.52 | 70.77 73.94
test2 52.36 85.35 | 65.39 68.52
test3 44.50 87.07 | 75.00 70.57
test4 40.31 76.72 | 67.31 62.96
test5 49.74 87.93 | 72.31 71.30

Table 6 presents the results of 5 tests using networks of 3
layers, with 9, 8, 7 neurons respectively, 88ms analysis windows,
and the frequency interval [0, 3700] Hz, applying LMA training
and classification using the majority voting rule. The average
recognition rate was 79.17%.

Table 6: FFNN applied on Power Spectra results of 5 tests using networks of 3
layers, with 9, 8, 7 neurons respectively, 88ms analysis windows, , [fiow, fiign] = [0,
3700] Hz, training models obtained by LMA and classification using the majority
voting rule

Chainsaw | Forest | Vehicle | General
testl 72.77 84.48 | 77.69 78.62
test2 75.39 79.31 85.76 80.67
test3 69.11 89.65 | 69.23 76.13
test4 69/63 90.08 | 79.61 80.38
testS 64.92 87.93 | 84.23 80.08

Table 7: FFNN applied on Power Spectrum results of 5 tests using networks of 4
layers, with 10, 9, 8, 7 neurons respectively, 88ms analysis windows, [fiow, fiign] =
[0, 3700] Hz, training using LMA and classification and the average score on the
3s frames

Chainsaw | Forest | Vehicle | General
testl 50.26 92.24 | 65.769 70.42
test2 61.25 95.69 | 70.769 76.57
test3 43.97 94.82 | 65.00 69.25
test4 53.40 93.10 | 70/38 73.35
testS 57.59 98.27 | 62.30 73.20

Table 8: Average Identification rates obtained using FFNN applied on Power
Spectra, with 3 layers with 9, 8, 7 neurons, respectively, using different values
for fiin and lengths of the analysis frame, training with Bayesian Regularization
and majority vote classification.

analysis frame lengths

22ms | 44ms | 88ms

2 [0,3700] | 71.04 | 76.31 | 78.83

S = [0, 7400] | 74.98 | 76.02 | 77.22

% g <110, 10000] | 69.64 | 74.76 | 76.02

& & &E] [0, 12000] | 72.61 | 75.17 | 74.00
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Table 7 contains the results of 5 tests applying FFNN to
spectral coefficients, calculated on the frequency domain [0, 3.7]
kHz, using a 88ms analysis windows, and applying the LMA
training on 4-layer networks with 10, 9, 8, 7 neurons. The
classification algorithm used the average score on 3s frames. The
average performance was 72.56%.

0.8
0.75
0.7 I I I
0.65 I
3700 7400 10000 12000
m22 W44 m88

Figure 14: Average Identification rates for different values of f;;,; and length of
the analysis frame

As an overall conclusion of the results, the Fourier spectrum as
input to FFNN yielded very good results when applying the
classification majority vote rule. The average score rule produced
poorer results, with a low performance for the “chainsaw” class,
but they are still better than using Mel-cepstral analysis or the
GMM and DTW approaches. The BR and LMA produced
comparable results, maybe LMA results were more balanced
among the 5 tests (the standard deviation among the identification
rates is lower). Concerning the network architecture for the Fourier
spectrum variants of 2, 3 or 4 layers produce comparable results,
especially when using the majority voting rule. The LMA training
resulted in performance quite similar results as those obtained
using the BR, for many configurations besides the one illustrated
in Table 6, and the results are well balanced among the three
classes of sounds. Perhaps the identification rates for the
“chainsaw” class are a bit lower. In what concerns the average
score classification, the 3 layers FFNN seemed to work better than
4-layer nets.

Concerning the analysis window, the results are better in all the
cases for lengths of 44ms or 88ms. Table 8 and Figure 14 present
the average overall identification rates for the FFNN applied on
power spectra using the BR training, and majority voting at
classification, several analysis window lengths and frequency
intervals. The best average score is obtained for the spectrum
restricted to [0, 3700]Hz, and an analysis window of 88ms, but in
fact the results are very close among the frequency intervals.
Among the 5 tests for each configuration there were many
identification rates above 80%.

With regard to the results obtained using the Mel-cepstral
coefficients as input, the conclusion concerning the optimum
analysis window length is that window lengths greater than 44ms
produced better performance. The frequency intervals [0, 7.4] kHz
and [0, 10] kHz yielded better results. The general conclusion is
that adding Spectral flatness and sometimes ZCR helped to
increase the performance, although the example of Table 5 is an
exception.
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4.4. Experiments using the LSTM

In the experiments using LSTM we used the same input as in
the FFNN experiments. The number of hidden units was set to 100
and each cell configured with 5 layers, the default MATLAB
configuration. Table 9 presents the best results obtained so far by
applying LSTM. We have fed as input 18 dimensional sheer Mel-
cepstral vectors, calculated on 44ms analysis window and filtering
the frequency domain to [0, 12] kHz. The average performance
among the 5 tests is 64.85%. As can be seen the identification rates
are unbalanced among the three classes. In any other
configurations the results were even worse.

Table 9: Results of 5 tests using LSTM applied on an input set of Mel-cepstral 18-

dimensional vectors, calculated on 44ms analysis windows, and the frequency
interval of [0, 12] kHz

Chainsaw | Forest | Vehicle | General
testl 48.69 86.20 | 47.69 61.05
test2 | 37.69 93.10 | 56.92 63.83
test3 | 42.40 97.41 | 45 62.07
test4 | 67.53 90.51 | 47.69 67.78
testS | 62.82 93.10 | 53.46 69.54

Concerning the experiments using as input the Fourier
spectrum we failed to obtain interesting results, as the network did
not behave well at training Figures 15, 16 present the estimation of
the achieved accuracy during the training process for LSTM
applied to Mel-cepstral input and power spectra respectively.
While the first process achieves maximum accuracy in less than
100 iterations the LSTM applied to power spectra achieves less
than 80% in more than 300 iterations.

Training Progress (10-Sep-2020 10:41:54)

Figure 15: Accuracy estimation during training for a LSTM - MFCC process

Training Progress (10-Sep-2020 16:09:38)

Figure 16: Accuracy estimation during training for a LSTM applied on Fourier
power spectra.
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Regarding the experiments using as input the Fourier spectrum
we failed to obtain interesting results, as the network did not
behave well at training Figures 15, 16 present the estimation of the
achieved accuracy during the training process for LSTM applied
to Mel-cepstral input and power spectra respectively. While the
first process achieves maximum accuracy in less than 100
iterations the LSTM applied to power spectra achieves less than
80% in more than 300 iterations.

5. Conclusions and future work

The goal of this study was to test some state-of-the-art
methodologies applied in AESR, Gaussian Mixtures Modelling,
Dynamic Time Warping, and two types of Deep Neural Networks,
in the context of forest acoustics. Another specific objective was
to evaluate the behaviour of these techniques, in several
configurations, such as different lengths of the analysis window,
or find the frequency intervals on which the Fourier spectrum is
more relevant for such type of applications.

We have succeeded to achieve significantly better
performances using Feed Forward Neural Networks, in a certain
setup, compared to the classical methods, GMM, and DTW. We
used two types of networks (Deep Feedforward Neural Network
and LSTM) and have fed as inputs two types of data, Mel-cepstral
and Fourier power spectral coefficients. In this context we tested
two training methods, the Levenberg-Marquardt Algorithm, and
the Bayesian Regularization, and two different classification
approaches.

Deep Feed Forward Neural Networks experiments output the
best results when using the sheer spectral features, and especially
when using the majority voting rule, with an average identification
rate of over 78%, with about 10% higher than other methods
performance. This fact suggests that FFNN, based on Fourier
spectral features, using a less complex processing sequence, is able
to produce more valuable features than the elaborate Mel cepstral
analysis. A difference is in the number of features at input, while
the Mel features are fewer than 20, the spectrum on [0, 7400] Hz
frequency interval means about 170 coefficients.

- Logasithm and
TEqUENCY CONVersion DCT
fitering

TRANSFORMS

Figure 17: FFNN using Mel cepstral input applies a range of transforms
(frequency conversion. spectrum filtering, logarithm, Discrete Cosinus
Transform) on the Fourier spectrum and feeds the result to the network

4000 3500 3000 2SN0 2000 1500 1000

Figure 18: FFNN using Fourier Spectrum coefficients as has a simpler
schema, and probably devises more valuable features through the layers of
the network

Figures 17, 18 summarize this idea. Figure 17 presents the
more complex row of operations to be accomplished on the power
spectrum when the input to the FFNN involves Mel-cepstral
analysis. Figure 18 presents the straightforward processing of
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spectrum by the FFNN, when just spectral coefficients are fed to
the network.

The disappointing results using the LSTM network may have
several reasons. One of them may be the unproper use of the LSTM
MATLAB tool. A second reason may reside in the fact that this
type of network might be not suited to the kind of problem we want
to solve.

Another advantage of using FFNN is the fact that it is easy to
implement in programming environments other than MATLAB.
While the models can be generated in MATLAB, the classification
part can be implemented in other programming languages, like
C++, Java, etc. using the parameters established at training.

Concerning the length of the analysis window the experimental
results have shown that its length must be set above 44ms or
higher. We have chosen the length of the analysis window
somehow empirically, therefore the use of an analytical approach,
e.g., [41], to establish the proper length of the frame would be a
future direction of research.

We could not draw a well-founded conclusion about the
optimal frequency interval, as for 3.7 kHz to 10 kHz, the results do
not vary too much.

Although the neural networks have apparently the advantage
of training jointly several classes of data, this did not result in
better results in comparison with the classical methods.

As future work we intend to extend our research by including
the CNN framework.

Another important objective would be investigation of
methods to merge decision of several sources, possibly by using a
probabilistic logic.

Another important objective is to extend the field of research
to other AESR applications, in the field of scientific environment
monitoring (e.g., detect bird or species), or early detection of
disasters such as land sliding or avalanches, where acoustic
emissions are among the data used as input.
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A methodology of medical signal-based biometrics has been proposed in this paper for
implementing a human identification system controlled by electroencephalogram in respect
of different color stimuli. The advantage of biosignal based biometrics is that they provide
more efficient operation in simple experimental condition to ensure accurate identification.
Red, Green, Blue (primary colors) and Yellow (secondary color) were chosen as the color
stimuli for making more comfortable EEG regenerating environment. Four supervised
classification models, namely, Logistic Regression (LR), K- Nearest Neighbor (KNN),
Support Vector Machine (SVM) and Random Forest Classifier (RFC) were trained and
tested for assessing the performance of the EEG based biometric identification, with five-

fold cross-validation. Four different measures (sensitivity, specificity, accuracy and area

under the receiver operating characteristic curve) were used to evaluate the overall
performance. The results suggested that Blue color stimuli perform the best among all the
color stimulus with an accuracy ranging from (77.2-88.9%,). The classifiers identify each of
the subjects with any color having an accuracy ranged from (70.9-88.9%), and the RFC
shows the best accuracy which is 88.9% in the case of blue color stimuli.

1. Introduction

Biometrics refers to the process of identifying and
authenticating a person based on a unique identifier. By utilizing a

This paper is an extension of work originally presented in 1st
International Conference on Advances in Science, Engineering
and Robotics Technology 2019 [1]. The presented paper utilized
electroencephalogram (EEG) for medical biometrics using color
stimuli using only one classifier (artificial neural networks) where
the current article is expanded further to validate the EEG based
biometrics using multiple machine learning models. Also, this
paper examines the utility of the different color stimulus on the
EEG based human identification system.

*Corresponding Author: Md Mahmudul Hasan, 2 Rochester Terrace, Brisbane,
QLD 4059, Australia; Email: mahmudul . hasan.eee kuet@gmail.com
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person's unique feature, the human identification system is built
for different security applications. Existing biometric systems use
knowledge or possession-based features like passcode, PIN,
fingerprint, voice which are extensively being used for device
security and other security purposes [2]. There are some
limitations in the existing authentication technologies, for
example, the fingerprints can be replicated, and facial detection
can be fooled [3]. The Boston Marathon bombing incident has
shown the failure of the so-called advanced facial identification
system [3]. Furthermore, with the development in hacking
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techniques such as replication of fingerprints has resulted in
reduced reliability of the conventional biometric identification
systems [3, 4].

In the given circumstances, unique electroencephalogram
remains the only choice due to its non-biasing nature [3-6]. For this
reason, physiological signal based biometrics such as EEG uses
neurons activity is becoming research of interest due to its person
to person variability characteristics [7]. To utilize the medical
signals for biometric identification, a study was performed [3],
where the authors have tried to develop an EEG-based approach in
order to make an efficient human identification. In [3], the authors
found the beta band as the most influential rhythm of EEG for
human identification.

However, generating similar EEG signal frequently is tough
and can’t be declared as a standard method. The main issue with
the EEG is that it is variable and needs a specific environment to
reproduce the similar patterned brainwave [3, 4]. To simplify this
experimental condition, the use of color stimuli is the right choice.
Every color has a unique effect on the brainwaves, which was
observed by statistical analysis of the signal as per the previous
studies [8]. In [4], the authors explained that frequency domain
shows better performance than time domain, and the value of
power spectrum density varies a lot among individuals while varies
a little within an individual. It is also observed that the use of both
time and frequency domain feature comes out with the best
performance for human identification system [4]. A study
developed an EEG based architecture for identifying the
individuals based on the brainwaves using color stimulus based
experiment, which was performed on three participants in a
laboratory-based work [9]. The authors used three fundamental
colors (Red, Green and Blue) [10] and one secondary color Yellow
color stimulus for human identification purpose. The results
suggested that the blue color is the most sensitive to the human
identification, whereas the secondary color Yellow gave the worst
performance in identification. The study showed promising results
but utilized only one classifier (ANN) for the classification
approach and only one performance measure (mean square error)
for the assessment of the system [1]. However, considering the
sensitivity and specificity metrics are most important for an EEG
based detection system. As higher sensitivity with lower
specificity leads to the higher false alarm, and the opposite trend
causes the missing of a lot of positive states, a compromise
between the two metrics is crucial. Though there are very limited
works on the field of biometric identification using brainwaves,
these systems are worth for the IoT devices and cyber security with
the application of Al.

In this study, the data was recorded using the BIOPAC® data
acquisition unit, the pre-processing and feature extraction was
done using the Acgknowledge 4.1® software [11]. Most
importantly, four supervised classification models, namely,
Logistic Regression, K- Nearest Neighbor (KNN), Support Vector
Machine (SVM) and Random Forest Classifier (RFC) were
trained and tested for evaluating the performance of each of the
EEG rhythm, with five-fold cross-validation. Moreover, four
different performance measures (sensitivity, specificity, accuracy
and area under the receiver operating characteristic curve-
AUROC) were utilized to examine the performance of the human
identification system.
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The following part of this paper is organized as follows- a brief
methodology, including experimental design and tools, then the
result section with the findings. Last, the paper was concluded with
as short summary, followed by a discussion on the outcomes,
research implications and future works.

2. Methodology
2.1 Experimental Design

The experiment was conducted in the laboratory-based
environment. The different steps for developing the
electroencephalogram based human identification system by color
stimuli is shown in Figure 1. With the given experimental
conditions, EEG were obtained by the BIOPAC® system from the
selected participants. The next step is removing the noise and
artifact due to eye blinking and body movement. Then FIR band
pass filter was utilized to separate bands in Acqknowledge 4.1
software. Afterwards, eight features were extracted for each band,
and the selected features were supplied towards the machine
learning tools. Four different supervised learning techniques,
namely K-nearest neighbors (KNN), support vector machines
(SVM), logistic regression (LR) and random forest classifier
(RFC) were developed in python 3.6.9 platform, and models were
applied for human identification. The best classifier was evaluated
by comparing their performance metrics.

| Human Brain |

J L

Brain Signals (EEG)

JL

Signal Preprocessing

Feature
Extraction

Time Domain Features

Ly

Frequency Domain Features
Classification

J L K'J—I

| Human Identification |

S L

| Performance Evaluation |

Figure 1: Block diagram of the proposed EEG based human identification system
2.2. Experimental Equipment

2.2.1. Hardware tool

For the signal acquisition, a BIOPAC® MP 36 system [11] was
used at the Biomedical Engineering Lab, Khulna University of
Engineering and Technology (KUET), Bangladesh. This is a wired
data acquisition system which has a signal acquisition and a
processing unit to interface with the computer.
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2.2.2. Pre-processing software tool

As a software tool, BIOPAC student Lab Pro® was used to
record the physiological signals. Acgknowledge 4.1% software was
used for the feature extraction purpose [11,12]. Machine learning
based classification models were developed and applied in the
python 3.6.9 version in Google Colab platform, which is research
based online environment affiliated by Google .

2.3. Participants

For participation in this experiment, recruitment was done with
online advertisement on Facebook, Twitter and LinkedIn. In total,
three subjects participated in the experiment who were male,
healthy and not suffering from any color blindness or
psychological illness. The color blindness was tested using the
Ishihara 38 Plates CVD Test [13] upfront after they arrive in the
laboratory to check their vision and to ensure they are not suffering
from difficulties in choosing colors, especially the deuteranopic
vision (red-green color blindness). Then, color stimulus were
shown in a computer monitor (21.5" with a 1920 x1080 resolution)
while they were instructed to focus on indefinite color for 15
minutes long, with their normal blinking. In total, twenty trials
were taken for each color (red, green, blue and yellow). The
electrodes were placed on the right central (C4), and the right
occipital (O2) position.

Figure 2: Experimental environment in BME, KUET

2.4. Experimental Procedure

2.4.1. Signal Preprocessing

The recorded signal contains artefacts due to muscle
movement, eye blinking, hand movement and the background
effect behind the color stimulus, the primarily obtained EEG
signals could have contained noise. Additionally, the line
frequency was 50 Hz, which also adds noise to the data. To pre-
process raw EEG was gone through band-pass finite impulse
response (FIR) filter with a range of 0.5 to 44 Hz, as it removes the
non-linear trends of the signals. Later, the signals was further
smoothed, taking a moving average over a short period of the
signal. The pre-processing makes the signal viable for extracting
different time and frequency domain features.

2.4.2. Feature Extraction

Feature extraction is one of the major steps of biosignal
processing and analysis, which contains valuable information from
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the time-series signal. Several features were extracted in time and
frequency domain, including maximum value (Emax), standard
deviation (STDDEV), skew (sk), kurtosis (k), power spectrum
density (PSD) mean, PSD max, Fast Fourier Transform (FFT)
mean, FFT max (total eight feature) were extracted for different
subjects using the Acknowledge 4.1® software. The feature were
tabulated in the excel sheet for the future stages.

2.4.3. Feature Scaling

Machine learning models work on different strategies, and thus
the range of the feature values is an essential factor. The features
extracted from time and frequency domains have a different range
in their magnitude. Since different machine learning models works
with different features putting them in a same matrix, it is
necessary to put all the features in a same range, which is referred
to as feature scaling. Two common types of feature scaling is done
in preliminary data: standardization and normalization [14]. As a
part of the normalization process, MinMaxScaling was performed
in this study in python platform. Using the MinMaxscaler()
function from sklearn library. Here the data is shrunk within a
range between [-1,1].

X~ Xmin
X = L mn 1
new Xmax— Xmin ( )

If X0y, 1s symbolized as the the normalized value of a feature
point X, within a range X,,;, and X4, then the normalization

formula can be given by the equation (1) [14].
2.5. Classification

The ultimate goal of the study is to identify the individual by
means of the EEG features, applying the machine learning
techniques. Machine learning is a hot topic nowadays, which is
referred to as the application of artificial intelligence, which
provides a system capable of learning nature of a given dataset.
Basically, there are three categories of Machine Learning models
and application, supervised learning, unsupervised learning and
reinforcement learning. Supervised learning is extensively used for
the classification and regression problem [15]. Previous studies
worked with EEG have used supervised learnings, especially KNN
[16], SVM [17], RFC [18] and LR [19]. Based on the previous
studies, these four classifiers were chosen for the data
classification in this research. Moreover, these models works on
different algorithms of learning from the given data points, which
might be worthful to see which one perform the best for the human
identification purpose.

2.5.1. Logistic Regression

The simplest way to classify data points was linear regression,
and the disadvantages of the linear regression models were
overcome by the logistic regression models. Logistic regression is
a supervised learning model, which works based on the linear
method, and the predictions are made using a logistic or sigmoid
function o(t). The sigmoid function is an 'S' patterned curve that
takes a real number and maps within a range between 0 and 1,
which is given by equation (2).

o) =

et 1
et+1 1+e~t

@
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Contemplating the two types of variables, dependent and
independent, Logistic regression predict dependant variable basing
on the independent variable. The 'C parameter was tuned here in
the Logistic Regression model to lessen the overfitting problem,
which could produce over-optimistic results [20].

2.5.2. K-nearest neighbours (KNN)

One of the simplest supervised learning models is KNN, which
is a non-parametric method where k nearest training examples in
the feature space is taken as input and neighbours vote do the
classification generally used for classification and regression. At
the very starting point, KNN read the value of K, type of distance
D and test data; then it finds the K nearest neighbours D to the test
data and thus sets the maximum label class of K to test data. The
same processes are gone through an iterative process named
looping. In details, its algorithm initializes the value of K from 1
(setting as initial iteration value). After loading data, iteration from
initial K =1 (generally) to the total number of training data point.
Then, distances specifically Euclidean distance between test data
and each row of training data is measured and sorted in ascending
order to get topmost K rows from the sorted array and the most
frequent class is returned as the predicted class [21]. The value of
K was tuned, and the K for best efficiency was chosen in the
classifier model in this research to reduce overfitting. With the
chosen 'K' value the model was further developed, trained and
tested with the given data.

2.5.3. Support Vector Machines (SVM)

One of the most popular supervised learning approaches, SVM
aims to obtain a hyperplane which classifies the data point (data
points can be at any side of hyperplane) in feature dimensional
space while depending on both linear and non-linear
regression. Data points distance across to hyperplane are called
support vector whose detection can exchange hyper plane's
location [21]. The model used a Gaussian kernel for SVM
classifier in this research due to the non-linear trend of the dataset.
Two parameters- 'C' and 'gamma' was adjusted within a set of
values using the grid search algorithm to reduce the overfitting
problem, which could cause a non-generalized model.

2.5.4. Random Forest Classifier (RFC)

In addition to the binary logic or decision tree-based classifiers,
ensemble-based models are now getting popularity due to their
robustness. Random forests are made of individual decision trees
with a logic of group of weak learners to finally make a strong
learner while the decision trees operate as divided or conquer. A
class is predicted from every decision tree and a final class is
predicted by model depending on their vote [21]. Two parameters
were tuned in the RFC models, namely, 'n_estimate', which implies
the number of trees in the forest and 'max-depth' which signifies
the depth of each tree. With the tuned parameters, the model was
further developed, trained and tested to find out the performance
measures.

2.6. Performance Measures
2.6.1. Sensitivity or True Positive Rate (TPR)

True positive rate or Sensitivity is the proportion of the true
positives (desired factor), which is correctly identified from the
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given test set [22]. The definition of sensitivity can be provided by

equation (3), where, TP = True Positive and FN = False Negative.

In this study, sensitivity is the measure of the proportion of

successfully identifying a specific person.
TP

TP+ FN

2.6.2. Specificity or True Negative Rate (TNR)

3)

Sensitivity =

True negative rate or Specificity is the proportion of true
negative (undesired factor) in which was correctly excluded from
the given test sets [22]. The definition of specificity can be
provided by equation (4), where, TN = True Negative and FP =
False Positive. In the case of this study, specificity is the measure
of not correctly identifying a specific person.

Specificity = TNT:]FP 4

2.6.3. Accuracy

The accuracy is the proportion of true results, in an experiment,
being either true positive or true negative [22]. The definition of
accuracy can be provided by equation (5), given that TP = True
positive, TN= True Negative, FP= False Positive and FN = False
Negative. In this study, accuracy is the proportion of the successful
identification, either a specific person or not being that person.

TP+TN
TP+TN+FP+FN

®)

Accuracy =

2.6.4. Area under the receiver operating characteristic (ROC)
curve (AUC)

A system having a higher discrepancy between sensitivity can
cause false alarm or missing positive states (in this case,
identification of a specific individual). Therefore, it is essential to
find out the best compromise between them. As a part of this step,
ROC is performed, which is a plot of the sensitivity (true positive
rate) against the (1- specificity) or false positive rate. Here all the
possible combination of TPR and FPR are plotted, showing the
trade-off between them [23].

Validation of the performance of the models is an important
step towards evaluation of a model. Five-fold cross-validation was
done in this study while evaluating the performance measures. The
mean value and the standard deviation (SD) were noted,
considering the five experimental validations. As the classification
is a four-class problem, one vs. all method was used in all the
classification approach, splitting the four-class problem in binary
class. Thus, the mean sensitivity, specificity and AUC was
calculated from the obtained confusion matrix, which was used for
further analysis.

3. Results
3.1. Data visualization

Visualizing the data is one of the main steps to understand the
data points, and thus it helps to take the further decisions in the
machine learning approach. The data points found from the
selected features were plotted in box and violin plots to observe
the range of each of the features. The following Figure 3 shows
that the time and frequency domain features are having a versatile
variation in the range. Range of the difference features varies
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among themselves either in the time domain or in the frequency
domain. Thus, feature scaling was done on the given dataset, and
the scale features were supplied to the learning models.

SD I—.—l ‘

sen] ¢
Kurtosis I‘I—N
PSD_Mean b
PSD_Max .—I‘H + +
FFT_Mean }
FFT Max l-l

T T

Figure 3: Boxplot of part of the EEG data showing the varying magnitude of
different features

3.2. Classification Performance

Finalizing the feature scaling, the scaled features were supplied
towards the machine learning models after necessary parameter
tuning. Four different performance measures were evaluated,
namely, sensitivity or true positive rate (TPR), specificity or True
negative rate (TNR), accuracy and area under the receiver
operating characteristic (ROC) curve (AUC). The obtained results
are listed below in Table 1, which visualizes the performance
metrics with respect to the classification models.

Table 1: Performance measures (mean value) for EEG biometrics using four
different classifiers, using a five-fold cross-validation

LR KNN SVM

Sensitivity 75.4 70.6 77.1 748
Specificity 72.5 70.7 76.6 81

Red Accuracy 79.1 74.1 783  79.8
AUC 74.1 80.3 69 83.7
Sensitivity 89.8 90.9 84.1 933
Specificity 89.8 80.8 81.9  90.6
Accuracy 82.8 81.7 77.2 889

Stimuli

Blue

Stimuli AUC 75.6 84.1 77.3 90
Sensitivity 76.6 72.9 68.6 833
Specificity 75.8 77.4 71.8 763

Green Accuracy 75 70.9 81 83.6

Stimuli AUC 78.6 80.6 70.4 838

Yellow Sensitivity 76.4 76.11 733  84.1

Stimuli

75.63 73.5 844
74.69 76.5 86
72.83 79.5 84

Specificity 81.6
Accuracy 75.5
AUC 76.9

WWww.astesj.com

3.2.1. Scenario-1: HID using Red Color stimuli

While using the red color stimuli for human identification, the
performance measures (mean + SD) obtained from the human
identification from four different classifiers, namely logistic
regression (LR), K-nearest Neighbours (KNN), Support Vector
Machine (SVM) and Random Forest Classifier (RFC) are shown
in the Figure 4. The plots show that the gap between sensitivity and
specificity is highest in RFC (6.1%) and lowest in the case of KNN
(0.1%). RFC shows the highest gap between sensitivity and
specificity (6.1%). Overall, considering the accuracy and ROC,
RFC gives the best performance with an accuracy of 79.8%.

Performance Measures
HID using Red Stimuli

100
90 T
80 . I
70 |
60
50
40
30
20
10
0
Logistic KNN SVM RFC
Regression
B Sensitivity M Specificity M Accuracy AUC
Figure 4: Performance measurement of red stimuli
Performance Measures
Blue Stimuli
100
T
T
80 T T
60
40
20
0
Logistic KNN SVM RFC

Regression

M Sensitivity M Specificity ™ Accuracy AUC

Figure 5: Performance measurement of blue stimuli
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3.2.2. Scenario-2: HID using Blue Color stimuli

While using the blue color stimuli for human identification, the
performance measures (mean + SD) obtained from the human
identification from four different classifiers are shown in the
Figure 5. Here, KNN shows the highest gap (10.1%) between
sensitivity and specificity, and LR shows a zero gap between the
two metrics. Overall, RFC gives an accuracy of 88.9%, which
performs the best.

3.2.3. Scenario-3: HID using Green Color stimuli

While using the green color stimuli for human identification,
the performance measures (mean + SD) obtained from the human
identification from four different classifiers are shown in the
Figure 6. The plots show that the gap between sensitivity and
specificity is highest in RFC (7.03%) and lowest in the case of LR
(0.85%). Overall, RFC gives an accuracy of 83.6%, which
performs the best.

Performance Measures

Green Stimuli
100
80 T T !
-
60
40
20
0
Logistic KNN SVM RFC
Regression
M Sensitivity M Specificity ™ Accuracy AUC
Figure 6: Performance measurement of green stimuli
Performance Measures
Yellow Stimuli
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T
T
80 T T
60
40
20
0
Logistic KNN SVM RFC
Regression

B Sensitivity M Specificity B Accuracy AUC

Figure 7: Performance measurement of yellow stimuli
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3.2.4. Scenario-4: HID using Yellow Color stimuli

While using the yellow color stimuli for human identification,
the performance measures (mean = SD) obtained from the human
identification from four different classifiers are shown in the
Figure 7. The plots show that the gap between sensitivity and
specificity is highest in LR (5.2%) and lowest in the case of SVM
(0.2%). LR shows the highest gap between sensitivity and
specificity. Overall, RFC gives an accuracy of 86%, which
performs the best.

3.3. Choosing the best scenario/best performance in subject
identification

In order to find out the best color stimuli for human
identification, the accuracy and AUC measures was selected as
two reference metrics as it is difficult to compare different
classifiers using several factors. The plots of the accuracy for four
different classifiers corresponding to the four color are shown in
Figure 8 below. From the figure, it is evident that the accuracy for
blue stimuli is better than any other colors for all the four
classifiers. Overall, it is evident that all the classifiers identify
subjects by using blue color more accurately. So, in the rest of the
papers, the performance for the blue color will be considered.

RFC

—&—Sensitivity == Specificity === Accuracy AUC

100
)A\
80 V”‘\i‘7ﬂ

60
40
20
0

RED BLUE GREEN YELLOW

Figure 8: performance measurement of RFC
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Figure 9: Comparison of AUC for four different classifiers for blue color based
HID
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3.4. Choosing the best Classifier

Considering the blue color for human identification, the plots
for the area under the ROC curve for the classifiers are shown in
the Figure 9. The figure illustrates that the RFC classifier show the
best compromise between sensitivity and specificity, with
covering the highest area under the ROC curve (AUC= 0.90%).
Thus, the next part the paper will compare the performance of the
color stmuli considering RFC. Overall, all the plots show that RFC
performs the best on EEG based human identification for blue
color stimuli.

Receiver operating characteristic curve

10 A —
-~
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0.8 | -
pu
o -~
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v 06 ROC fold 0 (AUC = 0.77)
- ROC fold 1 (AUC = 0.93)
£ i ) ROC fold 2 (AUC = 0.92)
ﬁ - ROC fold 3 (AUC = 0.97)
» ROC fold 4 (AUC = 0.93)
0.2 - /,’ == (hance
—— Mean ROC (AUC = 0.90 = 0.07)
0.0 4 + 1 std. dev.
0.0 0.2 04 06 08 10

False Positive Rate

Figure 10: ROC Plots for Blue Stimuli based RFC model with 5 fold CV

As the RFC performs the best, the Area under the AUC curve
plots for this model with blue color stimuli in 5 different
experiments is given in Figure 10 for five-fold cross-validation.
The AUC for the blue color stimuli ranged from (0.77-0.93), with
amean of 0.90 and 0.07 standard deviation. This signifies that, the
blue color shows an excellent performance than the other colors
while using RFC classifier in order to make EEG based medical
biometric system.

4. Discussion

Four different color stimulus were used in this study for
assessing the performance of the EEG rhythms for medical
biometrics. The results revealed that Blue stimuli perform the best
among the other colors. It also revealed that the maximum
performance was obtained using the RFC Classifier, with a
sensitivity, specificity and accuracy of 93.3%, 90.6% and 88.9%.
Moreover, RFC based model with blue stimuli based dataset shows
promising AUC (0.90), which is a good compromise between
sensitivity and specificity. The finding of this study is consistent
with the previous study [1], where the authors found the Blue
stimuli as the best performing rhythm, though they have used only
one classifier (ANN) and one performance metrics (mean square
error). The possible reason behind the best performance of ANN
in that study could be the backpropagatipon algorithm, which is
strong enough to learn the inherent features and complex structure
of the data. Nonetheless, the random forest algorithm works on the
majority voting of the multiple decision trees, thus it provides very
precise performance, and it is less prone to overfitting. Thus,
achieving the similar outcome validates the use of the blue color
stimuli for medical biometrics. On the other hand, while using the
random forest classifier, the red stimuli perform the worst (RFC
accuracy= 79.8%).
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However, the scope of the paper is not out of limitations. The
background effect is one of the main challenges while using the
color stimulus. Inter-individual difference among participants is
another factor, which is needed to be considered. As the paper
represented a novel methodology of EEG based medical
biometrics system using four different colours in a laboratory-
based condition, more research is required to find out the
feasibility in real-world condition as well.

5. Conclusion

In order to develop an EEG based medical biometrics system
using this proposed model, an analysis was done in this study to
find out the feasibility of the time and frequency domain EEG
features, with respect to different color stimuli. Here efficiency is
obtained after applying several steps- feature scaling, tuning of
classifiers and finally with five-fold cross-validation of the
developed models. The analysis of the results show that the blue
color based biometrics system shows the best accuracy than the
other color stimuli and the accuracy profiles are promising, i.e. LR
(82.8.3%), KNN (81.7%), SVM (77.2%), RFC (88.9%). The
further research investigation found that the blue color stimuli with
RFC classifier showed the best accuracy while the red color stimuli
showed the most insufficient accuracy. However, the experiment
could be done on more number of participants to validate the
model based on leave one participant out approach. Also,
efficiency will increase with the addition of more EEG channels
which can be considered for future work. Using a deep-learning
framework would be more appropriate, which will reduce the time
for handcrafted feature extraction.
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The construction industry has undergone several changes in recent years linked to new laws
and international conventions aimed at protecting the environment and combating pollution.
Construction industry alone produces tons of waste annually due to debris produced either
during construction or during deconstruction. To combat this, companies are forced to
control their debris either by reusing it on site or by sending it to specialized landfills. Thus,
new materials appear constantly based on the recycled materials. Recycled aggregate
concrete was thus born. It is a concrete based on the use of recycled aggregates retrieved
from the demolished structures to replace natural aggregates. Characteristics of this type of
concrete depends of the chosen replacement percentage of natural aggregates specially the
mechanical properties. This article is part of my research studies done in the civil laboratory
of the Mohammadia School of engineers. The study is based on the identification of the
recycled aggregates, the determination of physicals and mechanical characteristics of the
aggregates, the determination of the effect of the use of recycled aggregates on the concrete
characteristics and finally the improve of the quality of the concrete to prove so that it can
replace ordinary concrete. The test results described in this article show that the increase
of the replacement by recycled aggregates decreases the mechanical properties especially
when it is up to 25-30%. The results also prove that the ad of additives especially plasticizer
with 1% replacement of cement improves the compressive strength of concrete and allows
us to use up to 50% of replacement.

1. Introduction

the same but beyond this replacement level, it decreases
considerably. Main recent studies results are as folow.

The field of construction knows a radical undergoing and

innovative changes in the designs proposed, the types of materials
used and the domains of their use. Concrete, as the main
construction material, is now at the center of several studies,
researches, innovations and improvements. Several types of new
concrete are proposed for their quality, compliance with
environmental and / or technical requirements, design and special
needs. One of the concrete types proposed for their environmental
value, their support for sustainable development is the recycled
aggregates concrete.

The comparison of its properties with those of concrete based
on naturel aggregates. A summary of the comparison between the
two concretes is detailed below:

Related to the compressive strength, the majority of studies
confirm that up to [20-30] percentage replacement of natural
aggregates by recycled ones, the compressive strength is almost

*Corresponding Author: Khaoula Naouaoui, naouaoui.khaoula@gmail.com
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Many experimental studies match our synthesis that up to 25%
the compressive strength is the same and that the decrease’s max
is 20% for 100 % replacement level [1]. Others conducted a
synthesis of several researches and works in his article. He
concluded that in case compressive strength values of the original
concrete, of which recycled aggregate is manufactured, and
targeted values were approximately equal. The strength values of
recycled aggregate concrete was 5 to 10% lower than those of the
comparable naturel aggregate concrete were [2].

For the modulus of elasticity, the experimental studies prove
that its values have almost the same trend as compressive strength
results. The increase in insignificant for percentage level up to 75
% (9 %) and it reaches 18% for 100% replacement of natural
aggregates by recycled ones [1]. In another study, they found a
reduction of 34.8% when the replacement level is 100 % compared
to the control concrete [3]. Meanwhile, other researchers found 45
% of reduction for the same replacement level. [4]
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Studies done on durability properties as open porosity,
sorptivity, chloride permeability confirm that they decrease with
the increase of RCA content. The study also concluded that the rate
of deterioration is higher compared to mechanical characteristics.

For example, for 100% replacement level, the resistance to
chloride permeability decrease by 9.5% [5], the water absorption
is lower by 7.37% [3] and the open porosity by 20% [6].

2. Experimental Protocol
This section is related to the description of the experimental

protocol done to determinate the mechanical properties of concrete
based on the restitution of the natural aggregates by recycled one.

2.1. Concrete formulation to determinate the constituents
The main of our study is to determine the possibility of
replacing naturel concrete by recycled aggregates concrete in the

majority of types of building, thus the concrete chosen to study
have the following characteristics:

- Basic concrete, ordinary, used in all types of based
constructions.

- Feos=25MPA.
- Slump: Average of 7cm.
To formulate this concrete, the constituents chosen are:

For aggregates, we have chosen two aggregate, the first are
natural ones and the second recycled aggregates based on a
crushed building. For the two of them we used two dimensions: [5-
12.5] and [12.5-31.5]

The result of the granulometric test of the two aggregates is
presented in the figure 1:
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Figure 1: Granometric curve for natural and recycled aggregates used in
experimental study (GN : Naturel gravel / GR : recycled gravel).

Cumulated sieve (%)

The quantities of materials used based on the dreux gorisse
method [7] are, as follows:

e  Water:0.19m*/ 190 kg
e Cement: 029 m?/350 kg
e Sand:0.29 m*/472.85kg
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e Gravillon G1:0.15m?/376.14 kg
e Gravillon G2:0.2m?/537.3 kg

2.2. Concrete mixtures

The aim of the study is to detect the effect of the replacement
percentage of natural aggregates by recycled aggregates in the
compressive strength of concrete and the effect of different types
of additives in improving the mechanical characterisation of theses
concretes.

The replacement ratio studied are 0% - 20% -50% -75% -
100%.

For the mixture with additives, we used three product from
SIKA- MAROC:

» Plasticizer/ water reducer: BV40
» Superplasticizer/ high water reducer: ViscoCrete Tempo 10 M
* New generation superplasticizer: SikaFluid R.

The first step of experimental study was as explained before,
the effect of the replacement of naturel aggregates by recycled
ones. The quantity of component used for every mixture in detailed
in the table.

Table 1: Quantity used in the compressive strength test ( kg)

Component | 0% | 20 % | 30 % g/o 75 % ;00
0 0
GR [GR |GR |op |GR |G
Cement 350
Water 193
Sand 473
?'25 402 | 321,6 | 2814 | 201 | 1005 |0
GN |
12.5-
305 | 512 4096 | 3584 | 256 | 128 |0
?2 s |0 80,4 | 1206 | 201 |301,5 | 402
GR |
12.5-
305 |0 1024 | 153,6 | 256 | 384 |512

The second step of study was to determinate the effect of
additives in improving the concrete quality. To do this, we used
three types of adjuvants with different percentages. The
experimental protocol is as details below:

The test aims to view the effect of the ad of superplasticizer on
the comparison between different replacement levels by
calculating the compressive strength for various replacement
levels with the superplasticizer. The component is similar to the
previous one; it is based on using different percentages of
replacement of natural aggregates by recycled one. The only
difference is the use of superplasticizer.

Second part of the study is to determinate the Compressive
strength with different adjuvants. For this comparative test, we
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used a concrete based on 50% of recycled aggregates and 50% of
natural aggregates. We, then, added the three types of adjuvant
with 1% of replacement of cement with means 3.5 kg/m® of
concrete.

The last step of comparison is the Compressive strength with
different percentages of the adjuvant. For this comparative test, we
used different percentage of the Tempo 10M (0.5%, 1% and 1.5%)
as a partial replacement of cement. The concrete used is based on
50% of recycled aggregates and 50% of natural aggregates.

3. Experimental results and discussions
3.1. Physical characterization of recycled aggregates

The physical characterization of aggregates from the
demolition of an old building can be summarized as detailed
below.

Table 2: Summarize of the physical characterization tests

Recycled Recycled
aggregates 5-12.5 | aggregates 12.5-
31.5
Absolute Density 2480 kg/m3
Water content 1.49% 4.32%
Water 11.11% 9.4%
absorption

The absolute density is 2.48t/m* approximatively 2.5t/m? wich
is the absolute density of reinforced concrete.

The comparison between two recycled aggregates of two
different classes GR1 (5-12.5) and GR2 (12.5-31.5) showed that
the water content is greater for large aggregates. This is justified
by the presence of several pores which disappear during fine
crushing of the aggregates.

The comparison has also shown that the water absorption rate
is higher for small aggregates. This is justified by the superiority
of the contact surface.

3.2. Compressive strength without additives

The aim was to determinate the effect of the replacement
percentage on the compressive strength, so we made mixtures with
0, 20, 30, 50 75 and 100 % replacement percentage.

The results of compressive strength in 7, 21, 28 and 90 days
are detailed in Table 3.

Table 3: Compressive strength results for concrete without additives (MPA)

0% | 20% 30% 50% 75% 100%

RA RA RA RA RA RA
7i | 16,5 | 14,65 16,75 13,55 14,05 14,5
21j | 234 | 199 14,8 14,3 19 14,7
28j | 24,8 | 23,55 23,5 18,05 17,7 15
90j | 26,3 | 25,35 | 23,55 20,25 19,4 17,8
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In order to make the comparison easier and more remarkable,
a j-day compression graph for all replacement percentages was
established. ( figure2)

30 ®O0%RA
v F 25 .
g m 20%RA
73S 20 ’
[J] e 0,
s a 15 30%RA
g £ 10 50% RA
St ¢
? 75%RA
0
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Figure 2: Compressive strength test results representation

At early age, 7 and 28 days, the resistance to compression
cannot be decisive because the inter-component reactions are still
in progress, so we can notice that the evolution of the resistance
for mixtures with 0 or 20% restitution is greater than the others.
For concrete containing 30% natural aggregates, it is noted that the
compression at 7 days is greater than that of 21 days. This is
probably due to poor sampling and that not reflects a real decrease
in compression.

28 days is considered to be the reference for resistance in the
short and medium term because the compression reaches 90% of
its maximum value. The results at 28 days in our study are similar
to the majority of researchers. The compressive strength decreases
with increasing replacement rate.

After compression tests on recycled aggregate concrete with
different percentages, it has been found that beyond 50%, an
improvement in quality is required to adopt this type of concrete.

The first proposal to improve this is to add an additive that
reduces the water requirement of the aggregates and thus improves
the quality of the concrete.

In order to determine the best combination (type of adjuvant
and percentage of addition), a series of mixtures are proposed:

- Concrete with 50% recycled aggregates and 1% added admixture
with different types of admixture.

- Concrete with 50% recycled aggregates and one type of
adjuvant with different percentage of adjuvant added.

- Concrete with several recycled aggregate’s percentage and one
type and percentage chosen for adjuvant.

3.3. Compressive strength with different adjuvants

The purpose of this step is to compare the effect of several
types of adjuvants with a percentage of 1%.

These adjuvants are of several types:
- Plasticizer: BV 40
- Superplasticizer: Tempo 10 m
- New generation superplasticizer: SFR
The choosen percentage of recycled aggregates for this test is

50% as replacement of natural aggregates.
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Compression tests are done at 7 and 28 days. The results are

detailed in table 6.

Table 4: Compressive strength results for concrete with various additives (MPa)

Type of adjuvant Compressive Compressive
strength at 7 days strength at 28 days
BV40 19,87 22,63
SFR 11,50 16,65
Tempo 10 M 17,47 21,45

From the results of these tests, it is noted that:

- The new generation superplasticizer gives the lowest
result. This can be interpreted as a bad interaction between the
aggregates and their cement paste attached with the additive.

- The plasticizer gives the best resistance

- The superplasticizer also gives a good result, better than

without additives.

3.4. Compressive strength with different percentages of the

adjuvant

These tests aim at the optimal choice of the percentage of the
adjuvant in the mixture.

The results of these tests demonstrate that beyond 1%,
compression decreases considerably.

Then, for our next mixes, the chosen percentage is 1%.

Table 5: Compressive strength results for concrete with different percentage of

additive ( MPa)
Compressive Compressive
Type of Percgntage strength at 7 strength at 28
adjuvant | of adjuvant
days days
0,5% 14,35 19,90
Tempo 10 1,0% 17,47 21,45
M
1,5% 12,87 16,03

3.5. Compressive strength for various replacement levels with
the superplasticizer

The purpose of this part of the tests is to see the result of the
combination of the adjuvant tempolOM - percentage 1% with
various percentages of recycled aggregates.

Table 6: Compressive strength results for concrete with additive (MPa)

percentage o RA | (U e | tength ot 28 days
25 18,33 243
50 17,47 21,45
75 14,5 20,47
100 143 19,65
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We conclude that these tests adhere to the results of concrete
without additives where compression decreases with increasing
percentage of recycled aggregates.

3.6. Conclusion

The plasticizer (BV40) as well as this superplasticizer (Tempo
10 M) with a percentage of 1% improves the compressive strength:
18.05 for concrete with 50% recycled aggregates without addition,
22.63 with addition of BV40 and 21.45 with addition of Tempo 10
M.

4. Conclusion and Perspectives

Our article summarizes the results of experimental works
conducted as part of a PhD research on the characterization of
recycled aggregates.

The tests focus on the mechanical characterization and
essentially the compression test, considered essential in any
concrete study.

It was split in four steps: Test on ordinary concrete with various
percentages of natural aggregates with and without adjuvant, tests
on concrete with 50% recycled aggregates with different additives
and with different percentages of admixtures.

The results show that:

e Compression decreases with
recycled.

increasing percentage of

e  Up to 30% replacement of natural by recycled aggregates, the
concrete is acceptable from a mechanical characterization
point of view

e The addition of plasticizer and superplasticizer has improved
the quality of the concrete. This can be explained by the fact
that recycled aggregates require more water and these
additives reduce this need.

e The optimum percentage of addition of the plasticizer is 1%

A review of the literature shows that one of the main methods
to improve the quality of concrete is to improve the quality of
aggregates by removing the adhered mortar, causing higher water
absorption and chemical interaction with other concrete
components as used with a customized low-cost simple treatment
method [8]

To conclude, a concrete based on recycled aggregates could be
used with a maximum release rate of 25-30% without addition and
50% with the addition of superplasticizer additives.

This study focused on mechanical characterization, the goal
being an ordinary building plan under current conditions.

For more complicated projects and more developed concretes,
more in-depth studies must be established based on:

e  The quality of the aggregates to be used
e The aggregate / cement interaction

e The results of the mechanical tests
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e The results of durability tests; these tests are essential for
buildings with a lifespan of more than 50 years or buildings in
environments liable to attack concrete.
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Workflow task.

Cloud is an Internet-based computing technology in which on-demand shared resources
such as software, platforms, repositories, and information are delivered to customers. In
the emerging era of computing cloud environment provide the use of resources with the
concept of virtualization. Workflow of the tasks has vital role for the improvement of
computing performance which leads to improved quality of service. As per the demand
of user’s number of tasks are scheduled in such a way so that better performance is
computed using partial deadline of the workflow. In this paper we have introduced with
the workflow concepts, further we aim to diminish makespan for the proposed workflow
scheduling algorithm. Here makespan refers to overall time duration taken for the
sequence of tasks, by the resources so as to complete the execution of each and every

1. Introduction

Every day, everyone is connected in one way or another to
this digital world, and this is because the field of information
technology is escalating. User-friendly environment is the main
factor of internet, so that diverse groups of individuals like
students, researchers and business people complete their work
by providing numerous opportunities to accomplish their goals.
Many users connect to the Internet and use their IT
infrastructure to meet their daily needs. As the demand for the
internet increases, the services provided over the internet such
as software, platforms, database services, storage services, etc.
are also escalating. Here the imperative term cloud computing
comes into existence. It provides countless diverse services to
its users over a network. Because of concept “Pay as you Go”,
end user can get the most out of using this service at a lower
cost.

1.1. Workflow

The increasing demand and heterogeneity of cloud
computing is gaining recognition among the scientific
commune to leverage cloud services to implement large-scale
electronic applications. These applications are in the form of a
set of tasks representing workflow. Computations performed
considering task dependencies are regarded as Workflows. It
allows users to straightforwardly elucidate multifaceted multi-
step calculation tasks. Workflow tasks are associated to the
mechanization of procedures where tasks, information or
documents are delivered between partakers in accordance with
a specific policy set and allow the formation of different

"Corresponding Author: Juhi Singh, Department of Computer Science, SRMU,
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applications in Directed Acyclic Graph. Each and every in DAG
is represented as task and each edge symbolizes the
dependencies [1], [2].

A mechanism to manage various workflows on cloud, is
known as Workflow Management System (WMS). Figure 1
depicts some significant constituents of WMS. Workflow can
be categorized as:

e Single workflow - It includes one or more instances using
the same architecture

e  Multiple workflow — It can take into account manifold
cases of diverse structures of workflow.

Workflow
D eployment
and
Execution

Workflow
Management
System

Workflow
Design

Workflow
Scheduling

Fault
Tolerance

Figure 1: Components of Workflow Management System
1.2.  Workflow Design

Figure 2 portrays the workflow design mechanism. It is
concerned with how to delineate and configure constituent of a
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workflow. The workflow portrays the relationship and
dependencies between workflows. DAG and Non-DAG [3] are
two categories of workflow design. Directed Acyclic Graph is
further characterized as Selection, Sequence and Parallel, while
Non-DAG can be classified as Repeat, Parallel and Selection.
In sequence architecture, the tasks are executed in a sequence,
whereas in a parallel architecture, the workflows can be
executed synchronously.

In a selection structure, workflows can run in sequence or
in parallel. The recurrence pattern structure performs tasks
iteratively [4]. Another is the workflow model, which is a
constituent of workflow design, delineates the workflow at both
the task and structure levels in both abstract and concrete
workflows. Abstract workflows are characterized as a
nonfigurative template with no commit to cloud resources to
carry out the tasks, while concrete workflows are called
actionable workflows. The workflow configuration permits
users to coalesce diverse components through user-oriented and
stand-alone systems.

Workflow Structure DAG/Non DAG

Abstract/
Workflow User defined /
Composition Autonomic

Figure 2: Workflow Design Components

1.3. Workflow Scheduling

The workflow scheduler is necessity for the arrangement of
workflows task on the cloud resources that are utilized to
implement the workflow. The components that must be
delineated to schedule a workflow are revealed below in Figure
3:

Centralized/
Workflow ] 4 Decentralized/
Architecture Hierarchical
Workflow Schedung |  LocallGlobal
Scheduling Decisions
Scheduling erformance
market/trust
Stratagles driven
Scheduling Scheme ¥ Static/Dynamic

Figure 3: Workflow Scheduling Components
1.4. Fault Tolerance in Workflow

Fault tolerance is linked to tackle errors that can take
place during the scheduling and execution phase of
workflow tasks for various reasons such as unavailability of
resources, resource breakdown, task malfunction, resource
overload, network collapse, out of memory, etc

2. Literature Review

Arrangement of tasks can affect cloud system performance,
so numerous workflow techniques as well as scheduling

WWww.astesj.com

algorithms for scientific workflows have been studied and
discussed below:

e Enhanced Scheduling of Resources: In [5], the author
introduced a scheduling algorithm to attain optimization or
more precise to sub-optimization for scheduling tasks. The
authors exploited IGA (Improved Genetic Automated
Scheduling Policy) to produce better results.

e Transaction Exhaustive Cost Restraint: In [6], author
introduced an algorithm for scheduling tasks that took into
account time and cost. Their simulation showed that this
algorithm diminishes costs while adhering to deadlines.

e In[7], a superior algorithm based on cost was proposed by
author. This algorithm capably assigns tasks to available
resources in the cloud. Resource cost, computing
performance, convalescing computing connectivity ratio is
evaluated in this algorithm.

e In [8], author introduced a new cost scheduling algorithm
based on deadlines. It took into account the features of
cloud computing to hold cost-concentrated and limited
workflows. It diminishes execution time and cost while
enabling consumer input instantly.

e Inferences based on PSO for programming workflow
applications: In [9], author introduced computation and
data communication for applications that include the cost
for both and provided a guideline based on Particle
Clustering Optimization (PSO). This algorithm can be
utilised for workflow applications that have dissimilar
computing and communication overheads. Experiential
results showed that PSO can attain cost savings and well
distribute workloads to cloud resources. Also in [10],
authors expanded PSO to provide deadline-based resource
scheduling and provisioning. However, these authors did
not explain resource failures or extreme dependence on
essential tasks.

e  Market-oriented hierarchical scheduling technique was
proposed by author in [11], which includes both the levels
of scheduling that is task-level scheduling and service-level
scheduling, where task-level scheduling concept copes
with optimizing device allocation from a task to a VM on
cloud data centers and service-level scheduling concept
copes with task assigned to service.

e Stretchy workflow scheduling: In [12], author proposed
SHEFT workflow scheduling algorithm which is a stretchy
workflow scheduling in cloud environment. Investigational
upshots showed that this algorithm performs better than
various other workflow scheduling algorithms. This
algorithm perks up workflow uptime, as well as it also
facilitates resources to flexibly measure uptime.

e  Multi-workflow  Multi-QoS (MQMW)  constrained
scheduling strategy: In [13], research work author
introduced a scheme for workflows with multiple QoS.
Authors boosted the rate of access to scheduling and also
diminished the duration and outlay of workflows for the
cloud platform, so improved Quality of Service was
proposed for multiple workflows using constrained
scheduling strategy.

e In [14], research work author suggested SA to schedule all
the tasks on platform with the aspire of plummeting
execution time, but they did not analyse malfunctioning.

3. Proposed Workflow Scheduling Approach

The literature survey on various workflow algorithms is
done one different aspect. The proposed workflow scheduling
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algorithm generates planned scheme of tasks which reduces tiie
entire cost of implementing a workflow which meets a deadline
defined by user. The algorithm consists of two chief stages:

. Deadline allocation
. Scheduling.

Deadline allocation doles out the time limit for the overall
workflow between individual tasks. Scheduling arranges every
task with the economical service that is able to run the task
earlier than its deadline.

The proposed algorithm focuses on the two concepts of task
start times, which is Earliest Begin Time (EBT) and Actual
Begin Time (ABT). EBT is calculated prior to schedule of
workflow while the ABT is calculated when the tasks are
arranged. The EBT of each non-arranged task t;, EBT (t), is
delineated as follows:

EBT (tentry)=0 1)

EBT(,)= max {EBT, )+ LET(: )+TTe,,)} @

1 etys parents

where
LET(t;): Least Execution Time of a task t;, on service s; € S
with the least ET (t;, s;) between all available services.

TT(ep,) is the transmission time from parent node to task t;.
LET (tentry) =LET (texit) =0. 3)
As a result, the Earliest Completion Time (ECT) of an
unscheduled task t;, ECT (t;), can be delineated as follows:
ECT (t) = EBT (t;) + LET (t;) (4)
In addition, we delineate Latest Completion Time (LCT) of
task that are unscheduled ti, LCT (t;), refers the latest time for t;

which can terminate its execution such that the deadline D of
the entire workflow is reduced.

It can be calculated as follows:

LCT(texi)=D (%)

Lt (1) = min {L€T (e )+ LET (1 )+ 1T (e, )} (6)

1 ets children

The Service that is selected for every arranged task ti, SS
(t) = sjx, is delineated as the selected service for executing t;
while scheduling process, where s;x is the ku occurrence of
service s;.

The Decisive Parent of a node t; refers to the not assigned
parent of t; that has the newest arrival time of data at t;. It is taken
as the parent t, of t; for which ECT (tp)+ TT (ep,;) which has
maximal value.

The partial Decisive Path (PDP) of a node t; is:

e Blank if t; does not have some unassigned parents.
e Composed of Decisive Parent t, of t; and the PDP of t; if
has any unassigned parents.

Algorithm 1 : Scheduling Algorithm

procedure Schedule Workflow (G (T, E), D)
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Step 1: verify existing computation services

Step 2: add teny , texit and their corresponding dependencies
to G

Step 3: calculate EBT (i), ECT (t;) and LCT(t;) for each task
in G

Step 4: ABT(tentry) < 0, ABT(texic) <— D
Step 5: mark tenry and texic as assigned

Step 6: call Assign_Parents(texi: )
H

Algorithm 2 : Algorithm for Parents Assignment (Step 6)
procedure Assign Parents (t)

{
while (t has any unassigned parent)

{
PDP =null, t; =t

While (t; has any unassigned parent)

{
add Decisive Parent (t;) at the start of PDP

ti= Decisive Parent (t;)

}

Step 7: call Assign Path(PDP)

for each t; € PDP

{
update EBT and ECT for every successor of t;

update LCT for every predecessor of t;

Step 6: call Assign_Parents(t;)

H
}
H

Algorithm 3 : Algorithm for Path Assignment
(Step 7)

procedure Assign Path(P)
{

sij = the cheapest applicable existing instance for P
if (sij= null)

launch a new instance s;;j of the cheapest service s;
which can finish each task of P before its LCT

}

Schedule P on s;jand set SS (t;), ABT (t; ) for each t; € P
Set all tasks of P as assigned

}

4. Performance Evaluation

To appraise the proposed algorithm, we need to measure its
performance in some workflow models. One of the structures
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we used in this article is the Montage. Figure 4 depicts the
approximate structure format of this workflow:

Figure 4: Structure of Montage workflow
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Figure 5: Comparison of average makespan for proposed algorithm

For calculation of the effectiveness of the proposed
algorithm, we use makespan as a parameter. Makespan is the
total time taken for resources to complete the overall execution
of the tasks.

For evaluation of our proposed algorithm, we set a deadline
for each workflow. We first delineate the fastest schedule. MF
indicates the makespan that is fastest program in a workflow. It
is only a least duration for that workflow to execute, so to
establish time limit for every workflow, we delineate the
deadline with factor a and delineate the new deadline of the
workflow with its arrival plus a * MF. Since there is no
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elucidation for a = 1, we take the range of o from 2 to 8 in our
experiment.

Below is a comparison of the proposed approach with the
stochastic approach and the PSO [9]. The graph is plotted for
the parameter value of average makespan and alpha factor as
deadline of the workflow.

Table 1: Comparison of average makespan for proposed algorithm

Alpha Value Algorithm Average
Makespan
Alpha Factor =2 Random 68
PSO 80
Proposed 30
Alpha Factor =4 Random 68
PSO 52
Proposed 40
Alpha Factor =6 Random 68
PSO 72
Proposed 54
Alpha Factor =8 Random 68
PSO 97
Proposed 56

5. Conclusion

In this research paper, we aimed to design an algorithm that
takes an approach to schedule workflow in one phase. The
approach is intended to schedule each and every partial decisive
path into a one occurrence of a computation service. The time
complexity of algorithms is O(n?), where n indicates the number
of tasks in the workflow. The complexity of polynomial time
makes it appropriate for bulky workflows. We assess our
algorithm by measuring its recital in Montage synthetic
workflow. The results show that the proposed algorithm works
better than other approaches.
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This paper is an extended version of the work presented at a conference held in Kyiv,
Ukraine, in October 2020, which reported the result of the numeric simulation on the
artificial antigravity. This paper further describes the derivation of the idea of the artificial
antigravity, and adds the simulation of angular momentum that is needed to describe the
antigravity. Also, because the angular momentum is the perpendicular movement to a three-
dimensional curved surface in a four-dimensional space-time, this paper challenges the limit
of applying the curvature tensor in quantum mechanics, while, current quantum mechanics
has been established on the flat surface. The artificial rotation of a hypothetical object is
simulated, in which the gravity is so strong that the time-space can be distorted. The
spherical polar coordinate system is selected to describe the curvature of the space, and the
curvature tensor is formulated. Then the tensor is multiplied by the Euler’s rotation matrix
to make the inner product for the gravitational energy and the outer cross-product for the
angular momentum of the rotation. To simulate the distorted time-space, two cases are
selected: the linear distortion and the non-linear distortion upon the distance from the center
of the strong gravity, also, the speed of the rotation is set in two options: the slower and the
faster. Then the equation of motion is set by the curvature tensor to calculate the coefficient
of the gravitational energy on the surface of the sphere in the spherical polar coordinates,
and to calculate the coefficient of the angular momentum in the perpendicular direction to
the sphere. The result shows that the antigravity can be produced by rotating the object, and
the angular momentum can show the opposite directions by the selection of the rotation
speed.

1. Introduction

waves. Then we reached an assumption that there should be anti-
gravitational waves as the antimatter of graviton (gravitational

This paper (hereinafter the “extended paper”) is an extension
of the report presented at the 2020 IEEE 2nd International
Conference on System Analysis_Intelligent Computing (SAIC)
held in Kyiv, Ukraine, in October 2020 [1] (hereinafter the
“conference paper”). The conference paper was a byproduct, on a
sideline, of the other series of our research [2—7], which was aimed
at finding the origin of the global climate change.

At the beginning of the research [2-5], we assumed that Moon’s
gravity could be related to the increase of the global temperature,
then we calculated the coefficients of several variables such as the
distance between Moon and Earth, the global temperature, the
emitted carbon dioxide, with the method of econometrics,
regarding the distance between Moon and Earth as the surrogate
for the energy of the Moon’s gravitational field and gravitational

*Corresponding Author: Khaoula Naouaoui, naouaoui.khaoula@gmail.com
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waves) similar to positron as the antimatter of electron; and, we
derived the equation of motion of anti-gravitational waves, upon
the equation of motion for gravitational waves [8] that was
predicted in the flat surface in the rectilinear coordinate system,
approximating the special theory of relativity. Then we reported
the result of our analysis in a paper [6]. The geometrical relation
between the positive and negative flows of gravitational waves
(gravitational and anti-gravitational waves) that we made for [6] is
shown in Figure 1.

The next question was “How can both positive and negative
flows be created?” Then we reviewed the general theory of
relativity [8] that explained the gravitational field by the following
equations:
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Positive flo

Negative flow

Figure 1: Geometrical relation between positive and negative flows of
gravitational waves [6]
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Rwis called the Ricci tensor, which is a variation of the
curvature tensor, and re, is called a Christoffel symbol. Also, g**

is called the fundamental tensor that makes the Christofell symbol.
The equation (3) shows how the fundamental tensor describes a
four-dimensional space-time. Here, the notation for the differential
0

ox*
as F/‘jv and/or S and x* is the —th variable (vector) in the

of the tensor is given by F, = F , where F is any function such

given coordinate system.

gno gnl gnz guz l—sz 0 0 0 j (3)
10 1 12 13
" g g g g _ 0 -(- 277’1)71 0 0
20 21 2 23 r
4 4 4 4 2
ey g“ P gzz 0 0 -r 0
0 0 0 -r'sin’@

The fundamental tensor also makes a geodesic, a path of extremal
distance, as shown below.

ds2 :goodtz +glldr2 +g22d92 +g33d¢2 (4)

In the equation (4), ¢ is time, m is the mass of a planet, 7 is
the distance from the planet, @ is the angle from the axis of r,
and ¢ is the angle of the rotation around the axis of r in the
spherical polar coordinate system. In (3), there is a singularity at
r =2m : therefore, the space is divided into two regions, r < 2m

and r > 2m . In the region of » < 2m, the mass of the planet must
be very dense and heavier and it can be a black hole. To connect
these two regions, a different coordinate system was invented [8],
which makes the distorted time, 7, and the distorted distance, p,

by the following equations:
r=t+f(r) (5)
p=t+g(r) (6)
The section 2.2. describes how this idea is taken into account in the

numeric simulation.
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Then the equation (3) was transformed to the equation (7).

1 0 0 0
7
0 — 2m 5 0 0 ( )
. _ 3
g = “p-1) .
0 0 - (p-1)° 0
4
0 0 0 — 1> (p—1)3sin’ @

Then the geodesic was also transformed from (4) to (8).
dSZ — gOOdTZ +glldp2 +g22d92 +g33d¢2 (8)

The followings show how to make (1) and (2) by the fundamental
tensor:

For example, if u=v=1

g =— 2m 5 ©))
up-rt)°
g = H2D (10)
2m
R . (11)
8i1p ap( Zm(p 7)%)

According to [8], in the empty space where only the
gravitational field of a planet exists, R, becomes zero as shown in

(12); then (13) is the equation of motion of a particle.

R, =0 (12)

y 1
g” (gau,v_gg‘uv,a)zo (13)
Then in order to describe gravitational waves moving in the
gravitational field, the equation of motion is differentiated once
again as shown below.
v

d . 1 1
ﬁg” (8uuy — ng) =8 (8o — ng) +g

uv

1
(g;la,vﬁ 5 guv.aﬁ)

2
. 1
:gy (g,urz,vﬁ _Eg‘”””ﬁ):o (14)
This equation leads to the equation (15), and this is the equation of

motion for gravitational waves, according to [8].

gﬂvgaﬂ,yv :0 (15)
The notation for the secondary differential of 8> for example by
the vectors, x“ and x”,is , _ o g -

ol oxoxt T

Here, we show this equation only for describing how the
gravitational field is related to the creation of gravitational waves;
although, this extended paper doesn’t include the simulation of
gravitational waves.

Then we made the numeric simulation [7] on the curved space,
deriving the mathematical forms of the components of the Ricci
tensor (1). The following equation is an example of the Ricci tensor

incaseof u=v=0,a=2, f=1:
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Then we calculated the coefficient of each component of the
tensor, for 4=0,1,2,3,v=0,1,2,3,a=0,1,2,3,and g=
0,1, 2, 3, using a personal computer. The algorithm to calculate
the coefficients is described in the section 2.3.

After making the numeric simulation [7] with the curvature
tensor, there was still a need to confirm the negative flow of
gravitational waves that are to be created by some movement of a
strong gravity; however, we could not find any suitable physical
object that could be referred to. Therefore, we invented an idea of
the hypothetical rotation of an artificial object shown in Figure 2
as a possibility of the movement of a strong gravity. Then we
reported the result of the simulation in the conference paper [1] as
the “theory and simulation of artificial antigravity”.

While the conference paper [1] has reported the result of the
simulation on the gravitational energy made by rotating the very
strong gravity, this extended paper reports one more feature, the
angular momentum, by which we attempt to examine whether
there is a consistent explanation of anti-gravitational waves shown
in Figure 1, or not.

»

el
dr

z
Figure 2: Rotation of an object

It is noted that there is no data taken out from any experiments
in laboratories or observations in the cosmos, but this research is
made solely on the mathematical model taken out from the general
theory of relativity [8] as well as the classical mechanics [9].

For the numeric simulation, we used a personal computer’s
software, which was developed for the econometrics of geometry
[10]. The algorithm of this software was originally developed in
the rectilinear coordinate system; but, we used it for calculating the
coefficients of the equation of motion in the spherical polar
coordinate system as a special case of the curved space. In other
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words, we used the function of the orthogonal transformation of
the matrix algebra as the surrogate for the tensor algebra needed in
the general theory of relativity.

2. Method
2.1. Curvature Tensor before the Rotation

For the simulation of this extended paper, we used the same
curvature tensor shown in (17) that we used for our previous
research for the conference paper [1]. This tensor is for simulating
the gravitational field before the rotation. From it, we took the
components of R, R, and R, for simulating the spatial

movement of the object, but excluded R, from the simulation

because it is for the distorted time coordinate, which is beyond the
scope of this research.

Ie()() O O 0
0 R, 0 0 (17)
R, =
“~ 10 0 R, 0
0 0 0 R

33

The diagonal components of Ruv are shown in the equations from

(18) to (21), which are taken from our previous research [7].

s (18)
Roo*()(p_z_)z
20 1y (19)
R”:3( 71)2 + 3
P 18m(p —17)°
20
- s 01(40m . .429+00t29 (20)
=~ u(p-t sin
9u*(p-1)°
-28 140m 4 lleot’d (21
R33=

+ + +
9 (p—7)*sin’@ sin*@  sin’ O

10
9u’(p—7)° sin’ @
4 1s given by the following equation with the mass of a planet,

m .

2
= Gamy’ 22)
2.2. Distortion of time and space in strong gravity

We used the same assumption of our previous research [1] for
simulating the distortion of time and space, as shown in Figure 3
and Figure 4. In these figures, r is the distance from the center of
the strong gravity, ¢ is the time to travel for the distance, ¢ is the
distorted time (5), which expands and shrinks depending on the
distance r and the time ¢; and, pis the distorted distance (6),

which expands and shrinks depending on the time ¢ and the
distance r.

For the simulation, we created two models, Case-1 (non-linear
model) and Case-2 (linear model) as shown in Table 1, which
assign the functions of f(r)in the equation (5) and g(r) in the

equation (6).
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Table 1: Two models for simulating the distorted time-space

Case-1 Case-2
(Non-linear model) | (Linear model)
f() log-r 1r
g(r) e’ r

Then we made the distributions of r and ¢, following the
description of [8], “Any signal, even a light signal, would take an
infinite time to cross the boundary of a black hole”. However, we
could not set the infinite values for the simulation; therefore,
instead we set 24 discrete finite values in order to mock “It takes
more time to travel closer to the center of the black hole”. The
values of r and ¢ are assigned to make input vectors for the
numeric simulation with a personal computer.

Tt P
24 12E10

1E10

8E9

B6E9

4E9

2E9

2E9

0 -
012345678 93101112131415161718192021222324
Distance (r)

Figure 3: Time and distance from the center of the gravity, Case-1 (non-linear
distortion): f(r)= 1Ogrand gr)=e"

26

25

24

23

2
012345678 931M1M112131415161718192021222324
Distance (r)

Figure 4: Time and distance from the center of the gravity, Case-2 (linear
distortion): f(r) = l and g(r)=r
’ r
2.3. Algorithm for the gravitational energy with no rotation

We used the same algorithm that we used for our previous
research [1] to calculate the relative intensity of the gravitational
energy with the curvature tensor, which was to be reflected by the

WWwWw.astesj.com

stress-energy tensor placed at the end of the distance Y in Figure 3
and 4.

The Einstein’s equation that rules the motion of particles in the
gravitational field is shown below.

(R =" R), =0 (23)

Then we took the idea of the stress energy tensor from the
classical mechanics [9] and set the equation (24), where T is the
stress energy tensor and & is a constant.

1
R, _ngR:kT (24)

In order to calculate the coefficients of the tensor, we made the
equation shown below, where ¢, ¢, and c, are the coefficients

that make a column vector, c.
H=kT -R,, =kT —(¢,X, +¢,X, + ¢, X;) (25)
For calculating ¢, we formed a 3x3 matrix, X , by three vectors,

X,» X, and X, as shown in (26) for making the projected image

of the gravitational energy on the surface of the sphere in the
spherical polar coordinate system.

X=[X, X, X;]=[R, R, Ry] (26)
Then we formed H with matrix algebra, as shown below.
H =kT — Xc (27)

To solve this equation, we set the constraint (28), where X' is the
transposed matrix of X .

X'H=X"(kT - Xc)=0 (28)
The matrix algebra continues as shown in (29) and (30) to calculate
the values of ¢.

X'Xc=X'kT (29)
c=(X'X)"'X'kT (30)

The standard errors of the coefficients are also calculated by
(31) , where V() is the variance of the c.

JV(e) =63 (X' X)" 31)
67 is calculated by the equations from (32) to (34).

6 =eelln-1) (32)
e=M-kT (33)
M=I-XX'X)'X' (34)

n is the number of rows of each column of X, while in this
simulation the value of » is 23 as shown in Figure 3 and 4. ; is the
number of columns of X, and / isa 23 x 23 unit matrix that holds
1 (unity) in all diagonal components and 0 in the other components.
(X'X)™" is the inverse matrix of X'X, and €' is the transposed

vector of ¢.

2.4. Algorithm for the gravitational energy with rotation
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If the object rotates as shown in Figure 2, its coordinate system
is transformed by the transformation matrix D of the Euler’s
angles [9] shown below.

cos¢ sing 0
D=|-sing cos¢g 0 35)
0 0 1

For the rotation of the object around one axis of ¢, the tensor
of the object’s coordinate system, R ,is multiplied by D ; then it
uv

is transformed as shown below.

cosg sing O||R, O O
D-R,, =|-sing cos¢ O0[-( 0 R, O
0 0 1 0 0 R,
cos¢-R, sing-R, O
= —sing-R, cos¢-R, O (36)
0 0 R,
The components, sing-R,, and _sing.R, are anti-

symmetrical, which are perpendicular to the rotation axis, z for ¢
of Figure 2. From the above transformed tensor after the rotation,
D-R, »We took out its diagonal components and formed (37), to

calculate the relative intensity of the principal moment of the
rotation.

dr, 0 0 cos¢g- R, 0 0 37)
0 dRr, 0 |= 0 cosg-R,, O
0 0 Ry, 0 0 R,

Then we formed H as shown below to calculate the coefficients
of the diagonal components.

H=kT—(c¢,-dR, +¢, -dR,, +¢, - Ry;) (38)

Henceforth we followed the same procedure explained in the
section 2.3., but with the matrix shown below.

X:[cosgb-R,, cosg- R,, R33] (39)
2.5. Algorithm for the angular momentum of the rotation

We formed a matrix shown in (40), by taking out the anti-
symmetrical components of p. R, from (36); then formed a

column vector shown in (41).

. 0 sing-R,, 0 0 Ry, -dQ; “0)
—sing- R, 0 0|=|-R,,-dQ, 0
| 0 0 0 0 0 0
[dR,, Ry, -dQ, an
dR,, |=| =R, -dQ;,
| dR; 0

With the above column vector, we formed H shown below, for
calculating the coefficients of the vector’s components.

H=kT (¢, Ry, -dQ, —c, -R,, -dQ) (42)

WWwWw.astesj.com

Then we followed the same procedure as explained above, but
with the matrix shown in (43) of the anti-symmetrical components.
It is to simulate the angular momentum that is to be projected on
the imaginary flat surface, which is perpendicular to the spherical
surface.

X =[sing-R,, —sing-R,|=[R,, -dQ, —-R, -dQ,] (43)

here a little explanation is needed about dQ), of (43). At first, ¢ of

(44) is an infinitesimal rotation operator. But, in general it has a
form of (45) according to the Reference [9]. Then a rotated vector
as the cross-product of R,, and dQ makes (46).

0 dQ, 0
e=|-dQ, 0 0 (“44)
| o 0 0
0 aQ, -dQ,
&=|—dQ, 0 dQ, (43)
| dQ, -dQ, 0
dR,, R,| [d| [R,dQ, - R,dQ, 46
dR,, |= R, xdQ=|R,, |x| dQ, | =| R,dQ, - R,,dQ, (46)
dR,, Ry | [dQ, | | R,dQ, —R,,dQ,

However, in this simulation, we assumed (47) and (48), which
make (41) instead of (46).

dQ, =dQ, =0 (47)
dQ; =sing (43)
2.6. Input data

The time ¢ and the distance r are set as shown in Figure 3 for
Case-1 and in Figure 4 for Case-2. For simulating the spatial
expansion of the gravitational field, we assumed as if & would
become larger in far distance as shown in Figure 5. For simulating
the rotation of the object, we set two cases, assuming ¢, (the
rotation 1) and ¢, (the rotation 2) also as shown in Figure 5. With
these settings, sin@, cos@, cotd, sing,. sing,. cos¢, and cosg,
behave as shown in Figure 6.

degree
450

400

012345678 810112121415161718192021222324

r

Figure 5: Angles, &, ¢1 and ¢2 , for the simulation
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In addition, we set the stress-energy tensor as 1; because, the
purpose of this simulation is to measure the relative intensity of
each component of the tensors.

sin &
cotd
cos -
-sin ¢, .
-cos 10
. 0.8
sing,
0.6
cos @, 8
04
02 &
0.0 .
02 4 —-sin ¢]
- COS
s,
o 2 esing,
= COs ¢,
08 2 .
. = sin &
= cos@
1.2 2
1 3 5 7 9 1 13 15 17 19 21 23 —O—Cotg

Figure 6:5in 6, cos@, cotd, sing, sing,,cosd, and cosg,
3. Result
3.1. Gravitational energy and angular momentum: overview

Figure 7 (Table 2) shows the relative intensity of the
gravitational energy of the object, which is projected on the surface
of the sphere of the curved space, and the angular momentum of
the perpendicular vector to the surface. In Case-1 (non-linear
distortion of the time and space), the gravitational energy (on
curved surface) is negative (gravity) before the rotation, but it
changes to positive (antigravity) in the rotation 1, and then to
negative (gravity) again in the rotation 2. It means that the
antigravity appears, depending on the speed of the rotation of the
object. The sign of the angular momentum (on perpendicular
vector) changes from positive to negative when the rotation
becomes faster (from the rotation 1 to the rotation 2). It means that
the direction of the angular momentum changes, depending on the
speed of the rotation. In Case-2 (linear distortion of time and
space), the gravitational energy is positive with no rotation (but
smaller than in Case-1 and closer to zero) in Figure 7; while, the
gravitational energy (negative) becomes larger when the object
rotates faster. The angular momentum of Case-2 changes as it
changes in Case-1.

@ 0On curved surface (Case-1)

B On perpendicular vectol (Case- 1)

f
-1,00E+02 -5,00E+01 0,00E+00 5,00E+01  1,00E+02

mOn curved surface (Case-2)

WOn perpendicular vector (Case-2)

T
40 -30 -20 -10 o 10 20

Figure 7: Gravitational energy on curved surface and angular momentum on
perpendicular direction to the surface
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Note: In Figure 7, “On curved surface” means the gravitational
energy, which is the sum of the calculated coefficients in the
equation of (25) for the no rotation and the sum of the calculated
coefficients in the equation of (38) for each of the rotation 1 and
the rotation 2. “On perpendicular vector” means the angular
momentum, which is the sum of the calculated coefficients of (42)
for each of the rotation 1 and the rotation 2.

Table 2: Intensities of gravitational energy and angular momentum: overview

Case-1 Case-2
Oncurved | On On On
surface perpendicular | curved perpendicular
vector surface vector
No rotation | -78.55 1.770
Rotation 1 20.00 36.90 -8.178 14.77
Rotation 2 -41.96 -43.00 -21.31 -15.29

3.2. Gravitational energy in three directions

Figure 8 (Table 3) and Figure 9 (Table 4) show the intensities
of the gravitational energy, projected on the spherical curved

surface in the components of R, R,, and R,; with no rotation,
and in the components of cos¢- R, , cos¢-R,, and R,, with the

rotation 1 and the rotation 2.

In Figure 8 for Case-1, only the component of R, appears on
the surface with no rotation, and only the component of cos¢- R,
appears with the rotation 1 and the rotation 2. The rotation 1 shows
the antigravity (positive).

In Figure 9 for Case-2, the component of cos¢g-R,, also
appears in addition to the component of cos¢- R, when the object

rotates, and they become positive (antigravity) with the rotation 1
and the rotation 2. Here, it is noted that the components of
cos¢-R,, and R,, don’t appear in Case-1 of Figure 8, but their

calculated values are shown in Table 3; and, in Case-2 the
component of R,; doesn’t appear in Figure 9, but its calculated

values are shown in Table 4.

mtation 2 | acosg- Ry,
rotation 1 acosg-Ry)
no mtation "R,
! ! !
-1,000E+0 -8,000E+0 -5,000E+0 -4,000E+0 -2,000E+0 0,000E+00 Z,000E+01 4,000E+01
2 1 1 1 1

Figure 8: Projection of the gravitational energy in 3 directions on the surface of
the curvature, Case-1

[ rotation 2 = cosg-R,
®cos¢-R,,
’—‘—. ! = cosg- Ry,
rotation 1 ’
s cosgd-Ry,

no rotation o Rll

-25 -20 -15 =10 -5 0 5

Figure 9: Projection of the gravitational energy in 3 directions on the surface of
the curvature, Case-2
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Table 3: Intensity of gravitational energy in 3 components, Case-1

Diagonal t c and Wof Diagonal t cand [y | ¢ and fy(o
components components . .
of R waefore the of rotated (Rotation 1) (Rotation 2)
uv .
rotation R,,
R -78.68 cosg- R, 20.01 -42.05
1 (26.49) (58.22) (52.30)
0.1307 ‘R ~ 0.08903
R, cosg- Ry -5.516x10
(0.03369) (0.0803) (0.06829)
R, 6.803x10°° R, -3.290x107* -2.990x10*
-4 -4

Note: The value without the bracket is the coefficient ¢; and, the value in the
bracket is the standard error of the coefficient Ve By econometrics [10], briefly

the calculated coefficient is more significant if its standard error of the coefficient

rotation increases from the rotation 1 to the rotation 2, the sign of
the angular momentum changes from plus to minus. It means that
the direction of the angular momentum reverses when the speed of
the rotation of the object changes.

This result suggests a consistency with our previous report on
the direction of the spin momentum of gravitational waves [6]
shown in Figure 1; however, because gravitational waves are
beyond the scope of this extended paper, further discussion on the
similarity between the direction of the angular momentum of the
antigravity and the direction of the spin momentum of anti-
gravitational waves should be postponed to the other research.

Table 5: Intensity of the rotation’s angular momentum, Case-1

is smaller than the value of the coefficient.

Table 4: Intensity of gravitational energy in 3 components, Case-2

Diagonal ¢ and Wof Diagonal cand [y | ¢ and [y
components components . .
of R R, before the of rotated (Rotation 1) (Rotation 2)
% .
rotation R,
R 1.767 cosg-R, -8.368 -21.79
1 (7.364) (11.85) (16.36)
. 0.1924 0.4849
R, 2.862x107 cosg- Ry,
0.242 0.336
(0.1469) ( R ( %
Ry 1.110x10°5 Ry -2.854x107 | -7.281x107
(2.224%10°) (3.673x107) | (5.099x107)

3.3. Angular momentum in two directions

Figure 10 (Table 5) and Figure 11 (Table 6) show the
intensities of the rotation’s angular momentum in two directions,
sing- R,,and —sing- R,,, which are perpendicular to the rotation

axis, ¢. In Figure 10 for Case-1, only the vector’s component of
—sing- R, appears for the rotation 1. For the rotation 2, the

component of —sing- R, appears, and sing- R,, is very slightly
visible in this figure.

ion 1

osin - R,

. .
“sing R,

L . .
“sing R,

1 1

1 1

1

-5,00E40 -4.00E40 -3,00E40 -200E40 -100E+0 0.00E+00 1,00E+01 Z.00E+01 3.00E+01 4,00E1 500E41

Figure 10: Angular momentum of the rotating object in 2 directions, case-1

rotation 1

]
msin @ - R,
L

-sing - R,
=sing-R,,

.
“sing R,
;

20

Figure 11: Angular momentum of the rotating object in 2 directions, case-2

In Figure 11 for Case-2, the vector’s component of sing - R,,

also appears. In both Case-1 and Case-2, when the speed of the
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(5.072x1072)

¢ and Viey | ¢© and [V(c)
(Rotation 1) (Rotation 2)
dx, =R,,-dQ, =sing-R,, 9.077x107 -4.816x107

(5.931x107?)

dx, =R, -dQ, =—sing- R,

36.83
(46.33)

4294
(45.44)

Table 6: Intensity of the rotation’s angular momentum, Case-2

¢ and Vie)y | ¢ and Vo)
(Rotation 1) (Rotation 2)
dx, = R, -dQ, =sing- R, 0.2821 -0.2285
(0.2621) (0.2597)
dv, =—R,,-dQ, =—sing-R,, 14.48 -15.06
(16.65) (16.69)

3.4. Physical meaning of the results

When the idea of quantum mechanics was developed in the
early 20" century, there was a discussion [11] to select the
coordinate system for quantum mechanics from Einstein’s special
theory of relativity or his general theory of relativity. He compared
two types of the coordinate systems: one was on the flat space-like
surface (Figure 12), and another on the curved space-like surface
(Figure 13). In each figure, three-dimensional surfaces, S1, S2, S3,
S1’ in Figure 12 and S in Figure 13, are placed in four-dimensional
time-space, where Xy is for the time, and X, X, X3 for the space.
The special theory of relativity is explained in Figure 12, while the
general theory of relativity is in Figure 13. Figure 13 represents a
three-dimensional curved surface in a four-dimensional space-
time, which has the property of being everywhere space-like, and
the perpendicular vector to the surface has to be in the light-cone
of Figure 13, according to [11].

3-dimensional flat space-Tike surfaces|

x1x2x3
space.

Figure 12: Flat space-like surface (remade from [11]
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Curved space-like surfacel

0
X time
|
s
/ od
x1x2x3
space

Figure 13: Curved space-like surface (remade from [11]

Then it was predicted by [11] that this perpendicular movement
to the curved space must have a physical meaning. However, it was
found that the curvature tensor could not satisfy the condition for
solving the equation of motion in such a perpendicular direction to
the curved surface. Henceforward the theory of quantum
mechanics was not developed on the curved surface of Figure 13,
but on the flat surface of Figure 12.

In our previous research for the conference paper [1], we made
a simulation on the energy of the gravitational field, which was the
projection on the spherical surface; but, not the movements of the
vectors perpendicular to the spherical surface. However, in this
extended paper, we also report the result of the simulation of the
angular momentum, which is the perpendicular component of the
movement of the curved surface. This part challenges the decision
to use the flat surface for quantum mechanics in the early 20
century.

For solving the equation of motion in a three-dimensional
curved surface in a four-dimensional space-time, the curvature
tensor is needed. But, in our research we used the spherical polar
coordinate system as a surrogate of the curved surface so that we
could still use the orthogonal transformation of the matrix algebra,
which was available originally for the flat space.

The vector components of the spherical surface are the
projections of the gravitational energy; and, the movements of
these vectors are the movements of the curved surface itself. It
looks like Figure 14.

PProjected image of the gravitational force
|on the flat rectangular plane tor the distorted time 7

o

Flatrectangular plane
for the distorted time 7

plane touched ontl ical body |

[Projected vectors onthe flat

[N Flat rectanguler plane
N [puton
Flatrectangular plane the spherical body
for the distorted distance 0
a Projected image of the gravitational force
' on the flat rectangular plane

ey spherialbody] forthe distorted distance o

Figure 14: The vector projected on the spherical surface
WWwWw.astesj.com

In Figure 14, a flat rectangular plane is put on the surface of an
imaginary spherical body. And, inside of the spherical body, there
is one arrow that represents the gravitational force. The rotating
object, which is not shown in this figure, is assumed to be located
in the center of the spherical body. Also one rotation axis is shown
in this figure. On this axis, there are two flat rectangular planes:
one is for the distorted time, 7; and, another is for the distorted
distance, p . First, the arrow of the gravitational force inside of the

imaginary spherical body is projected to each of these two flat
planes that are with the signs of ¢ and p . Then each of these two

arrows is further projected to the flat rectangular plane that touches
the surface of the spherical body. Here three vectors of (39) must
be on this rectangular plane on the surface, and the calculated
coefficients of (38) represent the intensities of the gravitational
energy, shown in Figure 8 (Table 3) and Figure 9 (Table 4). If the
speed changes in the rotation of the object, the direction of the
rotation of the object doesn’t change, but the direction of the
projected image of the arrow on the rectangular plane of Figure 14
changes. Here it is noted that we didn’t include 7 in the simulation
for this extended paper.

For simulating the vectors of the angular momentum, we used
the cross product of anti-symmetrical vectors as the projection of
the momentum vector in the perpendicular direction to the curved
surface. It looks like Figure 15. The vectors of (43) are projected
on the perpendicular plane with the sign of pin this figure. The

calculated coefficients of (42) are the intensities of the angular
momentum, shown in Figure 10 (Table 5) and Figure 11 (Table 6).
If the speed changes in the rotation of the object, the direction of
the rotation of the object doesn’t change; but, the direction of the
projected image of the arrow changes on the perpendicular plane
for p of Figure 15.

Projected vectoronthe flat plane

ofthe distorted time r . whichis
‘ perpendicular to the rofation axis

Rofation axis

N\

]

Projected vector s of [sin ¢-R,, —sin ¢-R,,]
on the tlat plane ot the distorted distance o2 .
which is perpendicalar to the rotation axis

Figure 15: The vectors projected on the perpendicular components of the
spherical surface

It is noted that we replaced the generally curved surface of
Figure 13 by the spherical polar coordinate system as a surrogate
for the simulation. And, we mocked the general movement of the
curved surface by the rotation of the curved sphere as shown in
Figure 15. In Figure 13, the perpendicular movement of the
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generally curved surface is the movement in the light cone, and it
is not necessarily the angular momentum. On the other hand, in
Figure 15, the perpendicular movement of the spherical polar
coordinate system appears as the angular momentum, only when
the system rotates.

4. Conclusions and Recommendations

In this research, we investigated how the intensity and the
direction change upon the gravitational energy and the angular
momentum when the speed of the rotation of the artificial object
changes, using Euler’s rotation matrix by calculating the
coefficients of the equation of motion, which is made of the
curvature tensor with the component on the curved surface and
the perpendicular component to the surface. The result of the
simulation shows that the rotating object, in which time and space
are nonlinearly distorted by the strong gravity, can produce the
antigravity as the projected image on the curved surface, and
change the direction of its angular momentum on the projected
perpendicular image to the curves surface.

The change of the direction of the angular momentum upon
the emerged antigravity implies our previous prediction [6] on the
direction of the spin of anti-gravitational waves, in which anti-
gravitational waves have the clockwise spin, while gravitational
waves have the anti-clockwise spin. However, the conclusion has
not been made on this issue because the analysis we described in
[6] was made on the flat space, while we made the simulation in
the spherical polar coordinate system for this extended paper. In
addition, the discussion about gravitational waves is beyond the
scope of this extended paper and it should be deferred to the other
research; although, the similarity between the antigravity and the
anti-gravitational waves may have been implied by the equation
of gravitational waves, which is to be derived as the secondary
differential of the equation for the gravitational field.

In addition, our simulation has challenged the limit of the
general theory of relativity in its application to quantum
mechanics, which is: the perpendicular movement to the generally
curved surface could not satisfy the condition to solve the equation
of motion. Henceforward the curved space was not used for setting
quantum mechanics. However, we challenged this limit, by using
the spherical polar coordinate system with the tensor algebra that
makes the cross product of anti-symmetrical vectors for simulating
the projection of the angular momentum in the perpendicular
direction to the spherical surface.

In this research, we used the system of spherical polar
coordinates as the surrogate of the generally curved surface;
however, in the near future, the developed computer technologies
must increase the possibility of simulating the generally curved
surface of the Einstein’s equations also for solving the equation
of motion of quantum particles.
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Fuel Cells (FCs) and Combined Cooling, Heating and Power (CCHP) systems are becoming
very popular due to their environmental friendliness and immense applications. This
extended review paper commenced by introducing the rampant South Africa’s electricity
crisis as the basis for the study, followed by some structural analyses of up to forty-four
miscellaneous power electronics converters case studies applicable to fuel cells including at
least sixteen FCs energy management systems (EMS) applicable case studies. The review
rationale is to determine innovative best practices that can be applied to devise an efficient
power converter and EMS for an energy efficient FC CCHP system. From these analyses, it
is realized that each power converter and EMS scheme has its merits and demerits depending
on the targeted applications and most importantly the research project objectives — that is,
whether the goals are to reduce costs, enhance efficiency, reduce size, boost performance,
simplicity, durability, reliability, safety etc. Therefore, the conclusion drawn is, there is no
“one size fits all” approach, as all the various reviewed case studies reported relatively good
results based on their chosen schemes for their targeted applications. Notwithstanding, this
review highlights are, i) the interleaved boost converter and variants as well as ii) the
maximum power point tracking (MPPT) technique; are the most widely used schemes, as
they are reasonably effective and simple to implement. The contributions brought forward
are i) an apt single reference study that presents a quick topological insight and synopsis of
assorted FCs power converters as well as EMS and ii) our proffered FC CCHP system
undergoing research to offer an innovative energy efficient solution for basic household
energy needs such as electricity, heating, cooling and lighting.

1. Introduction

Thus, various optional renewable energy sources, especially
solar and wind powers are being commissioned to augment and or

Compounded with re-occurring electrical energy and power
problems in South Africa and at large Africa; this extended article
to [1], extensively investigates with emphasis on fuel cells (FCs),
some assorted research on power converters and energy
management systems / storage (EMSs) techniques. Currently,
there’s up to 2 hours of daily electricity rolling blackouts in South
Africa (RSA), due to RSA national energy utility company
(ESKOM) inability to generate enough energy to meet its local
electricity demands. This is due to the legacy apartheid energy
system being over-stretched with more underprivileged areas /
users now having access to electricity, old energy infrastructures
being upgraded, poorly designed and in-efficient new energy
infrastructures, poor technical maintenance, inadequate technical
abilities, corruption as well as illicit business and political reasons.
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stabilize RSA national grid supply and also for personal use.
Alternative energy sources such as i) FCs — which produce power
and heat as well as water when fueled with H> and O» and ii)
thermo-electricity — which simply generates a) electricity based-
on Seebeck effect and b) heat / cold based-on Peltier effect, are of
interests. In this regard, our research focuses on FCs and thermo-
electricity; however, these clean energy sources need supporting
technologies and techniques to operate well. In light of this, we
review applicable best practices that can be developed to execute
an energy efficient fuel cell alternative power / energy system for
domestic and commercial combined cooling, heating and power
(CCHP) applications — since electricity, heat / cold and light are
the most commonly used forms of energy in most homes in RSA.
FCs CCHP systems are versatile, clean and becoming very trendy;
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thus, discussed next are miscellaneous power converters and EMS
research applicable to FCs and by extension FC CCHP systems.

A fuel cell stack closed-circuit voltage is a function of the FC
activation, concentration and Ohmic losses governed by the Nernst
equation. This FC loaded condition draws more current resulting
to a voltage dip/drop as a result of delay of Hydrogen / Oxygen
flow and this phenomenon is called the fuel cell fuel starvation.
This voltage drop and the load current together with other FC
parameters, establish the degree and duration of the problem. This
issue is tackled diversely as analyzed briefly in [1].

In [1]-[36], DC-DC power converters are paramount to either
boost and or reduce DC power sources (e.g FCs) and then sustain
a consistent power thereafter. FCs typically produce low DC
voltage but high current, which combined with the possibility to
fluctuate when connected to a load, demands power regulations to
the DC bus and ultimately to the different DC and or AC loads.

In DC-DC power converters, with the exception of linear
regulators, the fundamental three switching kinds are the step-
down, step-up and step-up / step-down — from which various and
or improved versions are derived to give isolated derivatives with
one or multiple switches including the soft-switching versions.

The voltage output from step-down DC-DC power converters,
is always lesser than its voltage input. Contrarily, the voltage
output from a step-up DC-DC converter is always more than its
voltage input. The step-down / step-up power converter based-on
its duty cycle value; can respectively either lower (duty cycle <0.5)
or increment (duty cycle > 0.5) the converter voltage output.

As per [37]-[70], EMSs are essential to manage the power
converters to ensure maximum power is transferred to the load, the
bus is stable and the energy / power supply system is efficient.

2. Power Converters

Power converters are required to buck, boost and provide
regulated voltage to the DC bus. In what follows and summarized
in Table 1, are miscellancous case studies that structurally
analyzed in brief details, some power converters for use with FCs.

2.1. DC-DC  Power Converters Architectures for Fuel Cells

Applications

As presented in [23], power sources based on fuel cells are now
trendy devices. They offer reliability, flexibility as well as
efficiency through multi-stack topologies. To access the market
requires simplifying further the FCs design and its supporting
components, which among others include the power converters
which ensure the output voltage is regulated. Their research thus
focused on DC-DC power converters by giving an inclusive
outline on the interfaces of power converters for use in aircraft,
railways, automotive and small static areas such as households.

The significance of selecting the correct power converters
topology and the related technology is crucial, as its facets allow
thermal compatibility with various methods for integrating the
DC-DC power converters to the fuel cells. These topological and
technological features that have been examined and displayed in
Figures 1a -1f with highlights in Figures le -1f, are some popular
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power converters topologies. In their study, they indicated how
connecting a fuel cell stack / DC-DC power converters in parallel
and in series increase the current and voltage outputs respectively.
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Figure 1: DC-DC Power Converters Architectures for Fuel Cells Applications
(adapted from [23])

Explained in their research and portrayed in Figures 1c and 1d,
are non-isolated multi-phase boost converters, which are mainly
appropriate for applications that require low DC bus voltage. The
interleaved topologies shown, meet the prerequisite for curbing
low FC ripple currents. The depicted standard interleaved boost
converter (IBC) shown in Figure 1c and the floating interleaved
converter (FIC) in Figure 1d, show similar merits. Z-sources
inverters (ZSI) were also articulated, in which their features and
merits make them suitable choices for 3-phase electric drives — for
instance automotive / railway applications. Furthermore, the study
indicated that the isolated converters based-on high frequency
planar transformer (which according to [23], only one quantity was
left in the market in 2014), is beneficial in high DC link voltage
applications such as railway. Contrarily, the isolated converters
give a low efficiency for medium power applications. However,
the soft-switching function enables the enhancement of the
converter efficiency but at the cost of using supplementary
components in the converter configurations. These improvements
are shown in Figures le and 1f — whereby the half-bridge isolated
converter (HIC) and the current-fed full-bridge resonant isolated
converter (RIC), respectively illustrate the zero-voltage switching
(ZVS) and zero current switching (ZCS) operations, in which both
increase the efficiency by reducing th