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Editorial 
 
 

dvances in Science, Technology and 
Engineering Systems Journal 
(ASTESJ) is an online-only journal 

dedicated to publishing significant advances 
covering all aspects of technology relevant to 
the physical science and engineering 
communities. The journal regularly publishes 
articles covering specific topics of interest.  
 
 
 
 
 

 
 
Current Issue features key papers 

related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 46 accepted papers related to 
electrical engineering domain. 
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 The increasingly rapid development of science and technology, as well as the influence of 
globalization has contributed to updates in educational so that one method taken by apply 
experiments in horticulture learning activities. This study aims to determine the effect of rice 
straw mulch on tomato production and the effectiveness of the implementation of this 
experiment in the horticultural learning process. This research experimental used144 of 
tomatoes plants that were divided into four groups. First group is the control group with the 
thickness of the straw 0%, second group with a thickness of mulch 5%, third group with 
mulch thickness 10% and fourth group with mulch thickness 15%. The results show there is 
a significant difference from the average weight of tomatoes after being given various mulch 
thickness treatments that was continued with the Least Significant Difference test with 
significant differences seen group 15% straw thickness where group had the highest tomato 
fruit weight with the average tomato fruit weight per plants 1426.72 g. This experiment is 
quite effective in implementing horticulture learning because this experiment takes only 116 
days and can increase activity, motivation, creativity, foster students' rational and scientific 
thinking. 

Keywords:  
Horticulture 
Straw mulch 
Tomato fruit production 

 

 

1. Introduction 

Tomato (Lycopersicum esculentum Mill.) is one type of 
vegetable that is popular with people because of its good 
nutritional content. In 100 g tomatoes there are substances that are 
useful for the human body, including 1 g of protein, 4.2 grams of 
carbohydrates, 0.3 g of fat, 5 mg of calcium, 27 mg of phosphorus, 
0.5 mg of iron, 1500 SI of vitamin A, 60 mg of vitamin B and 40 
mg of vitamin C. Tomatoes were found to have the increased 
variability of lycopene, in 1 kg tomatoes contains 104.699 mg [1]. 
Tomatoes have many benefits including preventing canker sores, 
eliminating acne, preventing cancer, preventing digestive 
disorders, and so on. Researchers from the Rowett Research 
Institute in Aberdeen, Scotland, managed to find other benefits of 
tomatoes, so the yellow gel that covers the tomato seeds can 
prevent blood thickening and blood clots that can cause heart 
disease and stroke [2]. Tomatoes (Lycopersicum esculentum Mill.) 
are the most popular vegetables with high nutritional value and a 
good source of Potassium and Vitamins A and C [3]. Tomato 

(Lycopersicum esculentum Mill.) is a type of shrub and belongs to 
the Solanaceae family. 

Tomatoes are an important component in the composition of 
the daily menu, including being used as table fruit, a mixture of 
vegetables, chili sauce [4]. Along with the development and 
improvement of public health, the consumption of tomatoes as a 
source of vitamins is increasingly in demand for most Indonesians 
so that the need for tomatoes continues to increase, both as fresh 
food, vegetables, and as an ingredient in the food industry. In 
Europe (EU), Italy and Spain are the largest EU fresh tomatoes 
producers. panish fresh tomatoes are traded to Northern Europe, 
mainly toward France, United Kingdom, Germany, and 
Netherlands. In some cases imports from Spain cover a large share 
of total import of destination countries [5]. Tomato is a widely 
cultivated horticultural plant. The level of people's need for 
tomatoes is quite high, because tomatoes are consumed almost 
every day. The high demand for tomatoes causes tomato 
cultivation to require serious handling, so that production and fruit 
quality are always maintained [6].  
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Tomato plants need environmental conditions in the form of 
temperature and soil moisture that can ensure optimum plant 
growth and production. To be able to optimize the growth of 
tomato plants, it is necessary to modify the growing environmental 
conditions in the form of soil temperature and soil moisture by 
using the right plant cultivation technology, one of which is by 
giving plant residues in the form of organic mulch. Mulch is 
defined as a material or mineral that is deliberately spread on the 
surface of the soil or agricultural land. One of the organic mulches 
which is an agricultural waste material is rice straw. The use of 
organic mulch in the form of straw mulch is the right alternative 
choice because it can improve soil structure, soil fertility and 
indirectly maintain soil aggregation and porosity, which means, it 
will maintain soil capacity to hold water after composition. Straw 
mulch can maintain soil moisture and suppress the growth of 
weeds and diseases so that it is expected to make tomato plants 
grow well and optimally. 

Ecological assets that play an important role for the 
sustainability of ASEAN countries, namely agricultural for arable 
land. The role of humans is very important for the environment 
because various human activities can have a positive impact on the 
environment and the economy of a country and have a negative 
impact, namely a decrease in environmental degradation so that it 
can affect ecological assets for sustainability of ASEAN countries 
[7]. 

Organic  farming  can support  sustainable  food  security and 
food  availability [8] like organic mulches. Organic mulches such 
as straw, hay, grass or leaves can provide many benefits for organic 
farming. The use of organic mulch such as straw can reduce soil 
temperature and produce higher soil moisture compared to using 
black plastic mulch [9]. Organic mulch can limit weed growth, 
protect the soil from drought and reduce nutrient leaching, so that 
it has a positive impact on the yield of cultivated crops and 
improves their quality [10]. Surface mulching either with synthetic 
plastic sheets (or films) or natural organic waste materials is now 
used to protect plants from root-borne diseases and for water 
conservation. Organic mulch contains sawdust, dry grass (grass 
clippings), corn cobs, rice and wheat straw, water hyacinth, etc. It 
is very effective for vegetable growth and yield through increased 
soil moisture content, heat energy and the addition of some organic 
nitrogen and other minerals to improve soil nutrient status [3]. The 
use of various types of mulch on tomato plants is expected to be 
able to create a suitable microclimate for plants, improve soil 
physical properties including soil organic material, permeability, 
soil porosity and growth rate, facilitate nutrient cycling in soil, 
water, plant systems and improve nutrient availability for plants 
[11]. 

There are many factors that influence the progress of a nation, 
one of which is the condition of education that occurs in the 
country, so to achieve it, it requires a renewal in the field of 
education. Updates in education are an effort to improve the 
quality of national education, including by updating learning 
methods. In general, learning methods in schools tend to be teacher 
oriented, i.e. teacher-centered learning. The teacher oriented 
tradition is still widely used by educators so that it does not 
empower students. This condition results in low levels of success 
in students. Updates in the field of education position teachers to 
have a big role to contribute to the improvement of education 

quality in schools. Thus, the learning system must have good 
planning. According to Sugiyono [12] with the increasingly rapid 
development of science and technology, as well as the influence of 
globalization that has contributed to almost all aspects of human 
life at this time, the demands for schools are growing as well 
because the school's function has long been used as "agent of 
change" and "agent of modernization" by community. This implies 
demands for teachers to continuously develop teaching materials 
and teaching methods in order to meet the demands of the 
developing community. Biology learning basically involves 
students directly in obtaining knowledge so that curiosity arises. 
To explore students' curiosity, one method taken is by applying 
experiments in learning activities. Experiments are able not only 
to foster students' curiosity, but also to encourage rational and 
scientific ways of thinking so that the results of experiments can 
be accepted as scientific products while the steps in its 
implementation are dealing with scientific processes. 

According to the constructivism view, learning that is currently 
applied must be oriented towards building the knowledge of 
students independently. Students are trained to find independent 
learning information and actively create cognitive structures in 
interaction with their environment so that student-centered 
learning is realized. One good learning strategy that is in line with 
the nature of constructivism is the application of a practicum-based 
learning model. In practicum-based learning, students are more 
directed at experimental learning (learning based on concrete 
experiences), discussions with friends, which will then get new 
ideas and concepts. Therefore, learning is seen as a process of 
compiling knowledge from concrete experiences, collaborative 
activities, and reflection and interpretation [13].  

Experimental learning is very suitable for learning biology, 
because it can provide learning conditions that develop optimal 
thinking and creativity skills. Students are given the opportunity to 
compose their own concepts in their cognitive structures, which 
can then be applied in their lives. The use of this experimental 
method has the aim of making students capable or competent and 
finding their own answers or problems which are faced by 
conducting their own experiments. In addition, students can be 
trained in scientific ways of thinking, by experimenting with 
students finding evidence of the truth and theory of something that 
is being studied [14]. 

From the description above, the research purpose to determine 
the effect of rice straw mulch on increasing tomato plant 
production and the effectiveness of the implementation of this 
experiment in the horticultural learning process. 

2. Methods 

2.1. Materials 

The population of this study was all tomato plants in the 
nursery with length, width and height (150 x 40 x 10) cm. After 10 
days, the tomato plants are transferred to new media in a small 5 
cm diameter plastic bag that has been prepared previously. At three 
weeks of age, the seedlings were transferred from the plastic bag 
media to the plot of the study area, where each plot was filled with 
six plants. In one block where the research was located there were 
four plots according to the number of experimental groups, namely 
(1) the control group with the thickness of the straw (0%); (2) the 
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group with the thickness of the mulch (5%); (3) the group with the 
thickness of the mulch (10%) and (4) the group with the thickness 
of the mulch (15%). There are six blocks according to the number 
of repetitions. The total tomato plants used in the sample in this 
study were 6 x 4 x 6 tomato plants, equal to 144 tomato plants. 

2.2. Data Analysis 

This type of research is experimental, using a completely 
randomized design. The obtained data were the weight of ripe 
tomatoes which were picked three times, starting from 96 days to 
116 days. The results of weighing the tomato fruit were then 
recapitulated, the results of the recapitulation were tested for 
normality and homogeneity using the SPSS software version 22. 
The normality test was performed using the Kolmogorov-Smirnov 
and Shapiro-Wilk statistics with SPSS software version 22. 
Meanwhile, the homogeneity test was carried out with the Levene 
test. Significance level (α) was set at 0.05.  

The criteria used for the normality and homogeneity test was if 
the significance number (sig.) was greater than the significance 
level (α) then the statistical numbers obtained were not significant, 
meaning that the sample data came from a normally distributed 
population, vice versa. If the requirements for normality and 
homogeneity have been met, then a parametric analysis is carried 
out using the ANOVA test. If there were significant differences, it 
was necessary to carry out further tests to determine which 
treatment groups were significantly different. Further tests were 
carried out with the Least Significant Difference (LSD) test. 
Student learning outcomes using experiment-based learning 
methods were evaluated using normative assessments. 

3. Result 

After the tomatoes reached 96 days from the nursery, the ripe 
fruit picking was carried out to calculate the weight of the tomatoes 
produced per plants, the fruit picking was done three times until 
the tomatoes were 116 days old. The results of weighing the 
tomato fruit were then recapitulated, the results of the 
recapitulation can be seen in Table 1. 

Based on table 1 above, it can be described the average weight 
of tomatoes (g) plants at various thicknesses of straw mulch, as 
shown in Figure 2. 

 
Figure 1. Average Tomato Fruit Weight (g) plants at various thicknesses of mulch 

Table 1: Average Tomato Fruit Weight (g) plants at various thicknesses of straw 
mulch 

TREATMENT BLOCK  

Symbol 
Straw 

Thickne
ss 

I II III IV V VI 

(1) 0% 917,5
0 

690,8
3 

1095,
00 

683,3
3 

658,3
3 

608,3
5 

(2) 5% 1010,
35 

1176,
00 

1334,
33 

846,6
6 

116,6
6 

977,1
7 

(3) 10% 1514,
17 

1183,
83 

1790,
33 

1825,
83 

1789,
50 

1475,
50 

(4) 15% 1878,
30 

2216,
50 

2303,
35 

2091,
00 

2121,
83 

2140,
00 

Total  5320,
32 

5266,
66 

6523,
01 

5446,
82 

5686,
32 

5201,
02 

Average  1330,
08 

1316,
67 

1630,
75 

1631,
71 

1421,
58 

1300,
26 

 
3.1. Prerequisite Test 

Before conducting the Anova test, a prerequisite test was 
carried out in the form of a normality test and a homogeneity test. 
Based on the results of the normality test with SPSS software 
version 22, data is obtained as in Table 2. 

Table 2: Summary of Normality Test 

Straw 
Thickness(%) 

Kolmogorov-Smirnova Shapiro-Wilk 
Statistic Df Sig. Statistic Df Sig. 

0 0.339 6 0.030 .831 6 0.110 
5 0.274 6 0.180 .858 6 0.183 

10 0.277 6 0.165 .865 6 0.208 
15 0.239 6 0.200* .939 6 0.651 

 
Based on the results of the Shapiro-Wilk normality test, all 

treatments obtained Sig. above the predetermined significance 
value of 0.05. This means that the data is normally distributed so 
that Anova testing can be done. 

The next test is the homogeneity test which is also carried out 
with the help of SPSS. The results of the homogeneity test are 
shown in Table 3. 

Table 3: Homogeneity Test Results 

Levene Statistic  df1 df2 Sig. 
1.401 3 20 0.272 

 
Based on the results of the homogeneity test with the Levene 

test, the Sig. equal to 0.272. This value is much greater than the 
predetermined significance value of 0.05. Thus it can be said that 
the fourth variant of the mulch thickness treatment is 
homogeneous, so that anova testing can be carried out. 

3.2. One Way Anova Test 

Based on the one-way ANOVA test that has been carried out 
with the help of SPSS software version 22 can be seen in Table 4. 

Table 4: Summary of One Way Anova Test Results 

 Sum of Squares Df Mean Square F Sig. 
Between 
Groups 

7110075.329 3 2370025.110 31.593 0.000 

Within 
Groups 

1500343.171 20 75017.159   

Total 8610418.500 23    
 

461.30
630.79

1027.34

1426.72

0
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Based on the table above, it is known that the F value is 31.593 
with a Sig. amounting to 0.000. This means that there is a 
significant difference from the average weight of tomatoes after 
being given various mulch thickness treatments. Because there is 
a significant difference, it is necessary to carry out further tests to 
find out which treatment pairs are significantly different. Further 
tests were carried out with the LSD test, the results of which can 
be seen in Table 5. 

Table 5: Summary of LSD Test Results 

(I) 
Straw 
Thick
ness 
(%) 

(J) 
Straw 
Thickn

ess 
(%) 

Mean 
Difference 

(I-J) 
Std. Error Sig. 

95% Confidence Interval 

Lower 
Bound 

Upper 
Bound 

0 5 -134.63833 158.13197 0.405 -464.4958 195.2192 
10 -820.88667* 158.13197 0.000 -1150.7442 -491.0292 
15 -1349.60667* 158.13197 0.000 -1679.4642 -1019.7492 

5 0 134.63833 158.13197 0.405 -195.2192 464.4958 
10 -686.24833* 158.13197 0.000 -1016.1058 -356.3908 
15 -1214.96833* 158.13197 0.000 -1544.8258 -885.1108 

10 0 820.88667* 158.13197 0.000 491.0292 1150.7442 
5 686.24833* 158.13197 0.000 356.3908 1016.1058 
15 -528.72000* 158.13197 0.003 -858.5775 -198.8625 

15 0 1349.60667* 158.13197 0.000 1019.7492 1679.4642 
5 1214.96833* 158.13197 0.000 885.1108 1544.8258 
10 528.72000* 158.13197 0.003 198.8625 858.5775 

*. The mean difference is significant at the 0.05 level. 

 
Based on the LSD further test with the help of SPSS, it was 

found that all pairs of mulch thickness treatments were 
significantly different except for pairs of 0% and 5% thickness of 
mulch. That is, the mulch treatment with a thickness of 0% and 5% 
has no difference in affecting the average weight of tomatoes. Or 
there is a significant difference between group (3) with 10% straw 
thickness and group (4) 15% straw thickness where group (4) has 
the highest tomato fruit weight. 

3.3. Evaluation of learning outcomes 

Evaluation of the learning outcomes of students who 
participated in this experiment showed that: (1) there was an 
increase in activity, creativity, motivation and involvement of 
students in the learning process; (2) students gained real 
experience that was able to strengthen their understanding of 
theoretical concepts; (3) It helped students to foster their rational 
and scientific thinking; (4) students can hone cognitive, 
psychomotor and affective skills in identifying problems, and 
developing problems and finding effective solutions to solve 
problems; (5) students can cultivate collaboration and acquire 
leadership skills. 

4. Discussion 

Based on the results of the one-way ANOVA analysis, it is 
known that the F value is 31.593 with a Sig. amounting to 0.000. 
This means that there is a significant difference from the average 
weight of tomatoes after being given various mulch thickness 
treatments. This is because organic mulch is able to suppress 
weeds, regulate soil moisture and soil surface temperature. 
Organic mulch can improve overall soil quality by increasing soil 
organic matter, soil porosity, water holding capacity while 
stimulating life in the soil and increasing nutrient availability [10]. 
Organic mulch is very effective for vegetable growth and yield 
through increasing soil moisture content, heat energy and adding 
some organic nitrogen and other minerals to improve soil nutrient 

status [3]. The use of various types of mulch on tomato plants is 
expected to be able to create a suitable microclimate for plants, 
improve soil physical properties including soil organic matter, 
permeability, soil porosity and growth rate, facilitate nutrient 
cycling in soil, water, plant systems and improve nutrient 
availability for plants [11]. From the above quotations we can 
conclude that rice straw mulch can (1) reduce the growth of weeds, 
(2) reduce water evaporation so as to maintain soil moisture 
content and soil temperature; (3) preventing the appearance of soil 
scales so that the soil remains loose and soil aeration is maintained; 
and (4) rotting straw mulch will increase soil nutrients, especially 
organic nitrogen and other minerals. 

Based on the LSD further test with the help of SPSS, it was 
found that all pairs of mulch thickness treatments were 
significantly different except for pairs of 0% and 5% thickness of 
mulch. This means that mulch treatment with a thickness of 0% 
and 5% does not differ significantly in influencing the average 
weight production of tomatoes. Meanwhile, mulch treatment with 
a thickness of 10% and 15% had a significantly different effect on 
the average weight production of tomatoes, where mulch treatment 
with a thickness of 15% had a better effect than mulch treatment 
with a thickness of 10% [11].  

Why does mulch treatment with a thickness of 10% and 15% 
have a significant different effect on the average weight production 
of tomatoes and mulch treatment with a thickness of 15% is a better 
effect than mulch treatment with a thickness of 10%? Because in 
the mulch treatment with a thickness of 15% weeds cannot grow 
at all, so there are absolutely no disturbing plants, consequently 
water and the elements present in the soil are only used by tomato 
plants. The impact is better tomato growth and is able to produce 
fruit more optimally.  

Hay weeds, especially weeds with a thickness of 15%, 
evaporate less than treatment with a thickness of 10% straw, so that 
the soil moisture content and soil temperature are better preserved 
in the treatment with a thickness of 15% straw. Water has a vital 
function for living things, including plants. This is closely related 
as the basic material to be used in the photosynthesis process, 
which is a plant physiological process for the formation of 
carbohydrates [15]. Water is one of the environmental factors that 
has a big influence on the decrease in the production of a plant and 
from an ecological point of view, it is the main limitation in the 
terrestrial environment or in the aquatic environment is water. 

Straw mulch, especially mulch with a thickness of 15%, is 
better able to prevent the appearance of soil scales so that the soil 
is more loose and soil aeration is more maintained than the straw 
mulch with a thickness of 10%. This is very important for 
maintaining the progress of the metabolic processes that take place 
in the root cells, especially the respiration of root cells, which 
greatly affects root growth and transport of soil nutrients from the 
soil to the leaves. With good aeration will affect crown growth and 
ultimately will increase the production of tomato plants. For 
tomatoes with a straw mulch thickness of 15%, the amount of 
straw is clearly higher than that of 10% straw mulch, so that the 
addition of organic nitrogen in the treatment with a straw thickness 
of 15% is more than tomatoes with a thickness of 10% mulch. 
Since organic nitrogen is obtained from rotting straw mulch. This 
organic nitrogen is indispensable for growth, especially in the 
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vegetative phase, namely the growth of branches, leaves and 
stems. Nitrogen is also useful in the process of forming green 
leaves or chlorophyll. Chlorophyll is very useful to help the 
photosynthesis process. In addition, nitrogen is useful in the 
formation of proteins, fats and various other organic compounds. 
Lack of nitrogen can cause abnormal or stunted plant growth. The 
leaves will turn yellow and then dry out. If a lot of nitrogen 
deficiency (severe) can cause plant tissue to dry out and die. Fruits 
that lack nitrogen have imperfect growth, ripen quickly and have 
low protein content. So the increase in tomato weight in straw 
mulch with a thickness of 10% and 15% occurs because straw 
mulch can add adequate organic nitrogen elements to the soil. This 
optimal organic nitrogen makes tomato fruit growth perfect and its 
protein content increases [8]. 

The use of technology in the suitability of peatlands for 
cultivation in a certain area is optimally carried out using methods 
based on  of the Food and Agriculture Organization (FAO) 
guidelines. The system test results showed an accuracy rate of 
92.86% with the application of land suitability evaluation for 
planting other types of plants besides lowland rice. Based on the 
results of future land suitability evaluations, farmers can develop 
horticultural crops, namely cultivating tomatoes on peatlands [16]. 

Evaluation of the learning outcomes of students who 
participated in this experiment showed that: (1) there was an 
increase in activity, creativity, motivation and involvement of 
students in the learning process; (2) students gained real 
experience that enabled them to strengthen their understanding of 
theoretical concepts; (3) it helped students to foster their rational 
and scientific thinking; (4) students can hone cognitive, 
psychomotor and affective skills in identifying problems, and 
developing problems and finding effective solutions to solve 
problems; (5) students can cultivate collaboration and acquire 
leadership skills. This happens because students were involved 
directly in obtaining knowledge so that curiosity arose. 
Experiments are able not only to foster students' curiosity, but also 
to encourage rational and scientific ways of thinking so that the 
results of experiments can be accepted as scientific products while 
the steps in its implementation are as scientific processes. 
Experimental learning is able to provide learning conditions that 
develop optimal thinking and creativity skills. Students are given 
the opportunity to compose their own concepts in their cognitive 
structures, which can then be applied in their lives. The use of this 
experimental method has a goal that students are able to find their 
own answers or problems by conducting their own experiments. In 
addition, students can be trained in a scientific way of thinking, by 
experimenting with students finding evidence of the truth and the 
theory of something being studied [14]. 

Biology being the center of scientific learning is needed in 
studying advanced domains such as medicine, genetics, zoology, 
etc. For successful dissemination of biological science, integration 
of high-tech communication practices in teaching of biology is 
applied in education, teachers familiarize themselves with the 
pedagogical principles and management strategies used in 
classroom instruction [17]. 

This is in line with what was stated by [18] which stated that 
good learning is learning that requires student activity and meaning 
(meaningful discovery learning). In active learning (discovery 

learning), students are no longer placed in a passive position as 
recipients of teaching materials given by teachers / lecturers, but 
as subjects who are active in thinking processes, seeking, 
processing, unraveling, combining, concluding, and solving 
problems. Education is a lifelong process of cultivating and 
empowering students, where in this process there must be 
educators who provide role models and are able to build will, and 
develop the potential and creativity of students. This principle 
causes a paradigm shift in the educational process, from the 
teaching paradigm to the learning paradigm. Teaching paradigm 
which emphasizes more on the role of educators in transforming 
knowledge to their students has shifted to learning paradigm which 
gives more roles to students to develop their potential and 
creativity. In the learning process, the ability for creativity is 
obtained through: Observing, Questioning, Associating, 
Experimenting, and Networking.  

Therefore, teachers/ lecturers need to design a learning process 
that prioritizes personal experience through the process of 
observing, asking questions, reasoning, and trying [observation 
based learning] to increase the creativity of students. In addition, it 
is accustomed for students to work in a network through 
collaborative learning. 

5. Conclusions 

Based on the research results and the description above, it can 
be concluded that: (1) straw mulch affects tomato production; (2) 
straw mulch with a thickness of 5% gave no significant difference, 
while straw mulch with a thickness of 10% and 15% had a 
significantly different effect, where straw mulch with a thickness 
of 15% had a higher yield of tomatoes than mulch straw with a 
thickness of 10%; and (3) This experiment is quite effective in 
implementing horticultural learning because this experiment takes 
only 116 days, it can increase activity, motivation, creativity, 
rational and scientific thinking of students. Besides, this 
experiment also involves students in the learning process, provides 
real experience, improves cognitive, psychomotor, affective 
abilities, and fosters collaboration and leadership skills. 
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 The design, fabrication and testing of a power availability recorder (PAR) to track the 
duration of electricity supply in facilities is presented. The design was executed with C-
Language encoded in a microcontroller which served as the central processing unit of the 
device. Proteus software was, subsequently, used to simulate the real-life practicability of 
the device before the prototype was constructed. This device is designed to record power 
availability in seconds which can be converted to hours while energy consumption is 
recorded in kWh. Thereafter, the device was functionally tested and installed in a 
customers' premises for a period of three (3) months. Energy Consumed was plotted against 
Availability using GraphPad Prism Software and it could be seen that Availability and 
Energy Consumption are directly proportional to each other. This forms a sound basis for 
discrediting the outrageous bills issued by the utility companies for months when there were 
few hours or no power availability. It follows therefore that if installed in unmetered 
households, this device could go a long way in curbing the excesses and checking the 
inefficiency of the utility companies in terms of unjustifiable estimated bills issued to their 
customers. 

Keywords:  
Power Availability Recorder 
Estimated Energy Bills 
Unmetered Facilities 
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1. Introduction 

Energy remains the major driving force for industrial, social 
and economic development of any country. It is also a key 
consideration in the sustainable management of the environment 
[1, 2]. Electricity is one of the cleanest and most versatile forms of 
energy, with high utilization efficiencies. Most energy resources 
are usually converted to electricity as their terminal useful energy 
form [3]. Consequently, electricity has become the energy form 
with the greatest utility in household, industrial and commercial 
activities in both developed and developing countries [3]. Nigeria, 
which is a lower middle-income country with a per capita income 
of $2790/yr and a poverty rate of 53%, ranks among the 10 largest 
oil exporting countries in the world [4]. Yet, according to the 
International Energy Agency, the annual per capita electricity 

consumption was only 140 kWh/cap/yr in 2015, when the 
population was 181 million [5]. This may be compared to 12,000 
kW/cap/yr for the USA, a high-income country with a population 
of approximately 321 million [6]. The low value for Nigeria 
portrays a low level of development of her electricity supply 
subsector. Nigeria’s population is projected to rise to 266 million 
by 2030 [7]. Thus, substantial improvements in power generation 
and supply are very critical if the country is to adequately meet her 
future electricity needs. A growth rate of 567 GWh/yr in total 
generation was projected in [8], while [9] suggest that in the near 
future, a generating capacity of 85 TWh should be installed to meet 
the expected demand. This situation has led to a renewed call for 
diversification of energy sources with emphasis on renewables to 
serve the needs of off-grid rural communities [10-12].  

To achieve the electricity supply objective, the country 
commenced a restructuring of the Electricity Supply Industry, ESI, 
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from a government monopoly to a competitive private sector 
driven industry in 2001 [13, 14].  Even after successful completion 
of this restructuring, the ESI still manifests low power availability 
where access exists, frequent blackouts, estimated billing of 
millions of unmetered customers, difficulty in balancing supply 
and demand, and lack of disaggregated consumption data by 
economic sector, geopolitical division, facilities and homes [15]. 
For progress to the next and fully competitive stage, full and 
reliable metering of the electricity being traded among operators 
and between operators and consumers, among other improvements, 
is essential. As of 2017 only 45.3% of electricity customers on the 
grid were metered [16] and about 50% of the meters were either 
faulty or obsolete [17]. This means that a large percentage of 
customers, especially in the rural areas, were and still are subjected 
to estimated billing [18]. A supposed balance between total 
generation and metered sales is then arbitrarily shared among 
unmetered customers. The practice is thus open to abuse by the 
supply companies and promotes inefficient use of power by the 
consumers. According to [15], a large number of Nigerian 
electricity customers were willing to adopt the pre-paid metering, 
PPM, system principally due to frustration with the unjust billing 
by the supply companies. In contrast, in countries which have full 
metering and 24-hour power supply, availability is not an issue, 
bills accurately reflect consumption and customers are happy to 
pay for electricity consumed [19]. Authentic and balanced billing 
reduces rancor and disputes between suppliers and customers, 
supports business growth and economic progress and positively 
influences facility management and efficient use of energy. 
Countries with similar problems to Nigeria’s cannot enjoy these 
benefits. Until the country attains full metering of its customers, 
estimated billing of customers will be inevitable. A more equitable 
method must be found for making these estimates and as will be 
shown in this work, one such method uses the power availability 
value. This makes the Power Availability Recorder, PAR, a useful 
device in end consumer electricity trading. Other approaches have 
been proposed for determining estimated monthly consumption 
and bill. One of such is the use of the Artificial Neural Network 
model as was applied to residential customers by [20]. An 
optimized web-based billing meter, using C# programming 
language with MySQL for backend data base was presented by 
[21]. The meter measures and transmits consumed units of a 
customer at the end of a month, through a dedicated network. 

As noted in [22], facilities resource metering is very vital for 
robust building energy management. Constant monitoring of an 
installation gives facility and property managers the information 
they need to improve usage and behaviour, lower electricity 
consumption, reduce capital expenditure and cut energy costs [23]. 
In countries where 24-hour/day power supply is not assured, 
especially if further complicated by limited metering coverage, 
energy management analysis of the type envisage above will need 
data on the power availability profiles in the regions or facilities of 
interest, in addition to data on energy consumption and power 
demand. A means of accounting for the periods of power outage 
needs to be incorporated into the power metering and accounting 
system. This calls for a device, or timer, that records electricity 
availability to a building or facility [22]. Several studies have been 
conducted on electricity consumption all over the world [24-25] 
but in Nigeria, it is observed that electricity consumption is 
strongly dependent on power availability.  

In this study, a Power Availability Recorder (PAR) was 
developed, functionally tested and installed in four selected 
customers' premises. Power availability data was taken from the 
device at 6am and at 6pm daily for a period of three (3) months. 
This further proved the device to be durable. 

2. Formulation of the PAR 

Codes in C-Language were written into the microcontroller of 
the device which serves as the central processing unit of the device. 
After that, Proteus software was used to simulate the real-life 
workability of the device. This was followed by fabrication the 
prototype and testing [26]. 

2.1. Design Considerations 

The design method follows a top-down design and a bottom-
up implementation approach. The design is based on a pic 
microcontroller and integrated circuit (IC) with other peripherals. 
A firm was developed in embedded C language to run in the 
microcontroller and coordinate and execute some task. The device 
is sub divided into the following integral modules: The timing 
module, Power sensing module, Data logging module, Display 
module, Power supply module. 

• The Timing Module 

The system incorporates a precision timer for taking record of 
time of power availability in seconds. In this design, a 16-bit built-
in timer in the microcontroller was used. The timing is formatted 
as follows: DD: HH: MM: SS (Days: Hours: Minutes: Seconds).  

• Power Sensing Module 

This part of the circuit senses when power is available and 
sends a signal to the microcontroller to start timing. The circuit 
include a voltage buffer to eliminate loading effect from the DC 
source and a Zener regulator to ensure a constant voltage level. 

• Data Logging Module 

This module computes the duration for which power was 
available in real time and saves it in memory. The status of the 
power source is checked every seconds. Here, an LC256 EEPROM 
(Electrically Erasable Programmable Read Only Memory) chip is 
used. This EEPROM can hold up to 256kb of data which is just 
enough for this research. 

• Display Module 

This is the interface through which the user can interact with 
the device. The display module and the input buttons (delete and 
reset buttons) make up the user interface. Here we use a 16X2 
alphanumeric LCD (Liquid Crystal Display) module. The duration 
of power availability is displayed on the LCD module. The user 
can read recorded data from the display screen or delete data in 
memory or reset device through this interface. 

• Power Supply module 

The device is designed to be powered from 220/240 AC mains 
when it is available and will be powered by a 9V battery when the 
ac mains is not available. The power supply circuit transforms the 
220/240 AC source voltage to a clean regulated 5V DC. This is the 
required voltage for powering the various discrete components in 
the circuit. 
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The power supply circuit is design to supply up to 1A, hence 
the max dc power supplied to the device is: 

Pmax = Imax*VDC (1) 

 From the design parameters in this device, the output 
maximum power recorded in the device was calculated as: 

Pmax = 1*5 = 5W  

 If this device operated for certain period of time (t), the total 
energy used can be calculate as:  

Emax = Pmax*t (2) 

 An off the shelve 7805 linear regulator IC was used to provide 
a constant DC supply. The power supply also includes an auxiliary 
source (battery) for powering up the device and reading out logged 
data and performing other user operations when mains power is 
unavailable. The power supply is designed to smartly switch to 
battery mode whenever mains power is off. The block diagram of 
the power supply circuit is shown in the Figure 1. 

2.2. The System Block Diagram 

 The block diagram of the device indicating the interconnection 
of the various components is shown in Figure 2. 

2.3. The device firmware 

 The device firmware was developed in embedded C-language 
and compiled to a Hex file with the CCS PICC compiler. The 
program algorithm is illustrated in the flowchart of Figure 3.  

3. Simulation Studies 

Proteus ISIS CAD software was used to simulate the circuit 
and perform virtual testing. The simulation shows proof of concept. 
The power sensor circuit is to output a logic ‘1’ when power is 
available and a logic ‘0’ when power is unavailable. The CPU reset 
and memory clear/timer reset circuits will also output either a logic 
‘1’ or ‘0’ as the case may be when clicked. 

Consequently, we modeled the power sensor circuit, CPU reset 
circuit and memory clear/timer reset circuit with a PROTEUS 
momentary logic state source. The momentary logic state source is 
a component in PROTEUS, it can be configured to output a logic 
‘1’ or ‘0’ when clicked. In the simulation, the color red represents 
logic ‘1’ while blue represents logic ‘0’. 

 

 

 

http://www.astesj.com/


C.V. Ikwuagwu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 07-14 (2021) 

www.astesj.com   10 

 

 

http://www.astesj.com/


C.V. Ikwuagwu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 07-14 (2021) 

www.astesj.com   11 

3.1. Simulation of Power Duration Logging 

Figure 4 is the simulation of the device logging the power 
duration. The power sensor in this case is red, which implies that 
power is available and the device is logging. The time duration is 
display on the alphanumeric LCD as shown in Figure 4. The CPU 
reset pin is active low which implies that a logic ‘0’ signal is 
required to activate the CPU reset operation. Therefore, the pin is 
normally set to logic ‘1’. 

3.2. Simulation of “No power” Condition 

Use SI (MKS) as primary units. (SI units are encouraged.) 
English units may be used as secondary units (in parentheses). An 

exception would be the use of English units as identifiers in trade, 
such as 

3.3. Simulation of Memory Clear and Timer Reset Operation 

In figure 6, the CLR MEM (memory clear and timer reset) 
circuit is red (logic ‘1’) indicating CLR MEM signal has been sent 
to the CPU. The CPU then activates the function which deletes all 
logged data in the memory and resets the timer to zero. 

3.4. Power Supply Circuit Simulation 

This shows the sinusoidal nature of the current and voltage 
display of the device during operation. 

 

 
Figure 5: “No Power” Condition Simulation 

 
Figure 6: Memory Clear and Timer Reset Simulation 
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Figure 7: Power Supply Circuit Simulation 
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(b)  Month of April 
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Figure 9:  Daily energy consumed versus daily availability factor for March – May 2020 for No. 3 Zik’s Drive, University of Nigeria, Nsukka

4. Operational Testing of the Power Availability Recorder 

After the design and construction of the PAR, it was tested to 
ascertain its functionality and operability. The device was seen to 
be very efficient in recording power availability over a period of 
Three (3) months and also shows to be highly durable since no 
fault was recorded throughout the period in which it was under use. 
Figure 8 shows the prototype of the PAR after it was fabricated. 
The device worked as intended. It was installed and used to collect 
power availability data for a length of three (3) months in a 
residential building inside University of Nigeria, Nsukka without 
encountering any hitch. The power availability data obtained from 
the device was used to plot Energy consumption against 
Availability Factor using GraphPad Prism Software for each 
month and then for the three (3) months combined together as 
shown in figure 9. 

Figure 9 shows the variation of Energy consumed in a facility 
with Power Availability. It is evident that increase in availability 
yields corresponding increase in Energy consumed. The graphs 
show that this is true for the three months when availability was 
recorded in a residential building inside the University Community 
used as test a case for this research work. The slope of the 
relationship shows that there exists a strong positive relationship 
between the two. This is an experimental evidence that availability 
currently controls consumption and in fact limits it, given the very 
low power availability in the country at this time. The daily 
availability factor is calculated using equation 3 where Total Hours 
is taken to be 24 hours of the day. 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 = 𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯

  (3) 

5. Discussions 

From the graphs in Figure 9 it is evident that electrical energy 
consumed in a facility or building changes with Availability. It is 
evident from this figure that increase in availability yields 
corresponding increase in Energy consumed in a building. All the 
graphs show that this is true for a household inside the University 
of Nigeria, Nsukka used as a test case for this research work for 
at least a period of three months. The slope of the relationship 
shows that there exist a strong positive relationship between the 

two. This is an experimental evidence that availability currently 
controls consumption and in fact limits it, given the very low 
power availability in the country at this time. 

6. Conclusion 

Improvement of the existing electrical energy measurement 
devices had been done in terms of accurate stable power 
measurements. The instrument for the measurement of power 
availability in facilities, PAR has been successfully designed, 
constructed and tested. This newly developed device is able to 
record and store the amount of energy supply and used within the 
time of the power availability. During the recording period, the 
PAR shuts down by itself when the supplied power is below a 
certain regulated value which is not able to power devices in the 
customers` residence.  The PAR works as was conceived before 
embarking on the project and hence can be produced massively if 
adequately funded by relevant agencies. It is therefore 
recommended that the utilities install the availability recorder in 
each phase of a transformer feeding a community so as to keep 
track of the actual figure of availability in a community and to 
obtain the community’s availability factor. Energy meters should 
be installed in a statistically significant number of households in 
the community which can work together with the availability data 
in obtaining the load use factor for the rural communities. An 
extensive project should be undertaken to determine the 
availability factors and load use factors for communities, zones or 
regions of a particular country. These may be used for improved 
determination of the actual bills for unmetered customers and in 
any regional or national energy modeling and planning activities. 
Some other researches and inclusions are in progress to see how 
an energy meter can be designed and incorporated into the device.  
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 Environmental sounds detection plays an increasing role in computer science and robotics 
as it simulates the human faculty of hearing. It is applied in environment research, 
monitoring and protection, by allowing investigation of natural reserves, and showing 
potential risks of damage that can be deduced from the environmental acoustic. The research 
presented in this paper is related to the development of an intelligent forest environment 
monitoring solution, which applies signal analysis algorithm to detect endangering sounds. 
Environmental sounds are processed using some modelling algorithms based on which the 
acoustic forest events can be classified into one of the categories: chainsaw, vehicle, genuine 
forest background noise. The article will explore and compare several methodologies for 
environmental sound classification, among which the dominant Deep Neural Networks, the 
Long Short-Term Memory, and the classical Gaussian Mixtures Modelling and Dynamic 
Time Warping. 
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1. Introduction  

Environmental sound recognition (AESR) is a relatively new 
discipline of computer science destined to extend the field of 
speech-based applications, or the study of music sounds, by 
exploring the vast range of environmental non-speech sounds.  

This paper is an extension of work originally presented in the 
43rd International Conference on Telecommunications and Signal 
Processing, held in Milan in July 2020 [1]. It investigates several 
sound modelling and classification paradigms, in the context of a 
forest monitoring system.  

The new research area of AESR is intended to simulate the 
important function of human hearing, and possibly, to overpower 
human perception. This is motivated by the fact that hearing is the 
human second most important sense after vision and should not be 
disregarded when trying to build a computer that simulates human 
behaviour and senses. Consequently, AESR recently became an 
essential field of computer science [2]-[4]. 

By environmental sounds we mean everyday sounds, natural 
or artificial, other than speech. Natural sounds may be leaves 
rustling, animal noise, birds chirping, water ripple, wind blowing 
through trees, waves crashing onto the shore, thunder. Artificial 

sounds include sounds produced by diverse engines like cars, 
cranes, ATVs, snowmobile, lawnmower, pneumatic hammer, 
chainsaw, etc., but also creaky doors or creaky floors, gunshots, 
crowd in a club, breaking glass, vehicle tyres or brake noise. The 
environments where this discipline is applied are also very diverse, 
falling into two broad categories: 

• Natural environment like forest environment, ecological units, 
seashore environment; however, the degree of naturalness is 
variable, and purely natural environments are very rare as one 
may intercept voices, vehicle sounds, chainsaw in forests or 
even jungle.  

• Built environment, also called human made environment, like 
the urban environment, the household, maybe agricultural 
environment, harbours; obviously in any of these 
environments, natural acoustic events, like thunder, rain 
falling, wind blowing may also happen. 

In reality there are no purely natural or artificial sounds, neither 
purely speech nor non-speech acoustic events. Most of the 
application investigate mixed environments where natural and 
artificial, speech or non-speech acoustic events are equally 
possible.  

The applicability of AESR is related to the advent of Internet 
of Things (IoT). IoT devices have sensors, possibly acoustic, 
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and software that enable the collection and exchange of data 
through the Internet. Automatic recognition of the surrounding 
environment allows devices to switch between tasks with 
minimum user interference [5]. For a robot, audio recordings may 
provide important information about location and direction of a 
moving vehicle, or environmental information, such as speed of 
wind. 

AESR has an important role in security, environment 
protection or environment research. Among possible applications 
are the identification of deforestation threats and illegal logging 
activities, through automatic detection of specific sounds like 
several engines, chainsaws, or vehicles. Detecting other illegal 
activities like hunting in forest or ecological reserves, by spotting 
gun shots, or human voices would be a useful application [6]-[9]. 
In recent times, solutions based on environmental sound 
recognition are applied in early wildfire detection [10]. 

Another type of applications concerns scientific monitoring of 
the environment. Such applications are intended for instance, to 
detect species, by discrimination between different animals or 
birds’ sounds [11], [12].  

Computational Auditory Scene Analysis (CASA), is a very 
complex field of AESR, aimed to the recognition mixtures of 
sound sources by simulating human listening perception using 
computational means. It mainly addresses two important tasks, 
Environmental Audio Scene Recognition (EASR) and Sound 
Event Recognition (SER) and has a huge importance in 
environment audio observation and surveillance. EASR refers to 
recognition of indoor or outdoor acoustic scenes (e.g., 
cafes/restaurants, home, vehicle or metro stations, supermarkets, 
versus crowded or silent streets, forest landscape, countryside, 
beaches, gym halls, swimming pools). SER is intended to the 
investigation of specific acoustic events in the audio environments, 
like dog barking, gunshots, sudden brake sounds, or human non-
speech events, like coughing, whistling, screaming, child crying, 
snoring, sneezing [13].  

An emerging field is the investigation and detection of acoustic 
emissions, used in monitoring landslide phenomena [14]. Acoustic 
emissions (AE) are elastic waves generated by movement at 
particle-to-particle contacts and between soil particles and 
structural elements. They are not perceived by the human ear, are 
super audible, and therefore their frequencies are very high, 
expected to range between 15kHz and 40 kHz. The devices used 
to acquire these waves should ensure a sampling frequency of over 
80 kHz. AE monitoring is an active area, not very well developed 
due to low energy levels of these waves, which make it challenging 
to detect and quantify [15], [16]. 

Likewise, recent studies have shown that moving avalanches 
emit a detectable sub-audible sound signature in the low frequency 
infrasonic spectrum [17]. 

The study of underwater acoustic infrasonic emissions, 
provided by hydrophones, is another field of AESR research [18].  

Our paper explores forest acoustics aiming to find the suitable 
sound modelling and classification approaches. The focus of our 
research is the detection of logging risk by identification of specific 
classes of sounds: chainsaw, vehicles, or possibly speech. We 
extend an earlier research on acoustic signal processing, by 

exploring the dominant paradigm in data modelling and, the deep 
neural networks (DNN). We investigate two types of DNNs, the 
Deep Feed Forward Neural Networks (FFNN) and a popular 
version of Recurrent Neural Networks (RNNs), the Long Short-
Term Memory (LSTM).  The two neural networks will be run on 
two types of feature spaces: the Mel-cepstral and the Fourier log-
power spectrum feature spaces. We will compare their results with 
the former performance obtained using the Gaussian Mixtures 
Modelling (GMM) and the Dynamic Time Warping (DTW) in the 
context of a closed-set identification system. One main goal is to 
stress the importance of feeding as input to DNN less processed 
features, like log-power spectrum, as compared to the more 
elaborate sets of features, e.g., Mel-frequency cepstral features.  
Another purpose of the paper is to clarify some issues concerning 
signal pre-processing framework, like length of the analysis 
window and the underlying frequency domain to be used in 
spectral analysis. 

The paper is structured as follows: the next section describes 
the state-of-the-art in environmental sound recognition; the third 
section details our approach, the signal feature extraction and 
modelling methods we applied in sound recognition; the fourth 
section presents the setup of the experiments and evaluates the 
proposed methods; the last part presents the conclusions of the 
paper. 

2. State-of-the-art 

Early attempts [2], [19] to assess speech typical methods in the 
context of non-speech acoustics, analyse classical methods like 
Artificial Neural Networks (ANN), or Learning Vector 
Quantization (LVQ), on Fourier, or Linear Predictive Coding 
(LPC) feature spaces. 

In [20], the authors make an overall investigation of 
recognition methodologies for different categories of sounds. The 
environmental sounds are classified as stationary and non-
stationary. The framework used for stationary acoustic signals 
coincides to a great extent with the one used in voice-based 
applications (speech or speaker recognition) in what concerns the 
specific features and feature space modelling methods. For feature 
extraction, the spectral features, like those derived from Mel 
analysis – Mel Frequency Cepstral Coefficients (MFCCs), LPC, 
Code Excited Linear Prediction (CELP), or techniques based on 
signal autocorrelation, prevail. The modelling approaches are also 
shared with voice-based applications: GMM, k-Nearest 
Neighbours (k-NN), Learning Vector Quantisation (LVQ), DTW, 
Hidden Markov Models (HMM), Support Vector Machine (SVM), 
Neural Networks, and deep learning. Concerning non-stationary 
signals, some successful techniques are based on sparse 
representations like the Matching Pursuit (MP) and MP-Gabor 
features. Alternative approaches use fusion of MFCC and other 
parameters to boost the performance.  

In [5], the authors review the current methodologies used in 
AESR and evaluate their performance, efficiency, and 
computational cost. The leading approaches of the moment are 
GMM, SVM and DNN or Recurrent Neural Networks (RNN) The 
paper describes open-set identification experiments on two types 
of acoustic events, baby cries and smoke alarm, and a very large 
range of complementary environment acoustic events. as impostor 
data. In this respect GMM, using the Universal Background Model 
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(GMM-UBM) and two neural network architectures were 
compared. The Deep Feed Forward Neural Network yielded the 
best identification rate, while the best computational cost is made 
by GMM. SVM has an intermediate identification rate, yet at a 
high computational cost, assessed accounting for four basic 
operations: addition, comparison, multiplication, and lookup table 
retrieval (LUT). The computational cost is a critical feature in the 
context of IoT, where sound analysis applications are required to 
run on embedded platforms with hard constraints on the available 
computing power. 

In [13], the authors make a thorough and extensive 
investigation of the most recent achievements and tendencies in 
AESR, more precisely in EASR and SER fields of CASA. from 
the perspective of acoustic feature extraction, the modelling 
methodology, performance, available acoustic databases. Besides 
the conventional approaches, new classes of features were applied 
lately by several implementations. Such characteristics are the 
auditory image-based features, basically regarding the time-
frequency spectrograms as bidimensional images. where the 
frequency is not necessarily in the linear domain, but possibly 
adapted to a perceptual scale. Besides the log-power spectrum, Mel 
or Bark-frequency log-scale spectrograms, Spectrogram Image 
Features (SIF) [21], such characteristics as Mel scale with 
Constant-Q-Transform [22], wavelet coefficients [23] are referred. 

Another class of features are generated by learning approaches 
with the goal to provide lower and enhanced representations. Such 
features are obtained applying techniques like quantization, i-
vector, non-negative matrix factorization (NMF) [24], sparse 
coding, Convolutional Neural Network–Label Tree Embeddings 
(CNN-LTE) [25], etc.  

Concerning the experimented methodologies, the deep 
learning methods are predominant, with Feed-Forward Neural 
Networks and Convolutional Neural Networks (CNN) in the 
leading position.  Many strategies are currently operating CNNs in 
conjunction with a variety of features, among which log-scaled 
mel-spectrograms [26]-[28], CNN-LTE [25] or in hybrid 
approaches [29]. These implementations outperformed the other 
attempts to approach EASR and SER tasks.  

Avalanche or landslide monitoring applications use 
methodologies based on thresholds for acoustic emissions energy, 
depending on the hazard risk level.  

Concerning the general framework applied in AESR, we draw 
on the ideas presented in [20]. The usual pre-processing of the 
acoustic signal, applied in AESR includes a framing step, possibly 
followed by sub-framing or sequential processing. In the 
“framing” stage the signal is processed continuously, frame by 
frame. A classification decision is made for each frame and 
successive frames may belong to different classes. This is 
illustrated in figure 1, where a chainsaw is detected in a forest 
environment. Framing can enhance the acoustic signal 
classification by structuring the stream into more homogeneous 
blocks to better catch the acoustic event. Yet, there is no way of 
setting an optimal frame length, as for stationary events a length of 
3s is a reasonable choice, while for acoustic events like thunder or 
gunshots, a 3s window length might be too large, and contain other 
acoustic events, so they could be associated to inappropriate 
classes. Due to the latest advances in instrumentation, different 

frame lengths are used to streamline energy consumption during a 
monitoring process, based on detecting energy levels of 
environmental sounds.  

 
Figure 1: Framing process of a real-life sound and classification of each frame 

 

Figure 3: 22ms of chainsaw sound 

 

Figure 4: 44ms of chainsaw sound 

Next, a sub-framing process is applied, by dividing the frame 
into usually overlapping, analysis subframes. The length of a 
subframe is explicitly set in [20] to 20-30ms. This length is suited 
for speech analysis, as it ensures a good resolution in time and 
frequency. Figure 2 presents 22ms of male speech which includes 
three fundamental periods of the respective voice. Whereas figure 
4 represents 44ms of chainsaw sound which contains two periods 
of the chainsaw sound. However, we cannot infer anything about 
the signal periodicity from the segment of 22ms of chainsaw 
sound, represented in figure 3. Therefore, considering sub-frames 
of 44ms is a reasonable choice for chainsaw detection. However, a 
realistic setup must consider a value convenient to all sounds in the 
acoustic environment. 

The further processing applied on the analysis frames is the 
same with that applied in speech signal analysis and its final goal 
is to extract characteristic features. The largely applied features are 
somehow derived from the Fourier features, and called spectral 
features. Non-spectral features are, for instance, energy, Zero-
Crossing Rate (ZCR), Spectral Flatness (SF), all calculated in time 
domain. Concerning spectral analysis, the relevant frequency 
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interval for a signal sampling frequency of 44.1 kHz is not the 
whole frequency domain furnished by the Fourier transform, [0, 
22.05] kHz, but a shorter range, as shown in figures 5,6. By setting 
the appropriate analysis frequency interval, we may improve the 
performance as accuracy and speed of execution, as another 
benefit of shortening the frequency interval is the decrease of the 
number of spectrum samples to be processed. 

 
Figure 5: Power spectrum of a chainsaw sound 

 
Figure 6: Power spectrum of a snowmobile sound 

When choosing the spectral analysis, the usual pre-processing 
on the analysis frame involves (Hamming) windowing and pre-
emphasis. 

3. The Method 

We have applied the framework mentioned above. At framing 
we divided the audio signal recordings into intervals of 3 seconds. 
We have used analysis frames of lengths of 22, 44 and 88ms with 
the usual pre-processing scheme as in speech-based applications. 
The modelling methods we have evaluated are GMM, DTW and 
FFNN. As baseline for the feature space, we used the Fourier 
spectrum coefficients and MFCCs. The set of MFCC parameters 
was possibly increased with Zero Crossing Rate (ZCR) or/and 
Spectral Flatness (SF). We have applied GMM on the MFCC 
feature space, and called this approach MFCC-GMM, DTW on the 
spectral features space, and FFNN on both the MFCC and spectral 
features spaces.  

3.1. MFCC-GMM 

GMM provides probabilistic weighted clustering that generates 
a coverage of the data space rather than a partition [30], [31]. Each 
cluster is modelled by a Gaussian distribution, usually called 
component, defined by the mean µ and the standard deviation 𝜮𝜮 of 
cluster data, along with a weight w of the component inside the 
mixture. A data set belonging to the same class C, can be modelled 
by one or more Gaussian components, and the parameters of each 
component are calculated using the Estimation-Maximization 

algorithm, resulting in a model λC = ((wk, µk, 𝜮𝜮k,), k = 1…, K), 
where K is the number of components. A key step of the algorithm 
is the initialization where initial values of the parameters (means, 
variances and weights) are defined. Poor initialization entails bad 
quality of classification or even impossibility to define the 
Gaussian parameters. We used at initialization a hierarchical 
algorithm, Pairwise Nearest Neighbour (PNN) [32] to ensure 
balanced data clustering, although other hierarchical algorithms 
such as Complete Linkage Clustering, or Average Linkage 
Clustering also provide good performance. We have evaluated 
different distance measures between hierarchy branches: 
Minkowski (Euclidean distance when square powers are 
considered), Chebyshev, Euclidian standardised distance. GMM 
modelling was applied on a feature space consisting of MFCCs 
and/or Spectral Flatness and ZCR, to generate models for C (C=3) 
classes of sounds. To classify a sequence of d dimensional features 
X = {x1, x2,…,xT} into one of the classes its likelihood to belong to 
each class c is evaluated as 

 𝑙𝑙𝑙𝑙𝑙𝑙(𝑋𝑋, λ𝑐𝑐) = ∑ 𝑝𝑝(𝑥𝑥𝑡𝑡/λ𝑐𝑐)𝑇𝑇
𝑡𝑡=1  (1) 

where 

 𝑝𝑝(𝑥𝑥𝑡𝑡/𝜆𝜆) =  ∑ 𝑤𝑤𝑘𝑘𝐾𝐾
𝑘𝑘=1

1

(2𝜋𝜋)
𝑑𝑑
2|𝛴𝛴𝑘𝑘|

1
2
𝑒𝑒−

1
2(𝑥𝑥𝑡𝑡−𝜇𝜇𝑘𝑘)𝛵𝛵𝛴𝛴𝑘𝑘

−1(𝑥𝑥𝑡𝑡−𝜇𝜇𝑘𝑘) (2) 

and the class with the maximum likelihood is selected: 

 𝜆𝜆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = argmax
λ∈{λ1, λ2,..,λ𝐶𝐶}

( log(𝑋𝑋, 𝜆𝜆)) (3) 

Mel frequency analysis [33] [34] is a perceptual approach to 
signal analysis based on human sensing of the frequency domain. 
We applied the MATLAB implementations of the Mel-scale 
frequency: 

 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓) = 1127 ln( 1 + 𝑓𝑓 700⁄ )  (4) 

and bank of triangular filters for linear frequencies f∈ [flow, fhigh]: 

 

The power spectrum calculated on an analysis frame, is passed 
through the bank filter in (5), and the Mel Frequency Cepstral 
Coefficients (MFFCs) are derived by applying the Discrete Cosine 
Transform to the logarithm of the filtered spectrum [33]. 

Spectral Flatness (tonal coefficient) is meant to highlight noise 
from tonal sound and is calculated as ratio of geometrical and 
arithmetical means of spectral coefficients on analysis frames. 

A zero crossing arises when two neighbouring samples have 
opposite signs, and its value on an analysis frame is:  

𝑍𝑍𝑛𝑛 = ∑ �𝑠𝑠𝑠𝑠𝑠𝑠�𝑥𝑥(𝑚𝑚)� − 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥(𝑚𝑚 − 1))� ∗ 𝑤𝑤(𝑛𝑛 − 𝑚𝑚)∞
𝑚𝑚=−∞  (6) 
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3.2. Spectra Alignment using Dynamic Time Warping 

Dynamic Time Warping (DTW) measures the similarity of 
two, usually time-varying, sequences, by optimally aligning them 
using a recurrent algorithm [35], complying with specific 
constraints, concerning boundary conditions, monotony, and 
continuity of the similarity function, and building an optimal path.  
One of the issues raised by the DTW algorithm is the long 
execution time, the main reason for which is the full calculus of 
DTW matrices, usually defined by distances between the elements 
of the sequencies. This can be contained by restraining the calculus 
to a low number of elements, the most likely to participate in the 
definition of the optimal path by applying an adjusting window as 
in figure 4, where the popular Sakoe-Chiba band [36] is applied. 
Figure 7 presents the graphical rendering of a DTW matrix for two 
sequencies s(t) and r(t), the Sakoe-Chiba band, in grey, 
highlighting the optimal path, which does not lie entirely inside the 
band. When applying the Sakoe-Chiba band, the optimal path 
should lie inside the band and is figured in red in the image, 
accompanying only inside the band the real optimal path figured 
in black, thick where it lies within the band. 

 
Figure 7: Alignment of sequences r, s, using the Sakoe- Chiba band, and the two 

optimal paths, the real one (black) and the one lying inside the band, which 
generally coincide.  

The DTW algorithm was applied on power spectra of the 
signal. The power spectrum on an analysis window is calculated as 
sum of squared Fourier coefficients. One argument for using DTW 
to align spectral series is the fact that the acoustic signals received 
from devices of the same type share the same characteristics, such 
as sampling frequency, so, the generated spectra have the same 
lengths. Another premise is the fact that the interesting domain for 
this type of application is under 15 kHz, or even 10 kHz, which is 
demonstrated by figures 5, 6. This fact is used to align equal length 
spectra by the DTW algorithm. In the experiments the sampling 
frequency of the available audio files is equal to 44.1 kHz, the 
Fourier spectrum covers the domain [0, 22.05] kHz, but if the 
useful frequency domain is restricted to [0, 7.4] kHz and the 
analysis frame is of 22ms, the number of features is 171 instead of 
512. 

Classification of a sequence of feature vectors using the DTW 
algorithm consists in calculating the distortion between these 
vectors and the template (training) sequences, and to select the 
class whose templates show the smallest distortion with respect to 

the given feature sequence. The calculation involved in this 
process is based on the distances between individual vectors in the 
two sets to be compared. The distance may be evaluated in 
different ways. We have applied two distance measures in the 
calculus of the distortion measure, the Euclidian norm, and the 1-
norm (sum of absolute values). 

3.3. Deep feedforward networks (FFNN) 

 The artificial neural networks (ANNs) were intended to 
simulate human associative memory. They learn by processing 
known input examples, and corresponding expected results, 
creating weighted associations between them, stored within the 
network data structure. Deep feedforward networks or multilayer 
perceptrons (MLPs), are the quintessential deep learning models 
[37]. The basic unit of a FFNN is the artificial neuron, which 
expresses the biological concept of neuron [38]. They receive 
input data, combine the input through internal processing elements 
like weights and bias terms, and apply an optional threshold using 
an activation (transfer) function, as shown in figure 8. Transfer 
functions are applied to provide a smooth, differentiable transition 
as input values change. They are used to model the output to lie 
between ‘yes’ and ‘no’, mapping the output values between 0 to 1 
or -1 to 1, etc. Transfer function are basically divided into linear 
and non-linear activation functions. Non-linear transfer functions 
are “S” – shaped functions like arctg, hyperbolic tangent, logistic 
functions as in (7): 

 𝑓𝑓(𝑥𝑥) =  𝜎𝜎(𝑥𝑥) = 1
1+𝑒𝑒−𝑥𝑥

 (7) 

 
Figure 8: Structure of a neuron 

The goal of a feedforward network for modelling and 
classification is to define a mapping  y = f(x,θ) and learn the value 
of parameters θ to ensure the best approximation of the expected 
value y by the output of f, given the input x and parameters θ. 
FFNNs have one or more hidden layers of sigmoid neurons 
followed by an output layer of linear neurons. A layer of neurons 
brings together the weight vectors and biases corresponding to its 
neurons, so it can be expressed by a matrix of weights and bias 
vectors, as in figure 9, 10. The transfer function is supposed to be 
the same for each neuron in the layer. The general diagram of a 
network is shown in figure 11, where the parameters to be tuned 
are the weight matrices and bias terms applied at the level of each 
layer, so that the output of the overall system would be close to 
expected values. These networks are called feedforward because 
the information flows in one direction through intermediate 
computations and there is no feedback connection. The number of 
neurons does not necessarily decrease with the layer level as 
presented in figure 10, but usually the goal is to reduce the 
dimensionality of the input layer, a process similar to feature 
extraction. The computation corresponding to figure 12 can be 
expressed by : 
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Figure 9:  Structure of a layer of neurons  

 
Figure 10:  A Feed Forward Neural Network with three highlighted layers 

 
Figure 11:   Flow of data in a feedforward network  

In equations (8) the known information is  

• The input parameters p, which might be measurements from 
sensors (wind speed, temperature, humidity), parameters 
coming from images (matrices of colours, or grey hues), or 
parameters coming from acoustic signals (Fourier spectrum 
on an analysis window, or more complicated parameters like 
cepstral, linear prediction coefficients), 

• The expected output: for instance, to solve a three classes 
problem the output corresponding to each class input might be 
defined as either unidimensional (a scalar value for each 
class):  (-1, 0, 1) or  (0, 1. 2) or multidimensional  (a vector for 
each class):( (1, 0, 0),  (0, 1, 0),  (0, 0, 1)), 

• The neural network architecture: number of hidden layers, 
number of neurons on each layer, etc. 

Unknown parameters are:  

• weights at layer k: Wk,  

• bias terms at layer k: bk. 

Learning the unknown parameters is performed during the 
training process. Training of a FFNN can be made in batch mode 
or in incremental mode [38]. In batch mode, weights and biases are 
updated after all the inputs and targets are presented. Incremental 
networks receive the inputs one by one and adapt the weights 
according to each input. Usually, batch training is used. Equations 
(8) have as unknowns, the weight matrices and the bias terms, and 

a much more numerous training known data (all the input data and 
the corresponding expected values). This implicates the realistic 
conclusion that there will not be any solution of the equation 
system, so the training process looks for the values of the 
parameters, weights and biases, that make the error between the 
output value and expected output, minimal: 

 𝑒𝑒(𝑊𝑊,  𝑏𝑏) =  ∑ (𝑦𝑦𝑖𝑖 − 𝑎𝑎𝑖𝑖𝑘𝑘(𝑝𝑝,  𝑊𝑊,  𝑏𝑏))2𝑁𝑁
𝑖𝑖=1  (9) 

where N is the number of (input, output) pair samples. 

To minimize the least mean square (LMS) expression in (8) 
several schemes based on LMS algorithm using variants of the 
steepest descent procedure, are used. MATLAB has implemented 
and supports a range of network training algorithms among which: 
Levenberg-Marquardt Algorithm (LMA), Bayesian 
Regularization (BR), BFGS Quasi-Newton, Resilient 
Backpropagation, Scaled Conjugate Gradient, One Step Secant, 
etc. To start minimization of (9) using any of these algorithms, the 
user should provide an initial guess for the parameter vector θ=(W, 
b). The performance of the system depends on this initial guess. 
Most of the above algorithms try to optimize this process.  

At the end of the training process, we get a FFNN model:  

 net = (Wk, bk),        k= 1,2...K.  (10) 

where K is the number of layers in the network. To classify a vector 
of data x = {x1, x2, …, xd},  we “feed” it at the input of the network, 
perform all the operations applying the weights and biases to the 
input data, as in figure 11, and evaluate the output: 

 score = net (x) (11) 

If we code the output classes y = {y1, y2, …, yC}, C the number 
of classes, we compare the obtained output score to these values 
and if score is closest to yc the input vector x will belong to class c. 

We have applied the feedforward algorithm by feeding at input 
two types of features: power spectrum features and MFCCs.  

3.4. Long Short-Time Memory  (LSTM) 

LSTM [39] is an artificial Recurrent Neural Network, and as 
any RNN is designed to handle sequences of events that occur in 
succession, with the understanding of each event based on 
information from previous events. They are able to handle tasks 
such as stock prediction or enhanced speech detection. One 
significant challenge for RNNs performance is that of the 
vanishing gradient which impacts RNNs long-term memory 
capabilities, restricted to only remembering a few sequences at a 
time. LSTMs proposes an architecture to overcome this drawback 
and allow to retain information for longer periods compared to 
traditional RNNs. Unlike standard feedforward neural networks, 
LSTM has feedback connections. It is capable of learning long-
term dependencies, useful for certain types of prediction requiring 
the network to retain information over longer time periods, can 
process entire sequences of data (such as speech or video). It has 
been introduced in 1997 by the German researchers, Hochreiter 
and Schmidhuber. 
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The architecture of a LSTM Neural Network includes 
the cell (the memory part of the LSTM unit) and three 
"regulators”, called gates, of the flow of information inside the 
LSTM unit:  

• input gate to control the extent to which new values flow into 
the cell 

• output gate to control the extent to which a value remains in 
the cell 

• forget gate  to control to what extent the value in the cell is 
used to compute the output activation of the LSTM unit 

The LSTM is able to remove or add information to the cell 
state, through these gates. Some variations of the LSTM, like the 
Peephole LSTM or the Convolutional LSTM, ignore one or more 
of these gates. 

The cell is responsible for keeping track of the dependencies 
between the elements in the input sequence. The activation 
function of LSTM gates is often the logistic sigmoid function. The 
connections to and from the LSTM gates, some recurrent, are 
weighted. The weights are learned during training, they determine 
how the gates operate. The diagram of a cell is presented in Figure 
1(https://en.wikipedia.org/wiki/Long_short-term_memory# 
/media/File:The_LSTM_cell.png) and the LSTM flow is shown in 
figure 13 (Understanding LSTM Networks -- colah's blog) . 

 
Figure 12:  Structure of a LSTM cell 

 
Figure 13:  LSTM chain 

The calculations that solve the LSTM paradigm are [39]: 

𝑓𝑓𝑡𝑡 =  𝜎𝜎𝑔𝑔�𝑊𝑊𝑓𝑓𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑓𝑓ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓� 
𝑖𝑖𝑡𝑡 =  𝜎𝜎𝑔𝑔(𝑊𝑊𝑖𝑖𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑖𝑖ℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖) 

 𝑜𝑜𝑡𝑡 =  𝜎𝜎𝑔𝑔(𝑊𝑊𝑜𝑜𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑜𝑜ℎ𝑡𝑡−1 + 𝑏𝑏𝑜𝑜)  (12) 
 𝑐𝑐𝑡𝑡� =  𝜎𝜎𝑐𝑐(𝑊𝑊𝑐𝑐𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑐𝑐ℎ𝑡𝑡−1 + 𝑏𝑏𝑐𝑐) 
 𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡 ∙ 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 ∙ 𝑐𝑐𝑡𝑡�  
 ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∙ 𝜎𝜎ℎ(𝑐𝑐𝑡𝑡) 
where the known data are: 

• xt ϵ Rd- input vector to the LSTM unit, 

• d and h - number of input features and number of hidden units, 
respectively, 

Unknowns : 

• ft ϵ Rh - forget gate's activation vector 

• it ϵ Rh - input/update gate's activation vector 

• ot ϵ Rh -  output gate's activation vector 

•  ht ϵ Rh -  hidden state vector (output vector of the LSTM unit) 

•  ct� ϵ Rh -  cell input activation vector 

•  ct ϵ Rh -  cell state vector     

• W ϵ Rhxd ,  U ϵ Rhxd , b ϵ Rh -  weight matrices and bias vector 
parameters which need to be learned during training 

Activation functions are: 

• σg - sigmoid function 

• σc - hyperbolic tangent function 

• σh - hyperbolic tangent function or, linear function   

The LSTM training is made in a supervised mode by a set of 
algorithms like gradient descent, combined with backpropagation 
through time to compute the gradients needed during the 
optimization process, in order to change each weight of the LSTM 
network in proportion to the derivative of the error (at the output 
layer of the LSTM network) with respect to corresponding weight.  
With LSTM units, when error values are backpropagated from the 
output layer, the error remains in the LSTM unit's cell. This allows 
to avoid the problem with standard RNNs where error gradients 
vanish exponentially with the size of the time lag between 
important events. The system is trained using the equations (6). 

4. Experimental results  

The goal of the experiments was to evaluate the four 
methodologies and find the optimal configuration for each one. 
The experiments considered only three classes of sounds which 
could exhaust the specific sounds in the forest environment 
susceptible to illegal deforestation. They are chainsaw, vehicle, 
and genuine forest sounds. The identification process was closed 
set. Segments of 3s were considered and each segment was 
evaluated individually. We have assessed several lengths of 
subframes (analysis frames), based on an above remark (see 
figures 2-4). So, the analysis frames lengths considered are mainly 
22ms, 44ms, 88ms. Concerning the frequency interval length, [flow, 
fhigh], we have investigated lengths of 3.7, 7.4, 10 and 12 kHz. We 
have conducted these experiments using the MATLAB 
framework.  

The acoustic material contains 99 recordings of the three 
classes of sounds, in average about 15s each, 39 were used for 
training and 60 for testing. The testing set resulted in 685 segments 
of three seconds. The performance of each of the approaches we 
tested is presented subsequently. The performance was evaluated 
in terms of Identification rate, the ratio of numbers of correctly 
identified segments and the evaluated segments.  

4.1. MFCC-GMM 

We have applied GMM on the feature space consisting of Mel-
cepstral features, accompanied or not by ZCR and Spectral 
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Flatness. We have tested several hierarchical clustering 
initialization methods, using different distance measures between 
branches, varied the number of Gaussian components, the number 
of the cepstral coefficients, the values of the frequency interval  
[flow, fhigh], and the length of the analysis frame. On the given 
acoustic material, the performance obtained with the PNN 
initialization, using the Euclidian Standardized distance, were 
slightly better than when using the other hierarchical methods. The 
MATLAB settings for analysis frame, 25ms,  flow =300 Hz, 
fhigh=3.7 kHz are the most beneficial. Moreover, adding ZCR and 
SF improved the results. 12-13 GMM components and 13-14 
MFCCs seemed to be the best configuration. Some results are 
presented in Table 1. We have chosen to assign an identical  
number of Gaussian components, as our acoustic material is 
currently quite scarce, and  the investigated problem is less 
complex than, for instance, the task of an audio scene recognition. 
A more rigorous approach should consider the structure of the 
underlying acoustic feature space, as shown in [40], to assign the 
number of components to each category of sound.  

Table 1: Performance of AESR using the MFCC-GMM approach, with 
additional ZCR and SF features, different values of flow and fhigh expressed in kHz, 

number of Gaussian components, number of Mel-cepstral coefficients 

 

flow fhigh 

C
om

po
ne

nt
s 

C
oe

fic
ie

nt
s Identification Rate 

C
ha

in
sa

w
 

Fo
re

st
 

V
eh

ic
le

 

G
en

er
al

 

Eu
cl

id
ia

 

0.3 3.7 14 13 66.47 77.16 61.07 68.07 
0.3 4 13 13 61.85 76.72 59.92 66.27 
0 3.7 14 13 67.63 79.31 56.87 67.47 

St
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rd

 

0.3 3.7 14 13 62.43 80.17 62.21 68.52 
0.3 3.7 15 13 60.69 80.17 62.21 68.07 
0.3 3.7 15 12 67.63 76.29 61.83 68.37 

 

4.2. Spectra Alignment using Dynamic Time Warping 

On applying DTW we have aligned Fourier Power Spectra. 
More precisely, we have aligned segments of these spectra defined 
on frequency intervals [flow, fhigh]. The frequency domain was 
restricted to some intervals included in [0, 7400] Hz. The length of 
the analysis window was set to 22ms. For analysis frames of 22ms 
the number of samples per frame, given the sampling frequency of 
44.1 kHz, is 970, and the length of the Fourier Transform is the 
closest power of 2 greater than the number of signal samples, that 
means 1024. For shorter frequency intervals the corresponding 
Fourier subset involves less samples, less data to be processed, and 
a shorter execution time: 

• [0, 7400] Hz  - 171 samples; 

• [0, 3700] Hz - 86 samples; 

• [300, 3700] Hz - 80 samples; 

• [300, 7400] Hz - 165 samples. 

For this reason, the length of the analysis frame was set to 
22ms. A 25ms frame would have meant a 2048 long Discrete 
Fourier Transform, and hence, power spectrum.  

We have compared the performance of the DTW alignment for 
several lengths of the frequency interval  [flow, fhigh], different 
lengths of the Sakoe- Chiba band, and the two distance measures 
in the calculus of the distortion measure, the Euclidian norm, and 
the 1-norm (sum of absolute values). The best results for analysis 
frames of 22ms,  flow=0,  fhigh=7.4 kHz, for the largest applied 
Sakoe- Chiba band, and the 1-norm. Some of the results can be 
viewed in the table 2. 

Table 2: AESR Performance Using Dynamic Alignment of Power Spectra 
intervals of various lengths and applying Saloe-Chiba windows endowed with 

different widths 

di
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flow fhigh 

Identification Rate 
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V
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G
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N
or

m
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15 0 7.4 69.57 74.14 67.94 70.44 
0 3.7 57.39 81.9 67.94 69.06 

20 
0 11 50.43 76.72 67.94 65.19 
0 7.4 68.7 75.86 67.94 70.72 
0 3.7 57.39 83.62 67.94 69.61 

25 0 3.7 57.39 84.48 67.94 69.89 
0 7.4 68.7 76.72 67.94 70.99 

30 0 7.4 69.57 76.72 67.94 71.27 
0 3.7 57.39 86.21 67.94 70.44 

St
an

da
rd

is
ed

 20 0 3.7 58.26 86.21 66.41 70.17 
0 7.4 68.7 76.72 67.18 70.72 

25 
0 3.7 58.26 87.07 66.41 70.44 
0.3 7.4 66.09 77.59 67.18 70.17 
0 7.4 68.7 77.59 67.18 70.99 

30 0 7.4 68.7 77.59 67.18 70.99 
 

4.3.  Experiments using the FFNN 

We have applied FFNN methodology in two hypostases: the 
first by feeding at input Mel-cepstral features (coming with or 
without Spectral Flatness, and/or ZCR) and the second, by feeding 
Fourier power spectrum features. In the first case we have 
extracted 12 to 20 Mel-cepstral coefficients, on an analysis 
window, using different frequency intervals [flow, fhigh], and 
different analysis window lengths. In the second case the number 
of coefficients depended on the length of the frequency interval.  

At training we fed the information at the of sample level, each 
sample being associated with the expected outputs 1, 0 or -1, 
depending on the nature of the sound sample (chainsaw, genuine 
forest, vehicle engines). A sample in this case means a feature 
vector (of Mel-cepstral coefficients or Fourier spectrum 
coefficients, etc., calculated on an analysis window). 

We applied the batch training and evaluated the BR, and LMA 
training algorithms. At classification, when training by feeding 
vectors of features, we evaluated each 3s segment by assessing 
each sample in the segment and finally the whole segment.  A 
sample belongs to a certain class if its output score in (11) is closest 
to the respective class expected output, 1, 0 or -1. The overall 
decision on the 3s level is taken by applying one of the rules: 
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• Majority voting (the segment is associated with the class for 
which most of the samples of the segment belong to the 
respective class); 

• Average output: the average output score of the samples on 
the segment is closest to the expected output of a certain class. 

Concerning the network architecture, we have tested several 
configurations of FFNNs, 2 to 4 layers, with 6 to 10 neurons on 
each layer. As the performance of the test depends on the 
initialization of the training process, we provided 5 tests for each 
configuration. Because of the great choice of parameters, such as 
the length of the analysis window, or flow, fhigh, and configurations 
to be investigated, we could not exhaust all the possible 
combinations. The tables 3 and 4 present some relevant results. 
Table 3: FFNN – MFCC -results of 5 tests using networks of 4 layers, with 9, 8, 
7, 6 neurons respectively 88ms analysis windows, , [flow, fhigh] =[0, 7.4] kHz, 18 
Mel-coefficients, and Spectral flatness. Training was accomplished by Bayesian 
Regularization, and classification using the majority voting rule 

 Chainsaw Forest Vehicle General 
test1 52.36 93.10 62.69 70.13 
test2 51.83 75.86 62.69 64.13 
test3 48.69 89.66 60.00 66.91 
test4 50.26 81.90 68.46 67.94 
test5 58.64 93.10 61.92 71.60 

Table 3 shows one the best performance, identification rates 
expressed in percent, obtained using Mel-cepstral features as input, 
using a 4 layers FFNN, with 9, 8, 7, 6 neurons on each layer, 88ms 
analysis windows, [0, 7.4] kHz, frequency interval for which the 
coefficients were computed. 18 Mel-coefficients were extracted, 
and Spectral flatness and ZCR added on each analysis frame. 
Training was accomplished by Bayesian Regularization, the 
default in MATLAB, and classification using the majority voting 
rule. The average performance was 68.14%. Similar results were 
obtained using other configurations, for instance an identification 
rate of 67.43% was achieved with a 3-layer network, 88ms analysis 
frame, [flow, fhigh] =[0, 10] kHz,  17 Mel cepstral coefficients, with 
SF added. However, all the tests provided a low identification rate 
for the “chainsaw” class. This performance is lower, or comparable 
to the ones obtained applying the classical GMM and DTW 
approaches. 

Table 4 presents the results of 5 tests using FFNN of 4 layers, 
with 9, 8, 7, 6 neurons respectively, with Power Spectrum 
coefficients as input, 88ms analysis windows, [0, 7400] Hz 
frequency interval for spectral features. At training we applied the 
Bayesian Regularization algorithm and at classification the 
majority voting rule. The average performance was 78.82%.  
Table 4: FFNN – Power Spectrum – results of 5 tests using networks of 4 layers, 
with 9, 8, 7, 6 neurons respectively, 88ms analysis windows, [flow, fhigh] =[0, 7.4] 
kHz, training models obtained by Bayesian Regularization and classification using 
the majority voting rule 

 Chainsaw Forest Vehicle General 
test1 74.86 92.24 74.61 80.67 
test2 65.96 91.37 78.46 79.35 
test3 78.01 87.06 77.69 80.96 
test4 67.53 80.17 78.46 75.98 
test5 75.39 77.58 78.07 77.16 

Tables 5 and 6 present some relevant results obtained using the 
LMA algorithm at training.  

Table 5 presents the identification rate (in percent) of 5 tests 
using a 4-layernetwork, an analysis frame of 88ms, [flow, fhigh] =[0, 
10] kHz,  18 Mel cepstral coefficients, without adding extra 
parameters. At classification, the majority voting rule was applied. 
The average achieved performance was 69.54%. 
Table 5: FFNN – MFCC -results of 5 tests using networks of 4 layers, with 9, 8, 
7, 6 neurons respectively 88ms analysis windows, , [flow, fhigh] =[0, 10] kHz, 18 
Mel-coefficients. Training was accomplished using LMA, and classification using 
the majority voting rule 

 Chainsaw Forest Vehicle General 
test1 58.12 90.52 70.77 73.94 
test2 52.36 85.35 65.39 68.52 
test3 44.50 87.07 75.00 70.57 
test4 40.31 76.72 67.31 62.96 
test5 49.74 87.93 72.31 71.30 

 

Table 6 presents the results of 5 tests using networks of 3 
layers, with 9, 8, 7 neurons respectively, 88ms analysis windows, 
and the frequency interval [0, 3700] Hz, applying LMA training 
and classification using the majority voting rule. The average 
recognition rate was 79.17%.  
Table 6: FFNN applied on Power Spectra results of 5 tests using networks of 3 
layers, with 9, 8, 7 neurons respectively, 88ms analysis windows, , [flow, fhigh] = [0, 
3700] Hz, training models obtained by LMA and classification using the majority 
voting rule 

 Chainsaw Forest Vehicle General 
test1 72.77 84.48 77.69 78.62 
test2 75.39 79.31 85.76 80.67 
test3 69.11 89.65 69.23 76.13 
test4 69/63 90.08 79.61 80.38 
test5 64.92 87.93 84.23 80.08 

  
Table 7: FFNN applied on Power Spectrum results of 5 tests using networks of 4 
layers, with 10, 9, 8, 7  neurons respectively, 88ms analysis windows, [flow, fhigh] = 
[0, 3700] Hz, training using LMA and classification and the average score on the 
3s frames 

 Chainsaw Forest Vehicle General 
test1 50.26 92.24 65.769 70.42 
test2 61.25 95.69 70.769 76.57 
test3 43.97 94.82 65.00 69.25 
test4 53.40 93.10 70/38 73.35 
test5 57.59 98.27 62.30 73.20 

Table 8: Average Identification rates obtained using FFNN applied on Power 
Spectra, with 3 layers with 9, 8, 7 neurons, respectively,  using different values 

for fhigh  and lengths of the analysis frame, training with Bayesian  Regularization 
and majority vote classification. 

 analysis frame lengths 
22ms 44ms 88ms 

Fr
eq

ue
nc

y 
in

te
rv

al
 

(H
z)

 

[0, 3700] 71.04 76.31 78.83 
[0, 7400] 74.98 76.02 77.22 
[0, 10000] 69.64 74.76 76.02 
[0, 12000] 72.61 75.17 74.00 
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Table 7 contains the results of 5 tests applying FFNN to 
spectral coefficients, calculated on the frequency domain [0, 3.7] 
kHz, using a 88ms analysis windows, and applying the LMA 
training on 4-layer networks with 10, 9, 8, 7 neurons. The 
classification algorithm used the average score on 3s frames. The 
average performance was 72.56%. 

 
Figure 14:  Average Identification rates for different values of fhigh and length of 

the analysis frame 

As an overall conclusion of the results, the Fourier spectrum as 
input to FFNN yielded very good results when applying the 
classification majority vote rule. The average score rule produced 
poorer results, with a low performance for the “chainsaw” class,  
but they are still better than using Mel-cepstral analysis or the 
GMM and DTW approaches. The BR and LMA produced 
comparable results, maybe LMA results were more balanced 
among the 5 tests (the standard deviation among the identification 
rates is lower). Concerning the network architecture for the Fourier 
spectrum variants of 2, 3 or 4 layers produce comparable results, 
especially when using the majority voting rule. The LMA training 
resulted in performance quite similar results as those obtained 
using the BR, for many configurations besides the one illustrated 
in Table 6, and the results are well balanced among the three 
classes of sounds. Perhaps the identification rates for the 
“chainsaw” class are a bit lower. In what concerns the average 
score classification, the 3 layers FFNN seemed to work better than 
4-layer nets. 

Concerning the analysis window, the results are better in all the 
cases for lengths of 44ms or 88ms. Table 8 and Figure 14 present 
the average overall identification rates for the FFNN applied on 
power spectra using the BR training, and majority voting at 
classification, several analysis window lengths and frequency 
intervals. The best average score is obtained for  the spectrum 
restricted to [0, 3700]Hz, and an analysis window of 88ms, but in 
fact the results are very close among the frequency intervals. 
Among the 5 tests for each configuration there were many  
identification rates above 80%. 

With regard to the results obtained using the Mel-cepstral 
coefficients as input, the conclusion concerning the optimum 
analysis window length is that window lengths greater than 44ms 
produced better performance. The frequency intervals [0, 7.4] kHz 
and [0, 10] kHz yielded better results. The general conclusion is 
that adding Spectral flatness and sometimes ZCR helped to 
increase the performance, although the example of Table 5 is an 
exception. 

4.4. Experiments using the LSTM 

In the experiments using LSTM we used the same input as in 
the FFNN experiments. The number of hidden units was set to 100 
and each cell configured with 5 layers, the default MATLAB 
configuration. Table 9 presents the best results obtained so far by 
applying LSTM. We have fed as input 18 dimensional sheer Mel-
cepstral vectors, calculated on 44ms analysis window and filtering 
the frequency domain to [0, 12] kHz. The average performance 
among the 5 tests is 64.85%.  As can be seen the identification rates 
are unbalanced among the three classes. In any other 
configurations the results were even worse.  
Table 9: Results of 5 tests using LSTM applied on an input set of Mel-cepstral 18-
dimensional vectors, calculated on 44ms analysis windows, and the frequency 
interval of [0, 12] kHz 

 Chainsaw Forest Vehicle General 
test1 48.69 86.20 47.69 61.05 
test2 37.69 93.10 56.92 63.83 
test3 42.40 97.41 45 62.07 
test4 67.53 90.51 47.69 67.78 
test5 62.82 93.10 53.46 69.54 

 

Concerning the experiments using as input the Fourier 
spectrum we failed to obtain interesting results, as the network did 
not behave well at training Figures 15, 16 present the estimation of 
the achieved accuracy during the training process for LSTM 
applied to Mel-cepstral input and power spectra respectively. 
While the first process achieves maximum accuracy in less than 
100 iterations the LSTM applied to power spectra achieves less 
than 80% in more than 300 iterations. 

 
Figure 15:  Accuracy estimation during training for a LSTM - MFCC process 

 
Figure 16: Accuracy estimation during training for a LSTM applied on Fourier 

power spectra. 
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Regarding the experiments using as input the Fourier spectrum 
we failed to obtain interesting results, as the network did not 
behave well at training Figures 15, 16 present the estimation of the 
achieved accuracy during the training process for LSTM applied 
to Mel-cepstral input and power spectra respectively. While the 
first process achieves maximum accuracy in less than 100 
iterations the LSTM applied to power spectra achieves less than 
80% in more than 300 iterations. 

5. Conclusions and future work  

The goal of this study was to test some state-of-the-art 
methodologies applied in AESR, Gaussian Mixtures Modelling, 
Dynamic Time Warping, and two types of Deep Neural Networks, 
in the context of forest acoustics.  Another specific objective was 
to evaluate the behaviour of these techniques, in several 
configurations, such as different lengths of the analysis window, 
or find the frequency intervals on which the Fourier spectrum is 
more relevant for such type of applications.  

We have succeeded to achieve significantly better 
performances using Feed Forward Neural Networks, in a certain 
setup, compared to the classical methods, GMM, and DTW. We 
used two types of networks (Deep Feedforward Neural Network 
and LSTM) and have fed as inputs two types of data, Mel-cepstral 
and Fourier power spectral coefficients. In this context we tested 
two training methods, the Levenberg-Marquardt Algorithm, and 
the Bayesian Regularization, and two different classification 
approaches.   

Deep Feed Forward Neural Networks experiments output the 
best results when using the sheer spectral features, and especially 
when using the majority voting rule, with an average identification 
rate of over 78%, with about 10% higher than other methods 
performance. This fact suggests that FFNN, based on Fourier 
spectral features, using a less complex processing sequence, is able 
to produce more valuable features than the elaborate Mel cepstral 
analysis. A difference is in the number of features at input, while 
the Mel features are fewer than 20, the spectrum on [0, 7400] Hz 
frequency interval means about 170 coefficients.  

 
Figure 17:  FFNN using Mel cepstral input applies a range of transforms 
(frequency conversion. spectrum filtering, logarithm, Discrete Cosinus 
Transform) on the Fourier spectrum and feeds the result to the network 

 
Figure 18:  FFNN using Fourier Spectrum coefficients as has a simpler 

schema, and probably devises more valuable features through the layers of 
the network 

Figures 17, 18 summarize this idea. Figure 17 presents the 
more complex row of operations to be accomplished on the power 
spectrum when the input to the FFNN involves Mel-cepstral 
analysis. Figure 18 presents the straightforward processing of 

spectrum by the FFNN, when just spectral coefficients are fed to 
the network. 

The disappointing results using the LSTM network may have 
several reasons. One of them may be the unproper use of the LSTM 
MATLAB tool. A second reason may reside in the fact that this 
type of network might be not suited to the kind of problem we want 
to solve.  

Another advantage of using FFNN is the fact that it is easy to 
implement in programming environments other than MATLAB. 
While the models can be generated in MATLAB, the classification 
part can be implemented in other programming languages, like 
C++, Java, etc. using the parameters established at training.  

Concerning the length of the analysis window the experimental 
results have shown that its length must be set above 44ms or 
higher. We have chosen the length of the analysis window 
somehow empirically, therefore the use of an analytical approach, 
e.g., [41], to establish the proper length of the frame would be a 
future direction of research.   

We could not draw a well-founded conclusion about the 
optimal frequency interval, as for 3.7 kHz to 10 kHz, the results do 
not vary too much.  

Although the neural networks have apparently the advantage 
of  training jointly several classes of data, this did not result in 
better results in comparison with the classical methods.  

As future work we intend to extend our research by including 
the CNN framework. 

Another important objective would be investigation of 
methods to merge decision of several sources, possibly by using a 
probabilistic logic.  

Another important objective is to extend the field of research 
to other AESR applications, in the field of scientific environment 
monitoring (e.g., detect bird or species), or early detection of 
disasters such as land sliding or avalanches, where acoustic 
emissions are among the data used as input.   
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 A methodology of medical signal-based biometrics has been proposed in this paper for 
implementing a human identification system controlled by electroencephalogram in respect 
of different color stimuli. The advantage of biosignal based biometrics is that they provide 
more efficient operation in simple experimental condition to ensure accurate identification. 
Red, Green, Blue (primary colors) and Yellow (secondary color) were chosen as the color 
stimuli for making more comfortable EEG regenerating environment. Four supervised 
classification models, namely, Logistic Regression (LR), K- Nearest Neighbor (KNN), 
Support Vector Machine (SVM) and Random Forest Classifier (RFC) were trained and 
tested for assessing the performance of the EEG based biometric identification, with five-
fold cross-validation. Four different measures (sensitivity, specificity, accuracy and area 
under the receiver operating characteristic curve) were used to evaluate the overall 
performance. The results suggested that Blue color stimuli perform the best among all the 
color stimulus with an accuracy ranging from (77.2-88.9%). The classifiers identify each of 
the subjects with any color having an accuracy ranged from (70.9-88.9%), and the RFC 
shows the best accuracy which is 88.9% in the case of blue color stimuli. 
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1. Introduction   

This paper is an extension of work originally presented in 1st 
International Conference on Advances in Science, Engineering 
and Robotics Technology 2019 [1]. The presented paper utilized 
electroencephalogram (EEG) for medical biometrics using color 
stimuli using only one classifier (artificial neural networks) where 
the current article is expanded further to validate the EEG based 
biometrics using multiple machine learning models. Also, this 
paper examines the utility of the different color stimulus on the 
EEG based human identification system.  

Biometrics refers to the process of identifying and 
authenticating a person based on a unique identifier. By utilizing a 
person's unique feature, the human identification system is built 
for different security applications. Existing biometric systems use 
knowledge or possession-based features like passcode, PIN, 
fingerprint, voice which are extensively being used for device 
security and other security purposes [2]. There are some 
limitations in the existing authentication technologies, for 
example, the fingerprints can be replicated, and facial detection 
can be fooled [3]. The Boston Marathon bombing incident has 
shown the failure of the so-called advanced facial identification 
system [3]. Furthermore, with the development in hacking 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Md Mahmudul Hasan, 2 Rochester Terrace, Brisbane, 
QLD 4059, Australia; Email: mahmudul.hasan.eee.kuet@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 27-34 (2021) 

www.astesj.com   

Special Issue on Multidisciplinary Sciences and Engineering 

 

https://dx.doi.org/10.25046/aj060304  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060304


M. M. Hasan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 27-34 (2021) 

www.astesj.com     28 

techniques such as replication of fingerprints has resulted in 
reduced reliability of the conventional biometric identification 
systems [3, 4].  

In the given circumstances, unique electroencephalogram 
remains the only choice due to its non-biasing nature [3-6]. For this 
reason, physiological signal based biometrics such as EEG uses 
neurons activity is becoming research of interest due to its person 
to person variability characteristics [7]. To utilize the medical 
signals for biometric identification, a study was performed [3], 
where the authors have tried to develop an EEG-based approach in 
order to make an efficient human identification. In [3], the authors 
found the beta band as the most influential rhythm of EEG for 
human identification.  

However, generating similar EEG signal frequently is tough 
and can’t be declared as a standard method. The main issue with 
the EEG is that it is variable and needs a specific environment to 
reproduce the similar patterned brainwave [3, 4]. To simplify this 
experimental condition, the use of color stimuli is the right choice. 
Every color has a unique effect on the brainwaves, which was 
observed by statistical analysis of the signal as per the previous 
studies [8]. In [4], the authors explained that frequency domain 
shows better performance than time domain, and the value of 
power spectrum density varies a lot among individuals while varies 
a little within an individual. It is also observed that the use of both 
time and frequency domain feature comes out with the best 
performance for human identification system [4]. A study 
developed an EEG based architecture for identifying the 
individuals based on the brainwaves using color stimulus based 
experiment, which was performed on three participants in a 
laboratory-based work [9]. The authors used three fundamental 
colors (Red, Green and Blue) [10] and one secondary color Yellow 
color stimulus for human identification purpose. The results 
suggested that the blue color is the most sensitive to the human 
identification, whereas the secondary color Yellow gave the worst 
performance in identification. The study showed promising results 
but utilized only one classifier (ANN) for the classification 
approach and only one performance measure (mean square error) 
for the assessment of the system [1]. However, considering the 
sensitivity and specificity metrics are most important for an EEG 
based detection system. As higher sensitivity with lower 
specificity leads to the higher false alarm, and the opposite trend 
causes the missing of a lot of positive states, a compromise 
between the two metrics is crucial. Though there are very limited 
works on the field of biometric identification using brainwaves, 
these systems are worth for the IoT devices and cyber security with 
the application of AI. 

In this study, the data was recorded using the BIOPAC® data 
acquisition unit, the pre-processing and feature extraction was 
done using the Acqknowledge 4.1® software [11]. Most 
importantly, four supervised classification models, namely,  
Logistic Regression, K- Nearest Neighbor (KNN), Support Vector 
Machine (SVM) and Random Forest Classifier (RFC)  were 
trained and tested for evaluating the performance of each of the 
EEG rhythm, with five-fold cross-validation. Moreover, four 
different performance measures (sensitivity, specificity, accuracy 
and area under the receiver operating characteristic curve-
AUROC) were utilized to examine the performance of the human 
identification system.  

The following part of this paper is organized as follows- a brief 
methodology, including experimental design and tools, then the 
result section with the findings. Last, the paper was concluded with 
as short summary, followed by a discussion on the outcomes, 
research implications and future works. 

2. Methodology 

2.1 Experimental Design 

The experiment was conducted in the laboratory-based 
environment. The different steps for developing the 
electroencephalogram based human identification system by color 
stimuli is shown in Figure 1. With the given experimental 
conditions, EEG were obtained by the BIOPAC® system from the 
selected participants. The next step is removing the noise and 
artifact due to eye blinking and body movement.  Then FIR band 
pass filter was utilized to separate bands in Acqknowledge 4.1 
software. Afterwards, eight features were extracted for each band, 
and the selected features were supplied towards the machine 
learning tools. Four different supervised learning techniques, 
namely K-nearest neighbors (KNN), support vector machines 
(SVM), logistic regression (LR) and random forest classifier 
(RFC)  were developed in python 3.6.9 platform, and models were 
applied for human identification. The best classifier was evaluated 
by comparing their performance metrics. 

  
Figure 1: Block diagram of the proposed EEG based human identification system 

2.2. Experimental Equipment 

2.2.1. Hardware tool  

For the signal acquisition, a BIOPAC® MP 36 system [11] was 
used at the Biomedical Engineering Lab, Khulna University of 
Engineering and Technology (KUET), Bangladesh. This is a wired 
data acquisition system which has a signal acquisition and a 
processing unit to interface with the computer. 
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2.2.2. Pre-processing software tool  

As a software tool, BIOPAC student Lab Pro® was used to 
record the physiological signals. Acqknowledge 4.1® software was 
used for the feature extraction purpose [11,12]. Machine learning 
based classification models were developed and applied in the 
python 3.6.9 version in Google Colab platform, which is research 
based online environment affiliated by Google . 

2.3. Participants 

For participation in this experiment, recruitment was done with 
online advertisement on Facebook, Twitter and LinkedIn. In total, 
three subjects participated in the experiment who were male, 
healthy and not suffering from any color blindness or 
psychological illness. The color blindness was tested using the 
Ishihara 38 Plates CVD Test [13] upfront after they arrive in the 
laboratory to check their vision and to ensure they are not suffering 
from difficulties in choosing colors, especially the deuteranopic 
vision (red-green color blindness). Then, color stimulus were 
shown in a computer monitor (21.5" with a 1920 ×1080 resolution) 
while they were instructed to focus on indefinite color for 15 
minutes long, with their normal blinking. In total, twenty trials 
were taken for each color (red, green, blue and yellow). The 
electrodes were placed on the right central (C4), and the right 
occipital (O2) position.  

 
Figure 2: Experimental environment in BME, KUET 

2.4. Experimental Procedure 
 

2.4.1. Signal Preprocessing 

The recorded signal contains artefacts due to muscle 
movement, eye blinking, hand movement and the background 
effect behind the color stimulus, the primarily obtained EEG 
signals could have contained noise. Additionally, the line 
frequency was 50 Hz, which also adds noise to the data. To pre-
process raw EEG was gone through band-pass finite impulse 
response (FIR) filter with a range of 0.5 to 44 Hz, as it removes the 
non-linear trends of the signals. Later, the signals was further 
smoothed, taking a moving average over a short period of the 
signal. The pre-processing makes the signal viable for extracting 
different time and frequency domain features. 

2.4.2. Feature Extraction  

Feature extraction is one of the major steps of biosignal 
processing and analysis, which contains valuable information from 

the time-series signal. Several features were extracted in time and 
frequency domain, including maximum value (Emax), standard 
deviation (STDDEV), skew (sk), kurtosis (k), power spectrum 
density (PSD) mean, PSD max, Fast Fourier Transform (FFT) 
mean, FFT max (total eight feature) were extracted for different 
subjects using the Acknowledge 4.1® software. The feature were 
tabulated in the excel sheet for the future stages. 

2.4.3. Feature Scaling 

Machine learning models work on different strategies, and thus 
the range of the feature values is an essential factor. The features 
extracted from time and frequency domains have a different range 
in their magnitude. Since different machine learning models works 
with different features putting them in a same matrix, it is 
necessary to put all the features in a same range, which is referred 
to as feature scaling. Two common types of feature scaling is done 
in preliminary data: standardization and normalization [14]. As a 
part of the normalization process, MinMaxScaling was performed 
in this study in python platform. Using the MinMaxscaler() 
function from sklearn library. Here the data is shrunk within a 
range between [-1,1]. 

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑥𝑥− 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚− 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

                  (1) 

If 𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  is symbolized as the the normalized value of a feature 
point x, within a range 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 , then the normalization 
formula can be given by the equation (1) [14]. 

2.5. Classification 

The ultimate goal of the study is to identify the individual by 
means of the EEG features, applying the machine learning 
techniques. Machine learning is a hot topic nowadays, which is 
referred to as the application of artificial intelligence, which 
provides a system capable of learning nature of a given dataset. 
Basically, there are three categories of Machine Learning models 
and application, supervised learning, unsupervised learning and 
reinforcement learning. Supervised learning is extensively used for 
the classification and regression problem [15]. Previous studies 
worked with EEG have used supervised learnings, especially KNN 
[16], SVM [17], RFC [18] and LR [19]. Based on the previous 
studies, these four classifiers were chosen for the data 
classification in this research. Moreover, these models works on 
different algorithms of learning from the given data points, which 
might be worthful to see which one perform the best  for the human 
identification purpose. 

2.5.1. Logistic Regression 

The simplest way to classify data points was linear regression, 
and the disadvantages of the linear regression models were 
overcome by the logistic regression models. Logistic regression is 
a supervised learning model, which works based on the linear 
method, and the predictions are made using a logistic or sigmoid 
function σ(t). The sigmoid function is an 'S' patterned curve that 
takes a real number and maps within a range between 0 and 1, 
which is given by equation (2). 

𝜎𝜎 (𝑡𝑡) = 𝑒𝑒𝑡𝑡

𝑒𝑒𝑡𝑡+1
=  1

1+𝑒𝑒−𝑡𝑡
                   (2) 
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Contemplating the two types of variables, dependent and 
independent, Logistic regression predict dependant variable basing 
on the independent variable.  The 'C parameter was tuned here in 
the Logistic Regression model to lessen the overfitting problem, 
which could produce over-optimistic results [20]. 

2.5.2. K-nearest neighbours (KNN) 

One of the simplest supervised learning models is KNN, which 
is a non-parametric method where k nearest training examples in 
the feature space is taken as input and neighbours vote do the 
classification generally used for classification and regression. At 
the very starting point, KNN read the value of K, type of distance 
D and test data; then it finds the K nearest neighbours D to the test 
data and thus sets the maximum label class of K to test data. The 
same processes are gone through an iterative process named 
looping. In details, its algorithm initializes the value of K from 1 
(setting as initial iteration value). After loading data, iteration from 
initial K =1 (generally) to the total number of training data point. 
Then, distances specifically Euclidean distance between test data 
and each row of training data is measured and sorted in ascending 
order to get topmost K rows from the sorted array and the most 
frequent class is returned as the predicted class [21]. The value of 
K was tuned, and the K for best efficiency was chosen in the 
classifier model in this research to reduce overfitting. With the 
chosen 'K' value the model was further developed, trained and 
tested with the given data. 

2.5.3. Support Vector Machines (SVM) 

One of the most popular supervised learning approaches, SVM 
aims to obtain a hyperplane which classifies the data point (data 
points can be at any side of hyperplane) in feature dimensional 
space while depending on both linear and non-linear 
regression.   Data points distance across to hyperplane are called 
support vector whose detection can exchange hyper plane's 
location [21]. The model used a Gaussian kernel for SVM 
classifier in this research due to the non-linear trend of the dataset. 
Two parameters- 'C' and 'gamma' was adjusted within a set of 
values using the grid search algorithm to reduce the overfitting 
problem, which could cause a non-generalized model. 

2.5.4. Random Forest Classifier (RFC)  

In addition to the binary logic or decision tree-based classifiers, 
ensemble-based models are now getting popularity due to their 
robustness. Random forests are made of individual decision trees 
with a logic of group of weak learners to finally make a strong 
learner while the decision trees operate as divided or conquer. A 
class is predicted from every decision tree and a final class is 
predicted by model depending on their vote [21]. Two parameters 
were tuned in the RFC models, namely, 'n_estimate', which implies 
the number of trees in the forest and 'max-depth' which signifies 
the depth of each tree. With the tuned parameters, the model was 
further developed, trained and tested to find out the performance 
measures. 

2.6. Performance Measures  

2.6.1. Sensitivity or True Positive Rate (TPR) 

True positive rate or Sensitivity is the proportion of the true 
positives (desired factor), which is correctly identified from the 

given test set [22]. The definition of sensitivity can be provided by 
equation (3), where, TP = True Positive and FN = False Negative. 
In this study, sensitivity is the measure of the proportion of 
successfully identifying a specific person.        

Sensitivity = TP
TP+ FN

                 (3) 

2.6.2. Specificity or True Negative Rate (TNR) 

True negative rate or Specificity is the proportion of true 
negative (undesired factor) in which was correctly excluded from 
the given test sets [22]. The definition of specificity can be 
provided by equation (4), where, TN = True Negative and FP = 
False Positive. In the case of this study, specificity is the measure 
of not correctly identifying a specific person. 

Specificity = TN
TN+ FP

                  (4) 

2.6.3. Accuracy 

The accuracy is the proportion of true results, in an experiment, 
being either true positive or true negative [22]. The definition of 
accuracy can be provided by equation (5), given that TP = True 
positive, TN= True Negative, FP= False Positive and FN = False 
Negative. In this study, accuracy is the proportion of the successful 
identification, either a specific person or not being that person. 

Accuracy = TP+TN
TP+TN+FP+FN

                 (5) 

2.6.4. Area under the receiver operating characteristic (ROC) 
curve (AUC) 

A system having a higher discrepancy between sensitivity can 
cause false alarm or missing positive states (in this case, 
identification of a specific individual). Therefore, it is essential to 
find out the best compromise between them. As a part of this step, 
ROC is performed, which is a plot of the sensitivity (true positive 
rate) against the (1- specificity) or false positive rate. Here all the 
possible combination of TPR and FPR are plotted, showing the 
trade-off between them [23]. 

Validation of the performance of the models is an important 
step towards evaluation of a model. Five-fold cross-validation was 
done in this study while evaluating the performance measures. The 
mean value and the standard deviation (SD) were noted, 
considering the five experimental validations. As the classification 
is a four-class problem, one vs. all method was used in all the 
classification approach, splitting the four-class problem in binary 
class. Thus, the mean sensitivity, specificity and AUC was 
calculated from the obtained confusion matrix, which was used for 
further analysis. 

3. Results 

3.1. Data visualization 

Visualizing the data is one of the main steps to understand the 
data points, and thus it helps to take the further decisions in the 
machine learning approach. The data points found from the 
selected features were plotted in box and violin plots to observe 
the range of each of the features. The following Figure 3 shows 
that the time and frequency domain features are having a versatile 
variation in the range. Range of the difference features varies 
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among themselves either in the time domain or in the frequency 
domain. Thus, feature scaling was done on the given dataset, and 
the scale features were supplied to the learning models. 

 
Figure 3: Boxplot of part of the EEG data showing the varying magnitude of 

different features 

3.2.  Classification Performance 

Finalizing the feature scaling, the scaled features were supplied 
towards the machine learning models after necessary parameter 
tuning. Four different performance measures were evaluated, 
namely, sensitivity or true positive rate (TPR), specificity or True 
negative rate (TNR), accuracy and area under the receiver 
operating characteristic (ROC) curve (AUC). The obtained results 
are listed below in Table 1, which visualizes the performance 
metrics with respect to the classification models. 

Table 1: Performance measures (mean value) for EEG biometrics using four 
different classifiers, using a five-fold cross-validation 

    LR KNN SVM RFC 

Red 
Stimuli 

Sensitivity 75.4 70.6 77.1 74.8 
Specificity 72.5 70.7 76.6 81 
Accuracy 79.1 74.1 78.3 79.8 
AUC 74.1 80.3 69 83.7 

Blue 
Stimuli 

Sensitivity 89.8 90.9 84.1 93.3 
Specificity 89.8 80.8 81.9 90.6 
Accuracy 82.8 81.7 77.2 88.9 
AUC 75.6 84.1 77.3 90 

Green 
Stimuli 

Sensitivity 76.6 72.9 68.6 83.3 
Specificity 75.8 77.4 71.8 76.3 
Accuracy 75 70.9 81 83.6 
AUC 78.6 80.6 70.4 83.8 

      
Yellow 
Stimuli 

Sensitivity 76.4 76.11 73.3 84.1 
Specificity 81.6 75.63 73.5 84.4 

 Accuracy 75.5 74.69 76.5 86 
 AUC 76.9 72.83 79.5 84 

 

3.2.1. Scenario-1: HID using Red Color stimuli 

While using the red color stimuli for human identification, the 
performance measures (mean ± SD) obtained from the human 
identification from four different classifiers, namely logistic 
regression (LR), K-nearest Neighbours (KNN), Support Vector 
Machine (SVM) and Random Forest Classifier (RFC) are shown 
in the Figure 4. The plots show that the gap between sensitivity and 
specificity is highest in RFC (6.1%) and lowest in the case of KNN 
(0.1%). RFC shows the highest gap between sensitivity and 
specificity (6.1%). Overall, considering the accuracy and ROC, 
RFC gives the best performance with an accuracy of 79.8%.  

 
Figure 4: Performance measurement of red stimuli 

 
Figure 5: Performance measurement of blue stimuli 
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3.2.2. Scenario-2: HID using Blue Color stimuli 

While using the blue color stimuli for human identification, the 
performance measures (mean ± SD) obtained from the human 
identification from four different classifiers are shown in the 
Figure 5. Here, KNN shows the highest gap (10.1%) between 
sensitivity and specificity, and LR shows a zero gap between the 
two metrics. Overall, RFC gives an accuracy of 88.9%, which 
performs the best. 

3.2.3. Scenario-3: HID using Green Color stimuli 

While using the green color stimuli for human identification, 
the performance measures (mean ± SD) obtained from the human 
identification from four different classifiers are shown in the 
Figure 6. The plots show that the gap between sensitivity and 
specificity is highest in RFC (7.03%) and lowest in the case of LR 
(0.85%). Overall, RFC gives an accuracy of 83.6%, which 
performs the best. 

 
Figure 6: Performance measurement of green stimuli 

 
Figure 7: Performance measurement of yellow stimuli 

3.2.4. Scenario-4: HID using Yellow Color stimuli 

While using the yellow color stimuli for human identification, 
the performance measures (mean ± SD) obtained from the human 
identification from four different classifiers are shown in the 
Figure 7. The plots show that the gap between sensitivity and 
specificity is highest in LR (5.2%) and lowest in the case of SVM 
(0.2%). LR shows the highest gap between sensitivity and 
specificity. Overall, RFC gives an accuracy of 86%, which 
performs the best. 

3.3. Choosing the best scenario/best performance in subject 
identification 

In order to find out the best color stimuli for human 
identification, the accuracy and AUC measures was selected as 
two reference metrics as it is difficult to compare different 
classifiers using several factors. The plots of the accuracy for four 
different classifiers corresponding to the four color are shown in 
Figure 8 below. From the figure, it is evident that the accuracy for 
blue stimuli is better than any other colors for all the four 
classifiers. Overall, it is evident that all the classifiers identify 
subjects by using blue color more accurately. So, in the rest of the 
papers, the performance for the blue color will be considered. 

 
Figure 8: performance measurement of RFC 

 
Figure 9: Comparison of AUC for four different classifiers for blue color based 
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3.4. Choosing the best Classifier 

Considering the blue color for human identification, the plots 
for the area under the ROC curve for the classifiers are shown in 
the Figure 9. The figure illustrates that the RFC classifier show the 
best compromise between sensitivity and specificity, with 
covering the highest area under the ROC curve (AUC= 0.90%). 
Thus, the next part the paper will compare the performance of the 
color stmuli considering RFC. Overall, all the plots show that RFC 
performs the best on EEG based human identification for blue 
color stimuli.  

 
Figure 10: ROC Plots for Blue Stimuli based RFC model with 5 fold CV 

As the RFC performs the best, the Area under the AUC curve 
plots for this model with blue color stimuli in 5 different 
experiments is given in Figure 10 for five-fold cross-validation. 
The AUC for the blue color stimuli ranged from (0.77-0.93), with 
a mean of 0.90 and 0.07 standard deviation. This signifies that, the 
blue color shows an excellent performance than the other colors 
while using RFC classifier in order to make EEG based medical 
biometric system. 

4. Discussion 

Four different color stimulus were used in this study for 
assessing the performance of the EEG rhythms for medical 
biometrics. The results revealed that Blue stimuli perform the best 
among the other colors. It also revealed that the maximum 
performance was obtained using the RFC Classifier, with a 
sensitivity, specificity and accuracy of 93.3%, 90.6% and 88.9%. 
Moreover, RFC based model with blue stimuli based dataset shows 
promising AUC (0.90), which is a good compromise between 
sensitivity and specificity. The finding of this study is consistent 
with the previous study [1], where the authors found the Blue 
stimuli as the best performing rhythm, though they have used only 
one classifier (ANN) and one performance metrics (mean square 
error). The possible reason behind the best performance of ANN 
in that study could be the backpropagatipon algorithm, which is 
strong enough to learn the inherent features and complex structure 
of the data. Nonetheless, the random forest algorithm works on the 
majority voting of the multiple decision trees, thus it provides very 
precise performance, and it is less prone to overfitting. Thus, 
achieving the similar outcome validates the use of the blue color 
stimuli for medical biometrics. On the other hand, while using the 
random forest classifier, the red stimuli perform the worst (RFC 
accuracy= 79.8%).   

However, the scope of the paper is not out of limitations. The 
background effect is one of the main challenges while using the 
color stimulus. Inter-individual difference among participants is 
another factor, which is needed to be considered. As the paper 
represented a novel methodology of EEG based medical 
biometrics system using four different colours in a laboratory-
based condition, more research is required to find out the 
feasibility in real-world condition as well. 

5. Conclusion 

In order to develop an EEG based medical biometrics system 
using this proposed model, an analysis was done in this study to 
find out the feasibility of the time and frequency domain EEG 
features, with respect to different color stimuli. Here efficiency is 
obtained after applying several steps- feature scaling, tuning of 
classifiers and finally with five-fold cross-validation of the 
developed models. The analysis of the results show that the blue 
color based biometrics system shows the best accuracy than the 
other color stimuli and the accuracy profiles are promising, i.e. LR 
(82.8.3%), KNN (81.7%), SVM (77.2%), RFC (88.9%). The 
further research investigation found that the blue color stimuli with 
RFC classifier showed the best accuracy while the red color stimuli 
showed the most insufficient accuracy. However, the experiment 
could be done on more number of participants to validate the 
model based on leave one participant out approach. Also, 
efficiency will increase with the addition of more EEG channels 
which can be considered for future work. Using a deep-learning 
framework would be more appropriate, which will reduce the time 
for handcrafted feature extraction.    
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 The construction industry has undergone several changes in recent years linked to new laws 
and international conventions aimed at protecting the environment and combating pollution. 
Construction industry alone produces tons of waste annually due to debris produced either 
during construction or during deconstruction. To combat this, companies are forced to 
control their debris either by reusing it on site or by sending it to specialized landfills. Thus, 
new materials appear constantly based on the recycled materials. Recycled aggregate 
concrete was thus born. It is a concrete based on the use of recycled aggregates retrieved 
from the demolished structures to replace natural aggregates. Characteristics of this type of 
concrete depends of the chosen replacement percentage of natural aggregates specially the 
mechanical properties. This article is part of my research studies done in the civil laboratory 
of the Mohammadia School of engineers. The study is based on the identification of the 
recycled aggregates, the determination of physicals and mechanical characteristics of the 
aggregates, the determination of the effect of the use of recycled aggregates on the concrete 
characteristics and finally the improve of the quality of the concrete to prove so that it can 
replace ordinary concrete.  The test results described in this article show that the increase 
of the replacement by recycled aggregates decreases the mechanical properties especially 
when it is up to 25-30%. The results also prove that the ad of additives especially plasticizer 
with 1% replacement of cement improves the compressive strength of concrete and allows 
us to use up to 50% of replacement. 

Keywords:  
Concrete 
Mechanical properties 
Natural aggregates 
Recycled aggregates 
Replacement percentage 

 

 

1. Introduction  

The field of construction knows a radical undergoing and 
innovative changes in the designs proposed, the types of materials 
used and the domains of their use. Concrete, as the main 
construction material, is now at the center of several studies, 
researches, innovations and improvements. Several types of new 
concrete are proposed for their quality, compliance with 
environmental and / or technical requirements, design and special 
needs. One of the concrete types proposed for their environmental 
value, their support for sustainable development is the recycled 
aggregates concrete.  

The comparison of its properties with those of concrete based 
on naturel aggregates. A summary of the comparison between the 
two concretes is detailed below: 

Related to the compressive strength, the majority of studies 
confirm that up to [20-30] percentage replacement of natural 
aggregates by recycled ones, the compressive strength is almost 

the same but beyond this replacement level, it decreases 
considerably. Main recent studies results are as folow. 

Many experimental studies match our synthesis that up to 25% 
the compressive strength is the same and that the decrease’s max 
is 20% for 100 % replacement level [1]. Others conducted a 
synthesis of several researches and works in his article. He 
concluded that in case compressive strength values of the original 
concrete, of which recycled aggregate is manufactured, and 
targeted values were approximately equal. The strength values of 
recycled aggregate concrete was 5 to 10% lower than those of the 
comparable naturel aggregate concrete were [2]. 

For the modulus of elasticity, the experimental studies prove 
that its values have almost the same trend as compressive strength 
results. The increase in insignificant for percentage level up to 75 
% (9 %) and it reaches 18% for 100% replacement of natural 
aggregates by recycled ones [1]. In another study, they found a 
reduction of 34.8% when the replacement level is 100 % compared 
to the control concrete [3]. Meanwhile, other researchers found 45 
% of reduction for the same replacement level. [4] 
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Studies done on durability properties as open porosity, 
sorptivity, chloride permeability confirm that they decrease with 
the increase of RCA content. The study also concluded that the rate 
of deterioration is higher compared to mechanical characteristics. 

For example, for 100% replacement level, the resistance to 
chloride permeability decrease by 9.5% [5], the water absorption 
is lower by 7.37% [3] and the open porosity by 20% [6]. 

2. Experimental Protocol 

This section is related to the description of the experimental 
protocol done to determinate the mechanical properties of concrete 
based on the restitution of the natural aggregates by recycled one.  

2.1. Concrete formulation to determinate the constituents  

The main of our study is to determine the possibility of 
replacing naturel concrete by recycled aggregates concrete in the 
majority of types of building, thus the concrete chosen to study 
have the following characteristics: 

- Basic concrete, ordinary, used in all types of based 
constructions. 

- Fc28 = 25MPA.   

- Slump: Average of 7cm.  

To formulate this concrete, the constituents chosen are:  

For aggregates, we have chosen two aggregate, the first are 
natural ones and the second recycled aggregates based on a 
crushed building. For the two of them we used two dimensions: [5-
12.5] and [12.5-31.5] 

The result of the granulometric test of the two aggregates is 
presented in the figure 1: 

Figure 1: Granometric curve for natural and recycled aggregates used in 
experimental study (GN : Naturel gravel / GR : recycled gravel). 

The quantities of materials used based on the dreux gorisse 
method [7] are, as follows: 

• Water : 0.19 m3 / 190 kg 

• Cement : 0.29 m3 / 350 kg 

• Sand : 0.29 m3 / 472.85 kg 

• Gravillon G1 : 0.15 m3 / 376.14 kg 

• Gravillon G2 : 0.2 m3 / 537.3 kg 

2.2. Concrete mixtures 

The aim of the study is to detect the effect of the replacement 
percentage of natural aggregates by recycled aggregates in the 
compressive strength of concrete and the effect of different types 
of additives in improving the mechanical characterisation of theses 
concretes. 

The replacement ratio studied are 0% - 20% -50% -75% -
100%. 

For the mixture with additives, we used three product from 
SIKA- MAROC: 

• Plasticizer/ water reducer: BV40 

• Superplasticizer/ high water reducer: ViscoCrete Tempo 10 M 

• New generation superplasticizer: SikaFluid R. 

The first step of experimental study was as explained before, 
the effect of the replacement of naturel aggregates by recycled 
ones. The quantity of component used for every mixture in detailed 
in the table. 

Table 1: Quantity used in the compressive strength test ( kg) 

Component 0 % 
GR 

20 % 
GR 

30 % 
GR 

50 
% 
GR 

75 % 
GR 

100 
% 
GR 

Cement 350 

Water 193 

Sand 473 

GN 

5-
12.5 402 321,6 281,4 201 100,5 0 

12.5-
31.5 512 409,6 358,4 256 128 0 

GR 

5-
12.5 0 80,4 120,6 201 301,5 402 

12.5-
31.5 0 102,4 153,6 256 384 512 

The second step of study was to determinate the effect of 
additives in improving the concrete quality. To do this, we used 
three types of adjuvants with different percentages. The 
experimental protocol is as details below: 

The test aims to view the effect of the ad of superplasticizer on 
the comparison between different replacement levels by 
calculating the compressive strength for various replacement 
levels with the superplasticizer. The component is similar to the 
previous one; it is based on using different percentages of 
replacement of natural aggregates by recycled one.   The only 
difference is the use of superplasticizer. 

Second part of the study is to determinate the Compressive 
strength with different adjuvants. For this comparative test, we 
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used a concrete based on 50% of recycled aggregates and 50% of 
natural aggregates. We, then, added the three types of adjuvant 
with 1% of replacement of cement with means 3.5 kg/m3 of 
concrete. 

The last step of comparison is the Compressive strength with 
different percentages of the adjuvant. For this comparative test, we 
used different percentage of the Tempo 10M (0.5%, 1% and 1.5%) 
as a partial replacement of cement.  The concrete used is based on 
50% of recycled aggregates and 50% of natural aggregates. 

3. Experimental results and discussions 

3.1. Physical characterization of recycled aggregates 

The physical characterization of aggregates from the 
demolition of an old building can be summarized as detailed 
below. 

Table 2: Summarize of the physical characterization tests 

 Recycled 
aggregates 5-12.5 

Recycled 
aggregates 12.5-
31.5 

Absolute Density 2480 kg/m3 

Water content 1.49% 4.32% 

Water 
absorption 

11.11% 9.4% 

 
The absolute density is 2.48t/m3 approximatively 2.5t/m3 wich 

is the absolute density of reinforced concrete. 

The comparison between two recycled aggregates of two 
different classes GR1 (5-12.5) and GR2 (12.5-31.5) showed that 
the water content is greater for large aggregates. This is justified 
by the presence of several pores which disappear during fine 
crushing of the aggregates.  

The comparison has also shown that the water absorption rate 
is higher for small aggregates. This is justified by the superiority 
of the contact surface. 

3.2. Compressive strength without additives  

The aim was to determinate the effect of the replacement 
percentage on the compressive strength, so we made mixtures with 
0, 20, 30, 50 75 and 100 % replacement percentage. 

The results of compressive strength in 7, 21, 28 and 90 days 
are detailed in Table 3. 

Table 3: Compressive strength results for concrete without additives (MPA) 

 0% 
RA 

20% 
RA 

30% 
RA 

50% 
RA 

75% 
RA 

100% 
RA 

7j 16,5 14,65 16,75 13,55 14,05 14,5 

21j 23,4 19,9 14,8 14,3 19 14,7 

28j 24,8 23,55 23,5 18,05 17,7 15 

90j 26,3 25,35 23,55 20,25 19,4 17,8 

 

In order to make the comparison easier and more remarkable, 
a j-day compression graph for all replacement percentages was 
established. ( figure2) 

 
Figure 2: Compressive strength test results representation 

At early age, 7 and 28 days, the resistance to compression 
cannot be decisive because the inter-component reactions are still 
in progress, so we can notice that the evolution of the resistance 
for mixtures with 0 or 20% restitution is greater than the others. 
For concrete containing 30% natural aggregates, it is noted that the 
compression at 7 days is greater than that of 21 days. This is 
probably due to poor sampling and that not reflects a real decrease 
in compression. 

28 days is considered to be the reference for resistance in the 
short and medium term because the compression reaches 90% of 
its maximum value. The results at 28 days in our study are similar 
to the majority of researchers. The compressive strength decreases 
with increasing replacement rate. 

After compression tests on recycled aggregate concrete with 
different percentages, it has been found that beyond 50%, an 
improvement in quality is required to adopt this type of concrete. 

The first proposal to improve this is to add an additive that 
reduces the water requirement of the aggregates and thus improves 
the quality of the concrete. 

In order to determine the best combination (type of adjuvant 
and percentage of addition), a series of mixtures are proposed: 

- Concrete with 50% recycled aggregates and 1% added admixture 
with different types of admixture. 

  - Concrete with 50% recycled aggregates and one type of 
adjuvant with different percentage of adjuvant added. 

- Concrete with several recycled aggregate’s percentage and one 
type and percentage chosen for adjuvant. 

3.3. Compressive strength with different adjuvants 

The purpose of this step is to compare the effect of several 
types of adjuvants with a percentage of 1%. 

These adjuvants are of several types: 

- Plasticizer: BV 40 

- Superplasticizer: Tempo 10 m 

- New generation superplasticizer: SFR 

The choosen percentage of recycled aggregates for this test is 
50% as replacement of natural aggregates. 
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Compression tests are done at 7 and 28 days. The results are 
detailed in table 6. 

Table 4: Compressive strength results for concrete with various additives (MPa) 

Type of adjuvant Compressive 
strength at 7 days 

Compressive 
strength at  28 days 

BV40 19,87 22,63 

SFR 11,50 16,65 

Tempo 10 M 17,47 21,45 

From the results of these tests, it is noted that:  

- The new generation superplasticizer gives the lowest 
result. This can be interpreted as a bad interaction between the 
aggregates and their cement paste attached with the additive. 

- The plasticizer gives the best resistance 

- The superplasticizer also gives a good result, better than 
without additives. 

3.4. Compressive strength with different percentages of the 
adjuvant  

These tests aim at the optimal choice of the percentage of the 
adjuvant in the mixture. 

The results of these tests demonstrate that beyond 1%, 
compression decreases considerably. 

Then, for our next mixes, the chosen percentage is 1%. 
Table 5: Compressive strength results for concrete with different percentage of 

additive ( MPa) 

Type of 
adjuvant 

Percentage 
of adjuvant 

Compressive 
strength at 7 

days 

Compressive 
strength at  28 

days 

 

Tempo 10 
M 

0,5% 14,35 19,90 

1,0% 17,47 21,45 

1,5% 12,87 16,03 

3.5. Compressive strength for various replacement levels with 
the superplasticizer 

The purpose of this part of the tests is to see the result of the 
combination of the adjuvant tempo10M - percentage 1% with 
various percentages of recycled aggregates. 

Table 6: Compressive strength results for concrete with additive (MPa) 

percentage of RA Compressive 
strength at 7 days 

Compressive 
strength at  28 days 

25 18,33 24,3 

50 17,47 21,45 

75 14,5 20,47 

100 14,3 19,65 

 

We conclude that these tests adhere to the results of concrete 
without additives where compression decreases with increasing 
percentage of recycled aggregates. 

3.6. Conclusion 

The plasticizer (BV40) as well as this superplasticizer (Tempo 
10 M) with a percentage of 1% improves the compressive strength: 
18.05 for concrete with 50% recycled aggregates without addition, 
22.63 with addition of BV40 and 21.45 with addition of Tempo 10 
M. 

4. Conclusion and Perspectives 

Our article summarizes the results of experimental works 
conducted as part of a PhD research on the characterization of 
recycled aggregates. 

The tests focus on the mechanical characterization and 
essentially the compression test, considered essential in any 
concrete study. 

It was split in four steps: Test on ordinary concrete with various 
percentages of natural aggregates with and without adjuvant, tests 
on concrete with 50% recycled aggregates with different additives 
and with different percentages of admixtures. 

The results show that: 

• Compression decreases with increasing percentage of 
recycled. 

• Up to 30% replacement of natural by recycled aggregates, the 
concrete is acceptable from a mechanical characterization 
point of view 

• The addition of plasticizer and superplasticizer has improved 
the quality of the concrete. This can be explained by the fact 
that recycled aggregates require more water and these 
additives reduce this need. 

• The optimum percentage of addition of the plasticizer is 1% 

A review of the literature shows that one of the main methods 
to improve the quality of concrete is to improve the quality of 
aggregates by removing the adhered mortar, causing higher water 
absorption and chemical interaction with other concrete 
components as used with a customized low-cost simple treatment 
method [8] 

To conclude, a concrete based on recycled aggregates could be 
used with a maximum release rate of 25-30% without addition and 
50% with the addition of superplasticizer additives. 

This study focused on mechanical characterization, the goal 
being an ordinary building plan under current conditions. 

For more complicated projects and more developed concretes, 
more in-depth studies must be established based on: 

• The quality of the aggregates to be used 

• The aggregate / cement interaction 

• The results of the mechanical tests 
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• The results of durability tests; these tests are essential for 
buildings with a lifespan of more than 50 years or buildings in 
environments liable to attack concrete. 
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 Cloud is an Internet-based computing technology in which on-demand shared resources 
such as software, platforms, repositories, and information are delivered to customers. In 
the emerging era of computing cloud environment provide the use of resources with the 
concept of virtualization. Workflow of the tasks has vital role for the improvement of 
computing performance which leads to improved quality of service. As per the demand 
of user’s number of tasks are scheduled in such a way so that better performance is 
computed using partial deadline of the workflow.  In this paper we have introduced with 
the workflow concepts, further we aim to diminish makespan for the proposed workflow 
scheduling algorithm. Here makespan refers to overall time duration taken for the 
sequence of tasks, by the resources so as to complete the execution of each and every 
task. 
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1. Introduction 

Every day, everyone is connected in one way or another to 
this digital world, and this is because the field of information 
technology is escalating. User-friendly environment is the main 
factor of internet, so that diverse groups of individuals like 
students, researchers and business people complete their work 
by providing numerous opportunities to accomplish their goals. 
Many users connect to the Internet and use their IT 
infrastructure to meet their daily needs. As the demand for the 
internet increases, the services provided over the internet such 
as software, platforms, database services, storage services, etc. 
are also escalating. Here the imperative term cloud computing 
comes into existence. It provides countless diverse services to 
its users over a network. Because of concept “Pay as you Go”, 
end user can get the most out of using this service at a lower 
cost.  

1.1. Workflow 

The increasing demand and heterogeneity of cloud 
computing is gaining recognition among the scientific 
commune to leverage cloud services to implement large-scale 
electronic applications. These applications are in the form of a 
set of tasks representing workflow. Computations performed 
considering task dependencies are regarded as Workflows. It 
allows users to straightforwardly elucidate multifaceted multi-
step calculation tasks. Workflow tasks are associated to the 
mechanization of procedures where tasks, information or 
documents are delivered between partakers in accordance with 
a specific policy set and allow the formation of different 

applications in Directed Acyclic Graph. Each and every in DAG 
is represented as task and each edge symbolizes the 
dependencies [1], [2]. 

A mechanism to manage various workflows on cloud, is 
known as Workflow Management System (WMS). Figure 1 
depicts some significant constituents of WMS. Workflow can 
be categorized as:  

• Single workflow - It includes one or more instances using 
the same architecture 

• Multiple workflow – It can take into account manifold 
cases of diverse structures of workflow.  

 

Figure 1: Components of Workflow Management System 

1 . 2 .  Workflow Design 

Figure 2 portrays the workflow design mechanism. It is 
concerned with how to delineate and configure constituent of a 
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workflow. The workflow portrays the relationship and 
dependencies between workflows. DAG and Non-DAG [3] are 
two categories of workflow design. Directed Acyclic Graph is 
further characterized as Selection, Sequence and Parallel, while 
Non-DAG can be classified as Repeat, Parallel and Selection. 
In sequence architecture, the tasks are executed in a sequence, 
whereas in a parallel architecture, the workflows can be 
executed synchronously. 

In a selection structure, workflows can run in sequence or 
in parallel. The recurrence pattern structure performs tasks 
iteratively [4]. Another is the workflow model, which is a 
constituent of workflow design, delineates the workflow at both 
the task and structure levels in both abstract and concrete 
workflows. Abstract workflows are characterized as a 
nonfigurative template with no commit to cloud resources to 
carry out the tasks, while concrete workflows are called 
actionable workflows. The workflow configuration permits 
users to coalesce diverse components through user-oriented and 
stand-alone systems. 

 

Figure 2: Workflow Design Components 
 

1 . 3 .  Workflow Scheduling  

The workflow scheduler is necessity for the arrangement of 
workflows task on the cloud resources that are utilized to 
implement the workflow. The components that must be 
delineated to schedule a workflow are revealed below in Figure 
3: 

 
Figure 3: Workflow Scheduling Components 

1.4. Fault Tolerance in Workflow 

Fault tolerance is linked to tackle errors that can take 
place during the scheduling and execution phase of 
workflow tasks for various reasons such as unavailability of 
resources, resource breakdown, task malfunction, resource 
overload, network collapse, out of memory, etc 

2. Literature Review 

Arrangement of tasks can affect cloud system performance, 
so numerous workflow techniques as well as scheduling 

algorithms for scientific workflows have been studied and 
discussed below: 

• Enhanced Scheduling of Resources: In [5], the author 
introduced a scheduling algorithm to attain optimization or 
more precise to sub-optimization for scheduling tasks. The 
authors exploited IGA (Improved Genetic Automated 
Scheduling Policy) to produce better results. 

• Transaction Exhaustive Cost Restraint: In [6], author 
introduced an algorithm for scheduling tasks that took into 
account time and cost. Their simulation showed that this 
algorithm diminishes costs while adhering to deadlines.  

• In [7], a superior algorithm based on cost was proposed by 
author. This algorithm capably assigns tasks to available 
resources in the cloud. Resource cost, computing 
performance, convalescing computing connectivity ratio is 
evaluated in this algorithm.  

• In [8], author introduced a new cost scheduling algorithm 
based on deadlines.  It took into account the features of 
cloud computing to hold cost-concentrated and limited 
workflows. It diminishes execution time and cost while 
enabling consumer input instantly. 

• Inferences based on PSO for programming workflow 
applications: In [9], author introduced computation and 
data communication for applications that include the cost 
for both and provided a guideline based on Particle 
Clustering Optimization (PSO). This algorithm can be 
utilised for workflow applications that have dissimilar 
computing and communication overheads. Experiential 
results showed that PSO can attain cost savings and well 
distribute workloads to cloud resources. Also in [10], 
authors expanded PSO to provide deadline-based resource 
scheduling and provisioning.  However, these authors did 
not explain resource failures or extreme dependence on 
essential tasks. 

• Market-oriented hierarchical scheduling technique was 
proposed by author in [11], which includes both the levels 
of scheduling that is task-level scheduling and service-level 
scheduling, where task-level scheduling concept copes 
with optimizing device allocation from a task to a VM on 
cloud data centers and service-level scheduling concept 
copes with task assigned to service. 

• Stretchy workflow scheduling: In [12], author proposed 
SHEFT workflow scheduling algorithm which is a stretchy 
workflow scheduling in cloud environment. Investigational 
upshots showed that this algorithm performs better than 
various other workflow scheduling algorithms. This 
algorithm perks up workflow uptime, as well as it also 
facilitates resources to flexibly measure uptime. 

• Multi-workflow Multi-QoS (MQMW) constrained 
scheduling strategy: In [13], research work author 
introduced a scheme for workflows with multiple QoS. 
Authors boosted the rate of access to scheduling and also 
diminished the duration and outlay of workflows for the 
cloud platform, so improved Quality of Service was 
proposed for multiple workflows using constrained 
scheduling strategy. 

• In [14], research work author suggested SA to schedule all 
the tasks on platform with the aspire of plummeting 
execution time, but they did not analyse malfunctioning. 

3. Proposed Workflow Scheduling Approach 
The literature survey on various workflow algorithms is 

done one different aspect. The proposed workflow scheduling 
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algorithm generates planned scheme of tasks which reduces the 
entire cost of implementing a workflow which meets a deadline 
defined by user. The algorithm consists of two chief stages:  

• Deadline allocation 
• Scheduling.  

Deadline allocation doles out the time limit for the overall 
workflow between individual tasks. Scheduling arranges every 
task with the economical service that is able to run the task 
earlier than its deadline. 

The proposed algorithm focuses on the two concepts of task 
start times, which is Earliest Begin Time (EBT) and Actual 
Begin Time (ABT). EBT is calculated prior to schedule of 
workflow while the ABT is calculated when the tasks are 
arranged. The EBT of each non-arranged task ti, EBT (ti), is 
delineated as follows: 

EBT(tentry)=0                                                             (1) 
 

( ) ( ) ( ) ( ){ }ippp
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i eTTtLETtEBTtEBT
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++=
∈

    (2) 

 
where  

LET(ti): Least Execution Time of a task ti, on service sj ∈ S 
with the least ET (ti, sj) between all available services. 

TT(ep,i) is the transmission time from parent node to task ti. 
 

LET(tentry) =LET(texit) =0.                                       (3) 
 

As a result, the Earliest Completion Time (ECT) of an 
unscheduled task ti, ECT (ti), can be delineated as follows: 

ECT (ti) = EBT (ti) + LET (ti)                                 (4) 
 

In addition, we delineate Latest Completion Time (LCT) of 
task that are unscheduled ti, LCT (ti), refers the latest time for ti 
which can terminate its execution such that the deadline D of 
the entire workflow is reduced. 

It can be calculated as follows: 
 

LCT(texit)=D                                                            (5) 
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The Service that is selected for every arranged task ti, SS 
(ti) = sj,k, is delineated as the selected service for executing ti 
while scheduling process, where sj,k is the kth occurrence of 
service sj.  

The Decisive Parent of a node ti refers to the not assigned 
parent of ti that has the newest arrival time of data at ti. It is taken 
as the parent tp of ti for which ECT (tp)+ TT (ep,i) which has 
maximal value.  

The partial Decisive Path (PDP) of a node ti is: 

• Blank if ti does not have some unassigned parents. 
• Composed of Decisive Parent tp of ti and the PDP of tp if 

has any unassigned parents. 

Algorithm 1 :  Scheduling Algorithm 
 

 procedure Schedule_Workflow (G (T, E), D) 

{ 
Step 1: verify existing computation services 
  

Step 2: add tentry , texit and their corresponding dependencies 
to G 
  
 Step 3: calculate EBT (ti), ECT (ti) and LCT(ti) for each task 
in G 
  
Step 4: ABT(tentry) ← 0, ABT(texit) ← D 
  
Step 5: mark tentry and texit as assigned 
  
Step 6: call Assign_Parents(texit ) 
} 
 
Algorithm 2 : Algorithm for Parents Assignment (Step 6) 
 
procedure Assign_Parents (t) 
{  
     while (t has any unassigned parent) 
   { 
       PDP = null , ti = t 

   
              While (ti has any unassigned parent)             

       { 
    add Decisive_Parent (ti) at the start of     PDP 

   
            ti = Decisive_Parent (ti) 
        } 
   
         Step 7: call Assign_Path(PDP) 
   
         for each ti ∈ PDP  
       { 
        update EBT and ECT for every successor of ti 
   

             update LCT for every predecessor of  ti 
   
         Step 6: call Assign_Parents(ti) 
        } 
 } 
} 
 
Algorithm 3 : Algorithm for Path Assignment  
(Step 7) 
 
procedure Assign_Path(P) 
 { 
      si,j = the cheapest applicable existing instance for P 
          if (si,j =  null)  
         { 

launch a new instance si,j of the cheapest service si   
which can finish each task of P before its LCT 

              } 
  

Schedule P on si,j and set SS (ti ), ABT (ti ) for each ti ∈ P 
          Set all tasks of P as assigned 

} 
 

4. Performance Evaluation 

To appraise the proposed algorithm, we need to measure its 
performance in some workflow models. One of the structures 
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we used in this article is the Montage. Figure 4 depicts the 
approximate structure format of this workflow: 

 
Figure 4: Structure of Montage workflow 

 

 
Figure 5: Comparison of average makespan for proposed algorithm 

For calculation of the effectiveness of the proposed 
algorithm, we use makespan as a parameter. Makespan is the 
total time taken for resources to complete the overall execution 
of the tasks. 

For evaluation of our proposed algorithm, we set a deadline 
for each workflow. We first delineate the fastest schedule. MF 
indicates the makespan that is fastest program in a workflow. It 
is only a least duration for that workflow to execute, so to 
establish time limit for every workflow, we delineate the 
deadline with factor α and delineate the new deadline of the 
workflow with its arrival plus α * MF. Since there is no 

elucidation for α = 1, we take the range of α from 2 to 8 in our 
experiment. 

Below is a comparison of the proposed approach with the 
stochastic approach and the PSO [9]. The graph is plotted for 
the parameter value of average makespan and alpha factor as 
deadline of the workflow. 

Table 1: Comparison of average makespan for proposed algorithm 

Alpha Value Algorithm Average 
Makespan 

Alpha Factor =2 Random 68 
PSO 80 
Proposed 30 

Alpha Factor =4 Random 68 
PSO 52 
Proposed 40 

Alpha Factor =6 Random 68 
PSO 72 
Proposed 54 

Alpha Factor =8 Random 68 
PSO 97 
Proposed 56 

 
5. Conclusion 

In this research paper, we aimed to design an algorithm that 
takes an approach to schedule workflow in one phase. The 
approach is intended to schedule each and every partial decisive 
path into a one occurrence of a computation service. The time 
complexity of algorithms is O(n2), where n indicates the number 
of tasks in the workflow. The complexity of polynomial time 
makes it appropriate for bulky workflows. We assess our 
algorithm by measuring its recital in Montage synthetic 
workflow.  The results show that the proposed algorithm works 
better than other approaches. 
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 This paper is an extended version of the work presented at a conference held in Kyiv, 
Ukraine, in October 2020, which reported the result of the numeric simulation on the 
artificial antigravity. This paper further describes the derivation of the idea of the artificial 
antigravity, and adds the simulation of angular momentum that is needed to describe the 
antigravity. Also, because the angular momentum is the perpendicular movement to a three-
dimensional curved surface in a four-dimensional space-time, this paper challenges the limit 
of applying the curvature tensor in quantum mechanics; while, current quantum mechanics 
has been established on the flat surface. The artificial rotation of a hypothetical object is 
simulated, in which the gravity is so strong that the time-space can be distorted. The 
spherical polar coordinate system is selected to describe the curvature of the space, and the 
curvature tensor is formulated. Then the tensor is multiplied by the Euler’s rotation matrix 
to make the inner product for the gravitational energy and the outer cross-product for the 
angular momentum of the rotation. To simulate the distorted time-space, two cases are 
selected: the linear distortion and the non-linear distortion upon the distance from the center 
of the strong gravity; also, the speed of the rotation is set in two options: the slower and the 
faster. Then the equation of motion is set by the curvature tensor to calculate the coefficient 
of the gravitational energy on the surface of the sphere in the spherical polar coordinates, 
and to calculate the coefficient of the angular momentum in the perpendicular direction to 
the sphere. The result shows that the antigravity can be produced by rotating the object, and 
the angular momentum can show the opposite directions by the selection of the rotation 
speed.  

Keywords:  
Antigravity 
Distorted time-space 
Curvature tensor 

 

 

1. Introduction 

This paper (hereinafter the “extended paper”) is an extension 
of the report presented at the 2020 IEEE 2nd International 
Conference on System Analysis_Intelligent Computing (SAIC) 
held in Kyiv, Ukraine, in October 2020 [1] (hereinafter the 
“conference paper”). The conference paper was a byproduct, on a 
sideline, of the other series of our research [2–7], which was aimed 
at finding the origin of the global climate change.  

At the beginning of the research [2-5], we assumed that Moon’s 
gravity could be related to the increase of the global temperature, 
then we calculated the coefficients of several variables such as the 
distance between Moon and Earth, the global temperature, the 
emitted carbon dioxide, with the method of econometrics, 
regarding the distance between Moon and Earth as the surrogate 
for the energy of the Moon’s gravitational field and gravitational 

waves. Then we reached an assumption that there should be anti-
gravitational waves as the antimatter of graviton (gravitational 
waves) similar to positron as the antimatter of electron; and, we 
derived the equation of motion of anti-gravitational waves, upon 
the equation of motion for gravitational waves [8] that was 
predicted in the flat surface in the rectilinear coordinate system, 
approximating the special theory of relativity. Then we reported 
the result of our analysis in a paper [6]. The geometrical relation 
between the positive and negative flows of gravitational waves 
(gravitational and anti-gravitational waves) that we made for [6] is 
shown in Figure 1.  

The next question was “How can both positive and negative 
flows be created?” Then we reviewed the general theory of 
relativity [8] that explained the gravitational field by the following 
equations: 
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Figure 1: Geometrical relation between positive and negative flows of 

gravitational waves [6] 
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 µνR is called the Ricci tensor, which is a variation of the 
curvature tensor, and α

µνΓ  is called a Christoffel symbol. Also, µνg
is called the fundamental tensor that makes the Christofell symbol. 
The equation (3) shows how the fundamental tensor describes a 
four-dimensional space-time. Here, the notation for the differential 
of the tensor is given by F

x
F µµ ∂

∂
=,

, where F is any function such 

as  and/or 
µνg , and µx  is the th−µ  variable (vector) in the 

given coordinate system.  
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The fundamental tensor also makes a geodesic, a path of extremal 
distance, as shown below. 

2332222112002 φθ dgdgdrgdtgds +++=                                    (4) 

In the equation (4), t  is time,  m  is the mass of a planet, r is 
the distance from the planet,  θ  is the angle from the axis of r , 
and φ  is the angle of the rotation around the axis of r  in the 
spherical polar coordinate system. In (3), there is a singularity at 

mr 2= : therefore, the space is divided into two regions, mr 2<
and mr 2> . In the region of mr 2< , the mass of the planet must 
be very dense and heavier and it can be a black hole. To connect 
these two regions, a different coordinate system was invented [8], 
which makes the distorted time, τ , and the distorted distance, ρ , 
by the following equations:  

)(rft +=τ                                                                      (5) 

)(rgt +=ρ                                                                       (6) 

The section 2.2. describes how this idea is taken into account in the 
numeric simulation. 

Then the equation (3) was transformed to the equation (7). 
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Then the geodesic was also transformed from (4) to (8).  
2332222112002 ϕθρτ dgdgdgdgds +++=                               (8) 

The followings show how to make (1) and (2) by the fundamental 
tensor:  

For example, if 1==νµ ,  
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According to [8], in the empty space where only the 
gravitational field of a planet exists, µνR becomes zero as shown in 
(12); then (13) is the equation of motion of a particle.  

0=µνR                        (12) 

0)
2
1( ,, =− αµνναµ

µν ggg                                                       (13) 

Then in order to describe gravitational waves moving in the 
gravitational field, the equation of motion is differentiated once 
again as shown below.  
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This equation leads to the equation (15), and this is the equation of 
motion for gravitational waves, according to [8]. 

0, =µναβ
µν gg                                                                             (15)   

The notation for the secondary differential of µνg , for example by 

the vectors, αx  and βx , is 
µνβααβµν g

xx
g

∂∂
∂

=
2

,
.                                                              

 Here, we show this equation only for describing how the 
gravitational field is related to the creation of gravitational waves; 
although, this extended paper doesn’t include the simulation of 
gravitational waves. 

Then we made the numeric simulation [7] on the curved space, 
deriving the mathematical forms of the components of the Ricci 
tensor (1). The following equation is an example of the Ricci tensor 
in case of 0µ ν= = , 2=α , 1β = : 

α
µνΓ
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 Then we calculated the coefficient of each component of the 
tensor, for =µ 0 , 1, 2 , 3 , =ν 0 , 1, 2 , 3 , =α 0 , 1, 2 , 3 , and =β
0 , 1, 2 , 3 , using a personal computer. The algorithm to calculate 
the coefficients is described in the section 2.3. 

After making the numeric simulation [7] with the curvature 
tensor, there was still a need to confirm the negative flow of 
gravitational waves that are to be created by some movement of a 
strong gravity; however, we could not find any suitable physical 
object that could be referred to. Therefore, we invented an idea of  
the hypothetical rotation of an artificial object shown in Figure 2 
as a possibility of the movement of a strong gravity. Then we 
reported the result of the simulation in the conference paper [1] as 
the “theory and simulation of artificial antigravity”. 

While the conference paper [1] has reported the result of the 
simulation on the gravitational energy made by rotating the very 
strong gravity, this extended paper reports one more feature, the 
angular momentum, by which we attempt to examine whether 
there is a consistent explanation of anti-gravitational waves shown 
in Figure 1, or not.  

 

Figure 2: Rotation of an object 

It is noted that there is no data taken out from any experiments 
in laboratories or observations in the cosmos, but this research is 
made solely on the mathematical model taken out from the general 
theory of relativity [8] as well as the classical mechanics [9].  

For the numeric simulation, we used a personal computer’s 
software, which was developed for the econometrics of geometry 
[10]. The algorithm of this software was originally developed in 
the rectilinear coordinate system; but, we used it for calculating the 
coefficients of the equation of motion in the spherical polar 
coordinate system as a special case of the curved space. In other 

words, we used the function of the orthogonal transformation of 
the matrix algebra as the surrogate for the tensor algebra needed in 
the general theory of relativity.  

2. Method 

2.1. Curvature Tensor before the Rotation 

For the simulation of this extended paper, we used the same 
curvature tensor shown in (17) that we used for our previous 
research for the conference paper [1]. This tensor is for simulating 
the gravitational field before the rotation. From it, we took the 
components of 11R , 

22R  and 
33R  for simulating the spatial 

movement of the object, but excluded 
00R  from the simulation 

because it is for the distorted time coordinate, which is beyond the 
scope of this research. 
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The diagonal components of μνR are shown in the equations from 
(18) to (21), which are taken from our previous research [7]. 
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µ  is given by the following equation with the mass of a planet, 
m : 

3
2

)2
2
3( m=µ                                                                                (22) 

2.2. Distortion of time and space in strong gravity 

We used the same assumption of our previous research [1] for 
simulating the distortion of time and space, as shown in Figure 3 
and Figure 4. In these figures, r  is the distance from the center of 
the strong gravity, t  is the time to travel for the distance, τ  is the  
distorted time (5), which expands and shrinks depending on the 
distance r  and the time t ; and, ρ is the distorted distance (6), 
which expands and shrinks depending on the time t  and the 
distance r .  

For the simulation, we created two models, Case-1 (non-linear 
model) and Case-2 (linear model) as shown in Table 1, which 
assign the functions of )(rf in the equation (5) and )(rg  in the 
equation (6).  
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Table 1: Two models for simulating the distorted time-space 

 Case-1  
(Non-linear model) 

Case-2 
(Linear model) 

)(rf  r⋅log  r/1  
)(rg  re  r  

 
Then we made the distributions of r  and t , following the 

description of [8], “Any signal, even a light signal, would take an 
infinite time to cross the boundary of a black hole”. However, we 
could not set the infinite values for the simulation; therefore, 
instead we set 24 discrete finite values in order to mock “It takes 
more time to travel closer to the center of the black hole”. The 
values of r  and t  are assigned to make input vectors for the 
numeric simulation with a personal computer.  

 
Figure 3: Time and distance from the center of the gravity, Case-1 (non-linear 

distortion): rrf log)( = and  rerg =)(  

 
Figure 4: Time and distance from the center of the gravity, Case-2 (linear 

distortion): 
r

rf 1)( = and  rrg =)(  

2.3. Algorithm for the gravitational energy with no rotation 

We used the same algorithm that we used for our previous 
research [1] to calculate the relative intensity of the gravitational 
energy with the curvature tensor, which was to be reflected by the 

stress-energy tensor placed at the end of the distance ϒ in Figure 3 
and 4.  

The Einstein’s equation that rules the motion of particles in the 
gravitational field is shown below. 

0)
2
1( , =− ν

µνµν RgR                                                      (23) 

Then we took the idea of the stress energy tensor from the 
classical mechanics [9] and set the equation (24), where T is the 
stress energy tensor and k  is a constant.  

kTRgR =− µνµν 2
1                                                          (24)  

 In order to calculate the coefficients of the tensor, we made the 
equation shown below, where 1c , 2c  and 3c  are the coefficients 
that make a column vector, c .   

)( 332211 XcXcXckTRkTH ++−=−= µν                        (25) 

For calculating c , we formed a 33×  matrix, X , by three vectors, 
1X , 2X  and 

3X , as shown in (26) for making the projected image 
of the gravitational energy on the surface of the sphere in the 
spherical polar coordinate system. 

][][ 332211321 RRRXXXX ==               (26) 

Then we formed H  with matrix algebra, as shown below. 

XckTH −=                         (27) 

To solve this equation, we set the constraint (28), where 'X  is the 
transposed matrix of X . 

0)('' =−= XckTXHX                        (28) 
The matrix algebra continues as shown in (29) and (30) to calculate 
the values of c . 

kTXXcX '' =                        (29) 

kTXXXc ')'( 1−=                 (30) 

 The standard errors of the coefficients are also calculated by 
(31) , where )(cV  is the variance of the c .   

12 )'(ˆ)( −= XXcV σ                                (31) 

2σ̂  is calculated by the equations from (32) to (34). 

)/('ˆ 2 lnee −=σ                 (32) 

kTMe ⋅=                 (33) 

')'( 1 XXXXIM −−=                  (34) 

n  is the number of rows of each column of X , while in this 
simulation the value of n  is 23 as shown in Figure 3 and 4. l  is the 
number of columns of X , and I  is a 2323×  unit matrix that holds 
1 (unity) in all diagonal components and 0 in the other components. 

1)'( −XX  is the inverse matrix of XX ' , and 'e  is the transposed 
vector of e .  

2.4. Algorithm for the gravitational energy with rotation 
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If the object rotates as shown in Figure 2, its coordinate system 
is transformed by the transformation matrix D  of the Euler’s 
angles [9] shown below.  
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For the rotation of the object around one axis of φ , the tensor 
of the object’s coordinate system, µνR , is multiplied by D ; then it 
is transformed as shown below.  
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The components, 
22sin R⋅φ  and 

11sin R⋅− φ  are anti-
symmetrical, which are perpendicular to the rotation axis, z  for φ  
of Figure 2. From the above transformed tensor after the rotation, 

µνRD ⋅ , we took out its diagonal components and formed (37), to 
calculate the relative intensity of the principal moment of the 
rotation.  
















⋅

⋅
=

















33

22

11

33

22

11

00
0cos0
00cos

00
00
00

R
R

R

R
dR

dR
φ

φ
                        (37)            

Then we formed H  as shown below to calculate the coefficients 
of the diagonal components.  

)( 333222111 RcdRcdRckTH ⋅+⋅+⋅−=                                          (38) 

Henceforth we followed the same procedure explained in the 
section 2.3., but with the matrix shown below.  

[ ]332211 coscos RRRX ⋅⋅= φφ                (39) 

2.5. Algorithm for the angular momentum of the rotation 

 We formed a matrix shown in (40), by taking out the anti-
symmetrical components of 

µνRD ⋅ from (36); then formed a 
column vector shown in (41). 
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With the above column vector, we formed H  shown below, for 
calculating the coefficients of the vector’s components. 

)( 31123221 Ω⋅⋅−Ω⋅⋅−= dRcdRckTH                                     (42)           

Then we followed the same procedure as explained above, but 
with the matrix shown in (43) of the anti-symmetrical components. 
It is to simulate the angular momentum that is to be projected on 
the imaginary flat surface, which is perpendicular to the spherical 
surface.  

[ ] [ ]3113221122 sinsin Ω⋅−Ω⋅=⋅−⋅= dRdRRRX φφ            (43) 

here a little explanation is needed about 3Ωd  of (43). At first, ε  of 
(44) is an infinitesimal rotation operator. But, in general it has a 
form of (45) according to the Reference [9]. Then a rotated vector 
as the cross-product of µνR and Ωd  makes (46).   
















Ω−

Ω
=

000
00
00

3

3

d
d

ε                 (44) 

















Ω−Ω
ΩΩ−
Ω−Ω

=
0

0
0

12

13

23

dd
dd
dd

ε                  (45) 

















Ω−Ω
Ω−Ω
Ω−Ω

=
















Ω
Ω
Ω

×















=Ω×=

















122211

311133

233322

3

2

1

33

22

11

33

22

11

dRdR
dRdR
dRdR

d
d
d

R
R
R

dR
dR
dR
dR

νν
             (46) 

However, in this simulation, we assumed (47) and (48), which 
make (41) instead of (46). 

021 =Ω=Ω dd                 (47) 

φsin3 =Ωd                     (48) 

2.6. Input data   

The time t  and the distance r  are set as shown in Figure 3 for 
Case-1 and in Figure 4 for Case-2. For simulating the spatial 
expansion of the gravitational field, we assumed as if θ  would 
become larger in far distance as shown in Figure 5. For simulating 
the rotation of the object, we set two cases, assuming 1φ  (the 
rotation 1) and 

2φ  (the rotation 2) also as shown in Figure 5. With 
these settings, θsin , θcos , θcot , 1sinφ , 2sinφ , 1cosφ  and 2cosφ  
behave as shown in Figure 6.  

 
Figure 5: Angles, θ , 1φ  and 2φ , for the simulation 
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In addition, we set the stress-energy tensor as 1; because, the 
purpose of this simulation is to measure the relative intensity of 
each component of the tensors.  

 
Figure 6: θsin , θcos , θcot ,  1sinφ , 2sinφ , 1cosφ  and 2cosφ   

3. Result  

3.1. Gravitational energy and angular momentum: overview 

Figure 7 (Table 2) shows the relative intensity of the 
gravitational energy of the object, which is projected on the surface 
of the sphere of the curved space, and the angular momentum of 
the perpendicular vector to the surface. In Case-1 (non-linear 
distortion of the time and space), the gravitational energy (on 
curved surface) is negative (gravity) before the rotation, but it 
changes to positive (antigravity) in the rotation 1, and then to 
negative (gravity) again in the rotation 2. It means that the 
antigravity appears, depending on the speed of the rotation of the 
object. The sign of the angular momentum (on perpendicular 
vector) changes from positive to negative when the rotation 
becomes faster (from the rotation 1 to the rotation 2). It means that 
the direction of the angular momentum changes, depending on the 
speed of the rotation. In Case-2 (linear distortion of time and 
space), the gravitational energy is positive with no rotation (but 
smaller than in Case-1 and closer to zero) in Figure 7; while, the 
gravitational energy (negative) becomes larger when the object 
rotates faster. The angular momentum of Case-2 changes as it 
changes in Case-1. 

 

 
Figure 7: Gravitational energy on curved surface and angular momentum on 

perpendicular direction to the surface 

Note: In Figure 7, “On curved surface” means the gravitational 
energy, which is the sum of the calculated coefficients in the 
equation of (25) for the no rotation and the sum of the calculated 
coefficients in the equation of (38) for each of the rotation 1 and 
the rotation 2. “On perpendicular vector” means the angular 
momentum, which is the sum of the calculated coefficients of (42) 
for each of the rotation 1 and the rotation 2.  

Table 2: Intensities of gravitational energy and angular momentum: overview 

 Case-1 Case-2 
 On curved 

surface 
On 
perpendicular 
vector 

On 
curved 
surface 

On 
perpendicular 
vector 

No rotation -78.55 --- 1.770 --- 

Rotation 1 20.00 36.90 -8.178 14.77 

Rotation 2 -41.96 -43.00 -21.31 -15.29 

 
3.2. Gravitational energy in three directions 

Figure 8 (Table 3) and Figure 9 (Table 4) show the intensities 
of the gravitational energy, projected on the spherical curved 
surface in the components of 11R , 22R  and 33R  with no rotation, 
and in the components of 11cos R⋅φ , 22cos R⋅φ   and 33R  with the 
rotation 1 and the rotation 2.  

In Figure 8 for Case-1, only the component of 11R  appears on 
the surface with no rotation, and only the component of 11cos R⋅φ
appears with the rotation 1 and the rotation 2. The rotation 1 shows 
the antigravity (positive).  

In Figure 9 for Case-2, the component of 22cos R⋅φ  also 
appears in addition to the component of 11cos R⋅φ when the object 
rotates, and they become positive (antigravity) with the rotation 1 
and the rotation 2. Here, it is noted that the components of 

22cos R⋅φ  and 33R   don’t appear in Case-1 of Figure 8, but their 
calculated values are shown in Table 3; and, in Case-2 the 
component of 33R  doesn’t appear in Figure 9, but its calculated 
values are shown in Table 4.  

 
Figure 8: Projection of the gravitational energy in 3 directions on the surface of 

the curvature, Case-1 

 

Figure 9: Projection of the gravitational energy in 3 directions on the surface of 
the curvature, Case-2 
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Table 3: Intensity of gravitational energy in 3 components, Case-1 

Diagonal 
components 
of 

µνR  

c and )(cV of 

µνR before the 

rotation 

Diagonal 
components 
of rotated 

µνR  

c and )(cV  

(Rotation 1) 

c and )(cV  

(Rotation 2) 

11R  
 

-78.68 
(26.49) 

11cos R⋅φ  20.01 
(58.22) 

-42.05 
(52.30) 

22R  
 

0.1307 
(0.03369) 

22cos R⋅φ  -5.516 310−×  
(0.0803) 

0.08903 
(0.06829) 

33R  
 

-6.803 510−×  
(2.557 410−× ) 

33R  -3.290 410−×  
(3.869 410−× ) 

-2.990 410−×  
(5.403 410−× ) 

Note: The value without the bracket is the coefficient c; and, the value in the 
bracket is the standard error of the coefficient )(cV . By econometrics [10], briefly 

the calculated coefficient is more significant if its standard error of the coefficient 
is smaller than the value of the coefficient.  

Table 4: Intensity of gravitational energy in 3 components, Case-2 

Diagonal 
components 
of 

µνR  

c and )(cV of 

µνR before the 

rotation 

Diagonal 
components 
of rotated 

µνR  

c and )(cV  

(Rotation 1) 

c and )(cV  

(Rotation 2) 

11R  
 

1.767 
(7.364) 

11cos R⋅φ  
 

-8.368 
(11.85) 

-21.79 
(16.36) 

22R  
 

2.862 310−×  
(0.1469) 

22cos R⋅φ  0.1924 
(0.2427) 

0.4849 
(0.3369) 

33R  
 

1.110 510−×  

(2.224 310−× ) 

33R  
-2.854 310−×  

(3.673 310−× ) 

-7.281 310−×  

(5.099 310−× ) 

3.3. Angular momentum in two directions 

Figure 10 (Table 5) and Figure 11 (Table 6) show the 
intensities of the rotation’s angular momentum in two directions, 

22sin R⋅φ and 11sin R⋅− φ , which are perpendicular to the rotation 

axis, φ . In Figure 10 for Case-1, only the vector’s component of 
11sin R⋅− φ  appears for the rotation 1. For the rotation 2, the 

component of 11sin R⋅− φ appears, and 22sin R⋅φ is very slightly 
visible in this figure.  

 
Figure 10: Angular momentum of the rotating object in 2 directions, case-1 

 

Figure 11: Angular momentum of the rotating object in 2 directions, case-2 

In Figure 11 for Case-2, the vector’s component of 22sin R⋅φ  
also appears. In both Case-1 and Case-2, when the speed of the 

rotation increases from the rotation 1 to the rotation 2, the sign of 
the angular momentum changes from plus to minus. It means that 
the direction of the angular momentum reverses when the speed of 
the rotation of the object changes.  

This result suggests a consistency with our previous report on 
the direction of the spin momentum of gravitational waves [6] 
shown in Figure 1; however, because gravitational waves are 
beyond the scope of this extended paper, further discussion on the 
similarity between the direction of the angular momentum of the 
antigravity and the direction of the spin momentum of anti-
gravitational waves should be postponed to the other research.  

Table 5: Intensity of the rotation’s angular momentum, Case-1 

 c and )(cV  

(Rotation 1) 

c and )(cV  

(Rotation 2) 

223221 sin RdRdx ⋅=Ω⋅= φ  
 

9.077 210−×  
(5.072 210−× ) 

-4.816 210−×  
(5.931 210−× ) 

113112 sin RdRdx ⋅−=Ω⋅−= φ  36.83 
(46.33) 

-42.94 
(45.44) 

 

Table 6: Intensity of the rotation’s angular momentum, Case-2 

 c and )(cV  

(Rotation 1) 

c and )(cV  

(Rotation 2) 

223221 sin RdRdx ⋅=Ω⋅= φ  
 

0.2821 
(0.2621) 

-0.2285 
(0.2597) 

113112 sin RdRdx ⋅−=Ω⋅−= φ  14.48 
(16.65) 

-15.06 
(16.69) 

3.4. Physical meaning of the results   

When the idea of quantum mechanics was developed in the 
early 20th century, there was a discussion [11] to select the 
coordinate system for quantum mechanics from Einstein’s special 
theory of relativity or his general theory of relativity. He compared 
two types of the coordinate systems: one was on the flat space-like 
surface (Figure 12), and another on the curved space-like surface 
(Figure 13). In each figure, three-dimensional surfaces, S1, S2, S3, 
S1’ in Figure 12 and S in Figure 13, are placed in four-dimensional 
time-space, where X0 is for the time, and X1, X2, X3 for the space. 
The special theory of relativity is explained in Figure 12, while the 
general theory of relativity is in Figure 13. Figure 13 represents a 
three-dimensional curved surface in a four-dimensional space-
time, which has the property of being everywhere space-like, and 
the perpendicular vector to the surface has to be in the light-cone 
of Figure 13, according to [11].  

 
Figure 12: Flat space-like surface (remade from [11] 
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Figure 13: Curved space-like surface (remade from [11] 

Then it was predicted by [11] that this perpendicular movement 
to the curved space must have a physical meaning. However, it was 
found that the curvature tensor could not satisfy the condition for 
solving the equation of motion in such a perpendicular direction to 
the curved surface. Henceforward the theory of quantum 
mechanics was not developed on the curved surface of Figure 13, 
but on the flat surface of Figure 12.  

In our previous research for the conference paper [1], we made 
a simulation on the energy of the gravitational field, which was the 
projection on the spherical surface; but, not the movements of the 
vectors perpendicular to the spherical surface. However, in this 
extended paper, we also report the result of the simulation of the 
angular momentum, which is the perpendicular component of the 
movement of the curved surface. This part challenges the decision 
to use the flat surface for quantum mechanics in the early 20th 
century.  

For solving the equation of motion in a three-dimensional 
curved surface in a four-dimensional space-time, the curvature 
tensor is needed. But, in our research we used the spherical polar 
coordinate system as a surrogate of the curved surface so that we 
could still use the orthogonal transformation of the matrix algebra, 
which was available originally for the flat space.  

The vector components of the spherical surface are the 
projections of the gravitational energy; and, the movements of 
these vectors are the movements of the curved surface itself. It 
looks like Figure 14.  

 
Figure 14: The vector projected on the spherical surface 

In Figure 14, a flat rectangular plane is put on the surface of an 
imaginary spherical body. And, inside of the spherical body, there 
is one arrow that represents the gravitational force. The rotating 
object, which is not shown in this figure, is assumed to be located 
in the center of the spherical body. Also one rotation axis is shown 
in this figure. On this axis, there are two flat rectangular planes: 
one is for the distorted time, τ ; and, another is for the distorted 
distance, ρ . First, the arrow of the gravitational force inside of the 
imaginary spherical body is projected to each of these two flat 
planes that are with the signs of τ  and ρ . Then each of these two 
arrows is further projected to the flat rectangular plane that touches 
the surface of the spherical body. Here three vectors of (39) must 
be on this rectangular plane on the surface, and the calculated 
coefficients of (38) represent the intensities of the gravitational 
energy, shown in Figure 8 (Table 3) and Figure 9 (Table 4). If the 
speed changes in the rotation of the object, the direction of the 
rotation of the object doesn’t change, but the direction of the 
projected image of the arrow on the rectangular plane of Figure 14 
changes. Here it is noted that we didn’t include τ  in the simulation 
for this extended paper. 

For simulating the vectors of the angular momentum, we used 
the cross product of anti-symmetrical vectors as the projection of 
the momentum vector in the perpendicular direction to the curved 
surface. It looks like Figure 15. The vectors of (43) are projected 
on the perpendicular plane with the sign of ρ in this figure. The 
calculated coefficients of (42) are the intensities of the angular 
momentum, shown in Figure 10 (Table 5) and Figure 11 (Table 6). 
If the speed changes in the rotation of the object, the direction of 
the rotation of the object doesn’t change; but, the direction of the 
projected image of the arrow changes on the perpendicular plane 
for ρ  of Figure 15.  

 

Figure 15: The vectors projected on the perpendicular components of the 
spherical surface 

It is noted that we replaced the generally curved surface of 
Figure 13 by the spherical polar coordinate system as a surrogate 
for the simulation. And, we mocked the general movement of the 
curved surface by the rotation of the curved sphere as shown in 
Figure 15. In Figure 13, the perpendicular movement of the 
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generally curved surface is the movement in the light cone, and it 
is not necessarily the angular momentum. On the other hand, in 
Figure 15, the perpendicular movement of the spherical polar 
coordinate system appears as the angular momentum, only when 
the system rotates.  

4. Conclusions and Recommendations   

In this research, we investigated how the intensity and the 
direction change upon the gravitational energy and the angular 
momentum when the speed of the rotation of the artificial object 
changes, using Euler’s rotation matrix by calculating the 
coefficients of the equation of motion, which is made of the 
curvature tensor with the component on the curved surface and 
the perpendicular component to the surface. The result of the 
simulation shows that the rotating object, in which time and space 
are nonlinearly distorted by the strong gravity, can produce the 
antigravity as the projected image on the curved surface, and 
change the direction of its angular momentum on the projected 
perpendicular image to the curves surface.  

The change of the direction of the angular momentum upon 
the emerged antigravity implies our previous prediction [6] on the 
direction of the spin of anti-gravitational waves, in which anti-
gravitational waves have the clockwise spin, while gravitational 
waves have the anti-clockwise spin. However, the conclusion has 
not been made on this issue because the analysis we described in 
[6] was made on the flat space, while we made the simulation in 
the spherical polar coordinate system for this extended paper. In 
addition, the discussion about gravitational waves is beyond the 
scope of this extended paper and it should be deferred to the other 
research; although, the similarity between the antigravity and the 
anti-gravitational waves may have been implied by the equation 
of gravitational waves, which is to be derived as the secondary 
differential of the equation for the gravitational field.  

In addition, our simulation has challenged the limit of the 
general theory of relativity in its application to quantum 
mechanics, which is: the perpendicular movement to the generally 
curved surface could not satisfy the condition to solve the equation 
of motion. Henceforward the curved space was not used for setting 
quantum mechanics. However, we challenged this limit, by using 
the spherical polar coordinate system with the tensor algebra that 
makes the cross product of anti-symmetrical vectors for simulating 
the projection of the angular momentum in the perpendicular 
direction to the spherical surface.  

In this research, we used the system of spherical polar 
coordinates as the surrogate of the generally curved surface; 
however, in the near future, the developed computer technologies 
must increase the possibility of simulating the generally curved 
surface of the Einstein’s equations also for solving the equation 
of motion of quantum particles.  
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 Fuel Cells (FCs) and Combined Cooling, Heating and Power (CCHP) systems are becoming 
very popular due to their environmental friendliness and immense applications. This 
extended review paper commenced by introducing the rampant South Africa’s electricity 
crisis as the basis for the study, followed by some structural analyses of up to forty-four 
miscellaneous power electronics converters case studies applicable to fuel cells including at 
least sixteen FCs energy management systems (EMS) applicable case studies. The review 
rationale is to determine innovative best practices that can be applied to devise an efficient 
power converter and EMS for an energy efficient FC CCHP system. From these analyses, it 
is realized that each power converter and EMS scheme has its merits and demerits depending 
on the targeted applications and most importantly the research project objectives − that is, 
whether the goals are to reduce costs, enhance efficiency, reduce size, boost performance, 
simplicity, durability, reliability, safety etc. Therefore, the conclusion drawn is, there is no 
“one size fits all” approach, as all the various reviewed case studies reported relatively good 
results based on their chosen schemes for their targeted applications. Notwithstanding, this 
review highlights are, i) the interleaved boost converter and variants as well as ii) the 
maximum power point tracking (MPPT) technique; are the most widely used schemes, as 
they are reasonably effective and simple to implement. The contributions brought forward 
are i) an apt single reference study that presents a quick topological insight and synopsis of 
assorted FCs power converters as well as EMS and ii) our proffered FC CCHP system 
undergoing research to offer an innovative energy efficient solution for basic household 
energy needs such as electricity, heating, cooling and lighting. 
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1. Introduction 
Compounded with re-occurring electrical energy and power 

problems in South Africa and at large Africa; this extended article 
to [1], extensively investigates with emphasis on fuel cells (FCs), 
some assorted research on power converters and energy 
management systems / storage (EMSs) techniques. Currently, 
there’s up to 2 hours of daily electricity rolling blackouts in South 
Africa (RSA), due to RSA national energy utility company 
(ESKOM) inability to generate enough energy to meet its local 
electricity demands. This is due to the legacy apartheid energy 
system being over-stretched with more underprivileged areas / 
users now having access to electricity, old energy infrastructures 
being upgraded, poorly designed and in-efficient new energy 
infrastructures, poor technical maintenance, inadequate technical 
abilities, corruption as well as illicit business and political reasons. 

Thus, various optional renewable energy sources, especially 
solar and wind powers are being commissioned to augment and or 
stabilize RSA national grid supply and also for personal use. 
Alternative energy sources such as i) FCs − which produce power 
and heat as well as water when fueled with H2 and O2 and ii) 
thermo-electricity − which simply generates a) electricity based-
on Seebeck effect and b) heat / cold based-on Peltier effect, are of 
interests. In this regard, our research focuses on FCs and thermo-
electricity; however, these clean energy sources need supporting 
technologies and techniques to operate well. In light of this, we 
review applicable best practices that can be developed to execute 
an energy efficient fuel cell alternative power / energy system for 
domestic and commercial combined cooling, heating and power 
(CCHP) applications − since electricity, heat / cold and light are 
the most commonly used forms of energy in most homes in RSA.  
FCs CCHP systems are versatile, clean and becoming very trendy; 
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thus, discussed next are miscellaneous power converters and EMS 
research applicable to FCs and by extension FC CCHP systems.  

A fuel cell stack closed-circuit voltage is a function of the FC 
activation, concentration and Ohmic losses governed by the Nernst 
equation. This FC loaded condition draws more current resulting 
to a voltage dip/drop as a result of delay of Hydrogen / Oxygen 
flow and this phenomenon is called the fuel cell fuel starvation. 
This voltage drop and the load current together with other FC 
parameters, establish the degree and duration of the problem. This 
issue is tackled diversely as analyzed briefly in [1]. 

In [1]-[36], DC-DC power converters are paramount to either 
boost and or reduce DC power sources (e.g FCs) and then sustain 
a consistent power thereafter. FCs typically produce low DC 
voltage but high current, which combined with the possibility to 
fluctuate when connected to a load, demands power regulations to 
the DC bus and ultimately to the different DC and or AC loads.  

In DC-DC power converters, with the exception of linear 
regulators, the fundamental three switching kinds are the step-
down, step-up and step-up / step-down − from which various and 
or improved versions are derived to give isolated derivatives with 
one or multiple switches including the soft-switching versions. 

The voltage output from step-down DC-DC power converters, 
is always lesser than its voltage input. Contrarily, the voltage 
output from a step-up DC-DC converter is always more than its 
voltage input. The step-down / step-up power converter based-on 
its duty cycle value; can respectively either lower (duty cycle < 0.5) 
or increment (duty cycle > 0.5) the converter voltage output.  

As per [37]-[70], EMSs are essential to manage the power 
converters to ensure maximum power is transferred to the load, the 
bus is stable and the energy / power supply system is efficient. 

2. Power Converters 

Power converters are required to buck, boost and provide 
regulated voltage to the DC bus. In what follows and summarized 
in Table 1, are miscellaneous case studies that structurally 
analyzed in brief details, some power converters for use with FCs. 

2.1. DC-DC Power Converters Architectures for Fuel Cells 
Applications 

As presented in [23], power sources based on fuel cells are now 
trendy devices. They offer reliability, flexibility as well as 
efficiency through multi-stack topologies. To access the market 
requires simplifying further the FCs design and its supporting 
components, which among others include the power converters 
which ensure the output voltage is regulated. Their research thus 
focused on DC-DC power converters by giving an inclusive 
outline on the interfaces of power converters for use in aircraft, 
railways, automotive and small static areas such as households. 

The significance of selecting the correct power converters 
topology and the related technology is crucial, as its facets allow 
thermal compatibility with various methods for integrating the 
DC-DC power converters to the fuel cells. These topological and 
technological features that have been examined and displayed in 
Figures 1a -1f with highlights in Figures 1e -1f, are some popular 

power converters topologies. In their study, they indicated how 
connecting a fuel cell stack / DC-DC power converters in parallel 
and in series increase the current and voltage outputs respectively.  

 
(e) Half-bridge Isolated Converter (HIC)    (f) Resonance Isolated Converter 

(RIC) 

 

 
Figure 1: DC-DC Power Converters Architectures for Fuel Cells Applications 

(adapted from [23]) 
 

Explained in their research and portrayed in Figures 1c and 1d, 
are non-isolated multi-phase boost converters, which are mainly 
appropriate for applications that require low DC bus voltage. The 
interleaved topologies shown, meet the prerequisite for curbing 
low FC ripple currents. The depicted standard interleaved boost 
converter (IBC) shown in Figure 1c and the floating interleaved 
converter (FIC) in Figure 1d, show similar merits. Z-sources 
inverters (ZSI) were also articulated, in which their features and 
merits make them suitable choices for 3-phase electric drives − for 
instance automotive / railway applications. Furthermore, the study 
indicated that the isolated converters based-on high frequency 
planar transformer (which according to [23], only one quantity was 
left in the market in 2014), is beneficial in high DC link voltage 
applications such as railway. Contrarily, the isolated converters 
give a low efficiency for medium power applications. However, 
the soft-switching function enables the enhancement of the 
converter efficiency but at the cost of using supplementary 
components in the converter configurations. These improvements 
are shown in Figures 1e and 1f − whereby the half-bridge isolated 
converter (HIC) and the current-fed full-bridge resonant isolated 
converter (RIC), respectively illustrate the zero-voltage switching 
(ZVS) and zero current switching (ZCS) operations, in which both 
increase the efficiency by reducing the devices switching losses. 
The technological review on the other hand focused on the new 
wideband-gap semiconductor materials and the utilization of 
Silicon Carbide (SiC) and Gallium Nitride (GaN) devices with low 
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on-resistance, high power densities and high speed switching with 
less losses, which could transcend to major improvements in the 
power converters performance. Nowadays, GaN devices are suited 
for low/mid power applications, whereas SiC technology is more 
desirable for designing high power FCs DC-DC converters. 

2.2. State-of-the-Art Fuel Cells DC-DC Converters 

 According to [13], fuel cells are current intensive sources that 
have become popular. The study presented various suitable 
topologies of DC-DC power converters for FCs output voltage 
conditioning. The goal of the main DC-DC power converter 
between the FC and DC bus was emphasized, which demands the 
power converter be designed/operated using high efficiency, high 
voltage ratio and high density with low-cost. As a result, their 
paper highlighted some tips in this regard as well as the positives 
and negatives. Some of the schemes are shown in Figures 2a - 2c. 

  

Figure 2:  Fuel Cells DC-DC Power Converters (adapted from [13]) 

2.3. A Soft Switched Push-pull Current-fed Converter for FC 
Applications  

Examined in [14], a zero-voltage switching (ZVS) current-fed 
push pull DC–DC converter is suggested for fuel cells power 
generation system as pictured in Figure 3. In the study, the 
auxiliary circuit in this converter supplies ZVS condition for all 
converter switches which reduces switching losses and further 
absorbs at turnoff instances, the voltage surge across the switches. 

This merit, enhances the converter efficiency and reduces the 
size and converter weight – which henceforth enables the 
implementation of a very simple control circuit based on pulse 
width modulation (PWM). This setup was then used to analyse and 
validate the operation of the converter using a lab prototype. The 
projected DC-DC power converter experimental results, the 
various operating modes as well as their corresponding timing 
waveforms, are presented in detailed in their published paper. 

 
Figure 3: The Proposed Soft Switched Push-pull Current-fed Converter (adapted 

from [14]) 

2.4. Topology of FC Hybrid Power Source for Efficient Operation 
and High Reliability  

Proposed in [15], is a fuel cell hybrid power source (HPS) 
topology with the attribute to curb the ripple current of the FC 
inverter system. The ripple current usually occurs at the DC port 
of the FC HPS when operating the inverter system − which is 
connected to the grid or which supplies AC motors in vehicular 
applications. As a result, if the alleviation measures are not 
implemented, this ripple current is propagated back to the FC stack. 
The suggested FC HPS has other good performance features; such 
as the maximum power point tracking (MPPT), high steadfastness 
in operation during transient power pulses and finally improved 
energy efficiency in peak power applications.  

 

Figure 4: The Proposed Hybrid Power Source Topology (adapted from [15]) 
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To mitigate the ripple, this approach made use of an inverter 
system powered directly from the FC stack with a controlled buck 
current source that was used as the low power source. The low 
frequency (LF) ripple reduction is rooted in active control, 
whereby the anti-ripple current is injected in HPS output node and 
this has the LF power spectrum similar to the inverter ripple. In 
light of this, the fuel cell ripple current was curbed by the designed 
active control. Indicators defined to evaluate the mitigation ratio of 
the LF harmonics were used to assess the ripple current alleviation 
performances. The relatively good performances shown were 
attained with the use of a hysteresis current control, but better if a 
devoted nonlinear controller is used, which can be designed in two 
ways as follows i) simulation trials that assist to draw the attributes 
of ripple mitigation ratio verse fuel cell ripple current and ii) fuzzy 
logic controller (FLC). The ripple factor was ~ 1% in both cases. 
Figure 4 depicts the study. 

2.5. Power Flow Control Methods for Ultra-capacitor 
Bidirectional Converter in DC Micro-grid 

Postulated in [16], distributed generation (DG) in the form of 
DC micro-grids depicted in Figure 5a, has recently attracted 
increasing research interests. A bidirectional DC-DC converter 
(BDC) shown in Figure 5b, is required to incorporate renewable 
energy resources and energy storage devices such as an ultra-
capacitor (UC) to the DC bus of a DC micro-grid to sustain the 
charging and discharging states of the ultra-capacitor. For the 
quick dynamic response of the ultra-capacitor, a bidirectional 
voltage-fed setup is suitable, though for a broad input voltage 
fluctuation of the ultra-capacitor, this setup manifests a greater 
circulating power flow and greater conduction losses in the end. 
Presented in this study are a comprehensive overview on the 
numerous modulation schemes that are employed to manage the 
power flow of the bidirectional voltage-fed DC-DC converter for 
the ultra-capacitor applications. An in-depth analysis of the 
bidirectional converter investigating the impact of the circulating 
power flow interval was developed and analytical methods such as 
the conventional phase-shift control (CPC) modulation were 
applied to develop alternative modulation schemes to advance the 
efficiency and performance of the bidirectional power converter. 

 
Figure 5 (a): DC Micro-grid Distributed Generation (adapted from [16]) 

 

Figure 5 (b): BDC Power Flow Control Methods for Ultra-capacitor in DC 
Micro-grid (adapted from [16]) 

2.6. Fuel Cell and Power Converter Models in MatLab / Simulink 

Studied in [19], MatLab and Simulink were employed to model 
a power converter and PEM FC. Depicted in Figure 6, the first 
section of the research discussed the methodology for an accurate 
model for the fuel cell stack, as well as its static and dynamic 
behaviors − which form a crucial aspect in the design of electrical 
power generation founded on fuel cells. The technique applied was 
simulated annealing (SA) optimization algorithm, which justifies 
its customization to meet the goal of a speedy convergence to 
institute the correct values for the fuel cell parameters. The 
correlation between the simulation and the experimental results 
proved that the suggested model provided an accurate depiction of 
the static and dynamic behaviors for the PEM FC. The second 
section of the study engaged on feasible architectures that can be 
tailored for the DC-DC power converter.  

The preferred topology must be suitable to take control and 
optimize the operation point of the fuel cell; as a result, the soft 
switching attests to be particularly fitting, especially the series 
resonant topology converters − because it reduces the switching 
losses and consequently increasing the efficiency. This converter 
execution can be explained as follows: the supplied voltage by the 
stack, which is normally low (29V - 42V), is changed to a constant 
and high amplitude, in this case, a 400VDC bus is used to generate 
power to the grid via an inverter. The high frequency (HF) 
transformer is a boost voltage transformer, which is as well used 
to offer galvanic isolation between the low and high voltage levels 
of the circuits. In the primary side of the transformer, the resonant 
converter with its inductor-capacitor (LC) series resonant circuit, 
provides the sinusoidal waveforms of voltage and current. The 
circuit resonant frequency is determined by choosing suitable 
values for the L and C elements, from which the FC DC voltage is 
initially inverted to AC in the primary side of the HF transformer 
and then rectified to DC on the secondary side. The PEM FC is 
protected from the ripple voltage and current the converter 
produces by the LC filter in the primary side, which as well stores 
the DC bus energy. The secondary side LC filter reduces the ripple 
voltage and current to the load. In conclusion, the simulation 
results were correlated using actual data acquired from a 
commercial system. As a result, it was justified that, the 
hybridization of a suitable power converter using a well-defined 
controller in conjunction with a well-optimized FC stack model, 
makes FC good for power generation. 
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Figure 6: FC Power Converter Models in MatLab / Simulink (adapted from [19])  

2.7. High Voltage DC-DC Boost Converter Suitable for Varying 
DC Voltage Sources 

 
Researched in [11], is a high voltage step-up converter 

appropriate for varying voltage sources such as photovoltaic (PV) 
and by extension fuel cells as well as thermo-electric generators 
(TEGs). Different varying voltage boost sources were assessed to 
institutes their limits, from which a multi-phase tapped-coupled 
inductor DC-DC boost converter that can attain high voltage boost 
ratios from a variable power supply (PV in this case) and without 
adversely compromising the performance, was then postulated as 
pictured in Figure 7. The suggested converter achieved minimal 
voltage and current ripples at both the input and output as well as 
exhibited reasonable performance at high power levels making it 
preferred for high power applications. The simulated and practical 
results correlated to confirm the research.   

 
Figure 7: High Voltage DC-DC Boost Converter Suitable for Varying Voltage 

Sources (adapted from [11]) 

2.8. High Power Efficient DC-DC Buck Converter Suitable for 
Varying Voltage Sources 

 According to [10], in a varying power generation source such 
as wind (likewise solar-cells and TEGs as well as fuel cells), the 
power converter efficiency is one of the crucial aspects for the 
performance of the system. In such systems, the DC-DC step-
down converter is usually used for high power systems. Taking 
into account the cost and efficiency of a converter, their research 
focus was mainly on the devise of enhanced buck converter 
topologies with interest on the (inductor, capacitor and diode) LCD 
converter depicted in Figure 8a – which is to be used for a peak 
power standalone wind power generation system. A  (resistor, 
capacitor and diode) RCD and an improved RCD buck converter 
could also remove the voltage spikes; however, it unfortunately 
further depletes the stored voltage amplitude when the power is 
switched-off − this is because C1 discharges the voltage stored 
through R1. Therefore, the need for a LCD version. 

 
Figure 8 (a): High Power Efficiency DC-DC Buck Converter Suitable for 

Varying Voltage Sources (adapted from [10]) 

 
Figure 8 (b): DC-DC Buck Converter Climbing Mountain MTTP Algorithm 

Flowchart for Varying Voltage Sources (adapted from [10]) 
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This issue was addressed by using a better improved LCD buck 
converter as shown in Figure 8a. This version does not have any 
resistor but an inductor with negligible energy loss as displayed in 
the test result. This LCD architecture is also known as zero-voltage 
switching (ZVS). At resonance, L1 and C1 cancel out, reducing the 
voltage spike and increasing the switching speed. The practical 
designed LCD converter is based-on Figure 8a and instead of 
IGBTs, it uses multi-MOSFETs in parallel to boost the current and 
the switching speed of the converter. By employing MPPT, the 
practical utmost efficiency of the designed 2kW DC - DC step-
down converter was approximately 96%. 

MPPT algorithm ensures the maximum power generated stays 
constant by monitoring the desired reference output with the 
generated output and adjusting the duty cycle or PWM signal to 
the active switch(es) of the power converter. The common MPPT 
techniques according to [10], includes i) optimum tip speed ratio, 
ii) power curve control and iii) climbing mountain – the latter was 
used in the study and its flowchart is illustrated in Figure 8 b. 

2.9. High Gain IBC for Fuel Cells Applications 

As researched by [9], distributed generation most capable 
technologies is fuel cell and to design a high efficiency power 
system using fuel cell, a fitting DC-DC converter is necessary. 
Among the different DC-DC converters, interleaved converters 
with switched capacitor are considered a preferred topology for FC 
systems because of reduced ripple currents in the input and output 
circuits, quicker transient reaction, small electromagnetic 
emissions, enhanced efficiency and reliability. This improved 
conversion efficiency is attained by dividing the output current into 
‘n’ parts, to significantly eliminate I2R losses and inductor losses. 
The research aim was to devise and implement a high gain 
interleaved boost converter based-on switched capacitors (to 
improve converter voltage gain) for fuel cell systems. In the 
interleaved converter proposed, the front-end inductors are 
magnetically cross-coupled to enhance the electrical performance 
and reduce the weight and size. By using switched capacitors 
interfaced with FCs, MatLab and Simulink were used to simulate 
an interleaved converter, from which a prototype was developed to 
validate the simulation results. Figure 9 depicts the IBC.  

 
Figure 9: High Gain IBC for Fuel Cells Applications (adapted from [9]) 

2.10. High Efficiency Isolated Boost Converters for High-
Power Low-Voltage FC Uses 

As investigated in [8], fuel cells power systems, as portrayed 
in Figure 10a, show significant output impedance which reduces 
the output voltage with increased in the output power; as a result, 
system peak power is attained at converter smallest input voltage. 
In light of this, a new low-leakage inductance low-resistance to 
low-voltage high-power isolated boost converter design technique, 
was presented as shown in Figure 10b. By optimizing the 
transformer design and circuit lay-out, very low levels of parasitic 
circuit inductance were attained. Power MOSFETs fully rated for 
recurring avalanche, were used to eliminate primary side voltage 
clamp circuits and switch on-state losses. Furthermore, extensive 
interleaving of the primary and secondary transformer windings, 
reduced the transformer proximity effect losses.  

Silicon Carbide rectifying diodes are not prone to reverse 
recovery and therefore allow fast diode turn-off, hence were used 
to further reduce losses. As illustrated in the study, test results from 
a 1.5kW full-bridge step-up converter confirmed theoretical 
analysis and demonstrated a very high efficiency. The maximum 
efficiency was up to 98% whereas the worst-case efficiency with 
maximum power and at minimum input voltage was ~ 96.8%.  

 
Figure 10 (a): Fuel Cell Power Supply System (adapted from [8]) 

 
Figure 10 (b): FC High-Power Low-Voltage High Efficiency Isolated Boost 

Converters (adapted from [8]) 
 

2.11. High Power Buck-Boost DC-DC Converters: 
Automotive Power-train Applications 

Investigated in [12], is a high-power buck-boost DC-DC 
converter for use in the power-trains of hybrid cars as shown in 
Figures 11a and 11b. To enable smooth transitions between both 
energy transfer directions, a special digital control strategy was 
implemented. Equipped with this feature, the converter can obtain 
the energy management in the electric power-train.  
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The digital control provides full protection against over-
voltage, over-current and over-temperature. Two efficient 
prototypes of 24kW and 70kW bidirectional (buck-boost) DC-DC 
converters were developed and evaluated. The presented 
measurements show that higher voltages for the power-train and 
storage battery assure higher efficiency due to lower current losses 
by the use of IGBTs. Using integrated liquid cooling of up to 85°C 
with very low losses, a high-power density of up to 5W/cm³ was 
achieved. Characterization data of the converter and measurements 
in the target application (a hybrid fuel cell car) with test parameters 
and values of passive components used, are shown in the study as 
well as what happens when the converter transits from boost to 
buck mode. Finally, presented in the full manuscript are voltage 
and current dynamics as well as the efficiencies and output power 
in the various operation modes. 

 
Figure 11 (a): Concept Overview (adapted from [12]) 

 
Figure 11 (b): High Power Buck-Boost DC-DC Converters: Automotive Power-

train Applications (adapted from [12]) 

2.12. PEM FC System with DC-DC Boost Converter: Design, 
Modelling and Simulation 

Indicated in [3], fuel cells as exemplified in Figure 12a, are 
regarded as one of the most proficient devices for standalone and 
grid connected distributed generations (DGs), due to their 
environmental friendliness, modularity and high energy potential 
capability. The drawbacks in the extensive use of FCs are their i) 
sluggish dynamic response to abrupt load changes and ii) costly 
installation. Their research focused on the simulation of dynamic 
behaviour of a Nexa 1.2kW PEM FC using DC-DC step-up 
converter, which was correlated with cascaded 2-stack FC model. 

 The performance of the basic DC-DC boost converter as power 
converter for the Nexa TM 1.2kW PEM FC model was analyzed 
for changing loads to manage the power flow for improved 
performance. As the FC pressure or temperature rises, the power 
density of the FC stack also increases for rising loads; therefore, to 
analyse this dynamic behaviour for changes against temperature, 
an advanced parametric model based on circuit simulator PSpice 
for a class of PEM FC was also developed in addition to the fuel 
cell models based on thermodynamics and electrochemical 
equations. The fuel cell performance is governed by its electrical 
and thermal efficiencies − the electrical efficiency of the fuel cell 
relies on the fuel cell activation and concentration losses besides 
the natural Joule heating (Ohmic loss), whereas the 
thermodynamic efficiency relies on the fuel cell fuel processing, 
water management and the fuel cell system’s temperature control.    

 
Figure 12 (a): Fuel Cell Overview (adapted from [3]) 

 

Figure 12 (b): PEM FC System with DC-DC Boost Converter: Design, Modeling 
and Simulation (adapted from [3]) 

All these factors were taken into consideration when the design 
was done using Matlab / Simulink as in Figure 12b. It was noticed 
that for instantaneous loads variation from 0.6 - 1.1kW, the fuel 
cell current and voltage took about 50 - 70ms to attain a new steady 
state. This delay is known as the fuel cell fuel starvation 
phenomenon – this makes the fuel cells non-linear and should not 
be operated, because the electrolyte membrane of the FC can be 
destroyed. The FCs must be operated only in its linear region. The 
DC-DC converter used was a basic boost converter with PI 
controller, which gave better performance for load variations 
without using any storage devices. A constant bus voltage of 80V 
was maintained in the converter output, regardless of changes in 
the load and fuel cell terminal voltages. Steady state error was 
reduced to zero by the PI controller. In their conclusion, operating 
fuel cells with a basic step-up converter using PI controller, can 
give better performance for standalone / grid connected low power 
applications. This claim is evident in the measured and simulated 
results shown in their full research paper. 

http://www.astesj.com/


N.P. Bayendang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 54-83 (2021) 

www.astesj.com   61 

2.13. Methodology to Design FC Based Systems Power 
Converters: A Resonant Approach 

Presented in [6], is the evaluation, devise and implementation 
of a fuel cell-based power generation scheme, which necessitates 
suitable selection of i) the FC model and ii) the power electronics 
converters shown in Figure 13a. The fuel cell model used is semi-
empirical based on PEM FC Mark 1020 with static and dynamic 
properties as well as the FC limited current and voltage supply 
ratings − irrespective of the converter used. The power converter 
employed a resonant technique that provides high frequency 
operation, minimal component stresses, soft switching etc.  

The power converter controller was split into two functions, 
namely: i) the voltage controller − which stabilizes the converter 
output voltage during loading fluctuations and ii) the PEM 
controller − which enhances the performance by maintaining the 
PEM FC in its optimal point of operation. The outcome confirmed 
that the researched converter is a good choice to enhance the 
efficiency of a PEM FC, because it permits a sufficient control of 
the power delivered by the fuel cell while sustaining the 
requirements dictated by the load to maximize the gains with soft-
switching control. The FC DC is converted either to DC then to 
AC (DC-DC-AC) or FC DC to direct AC or FC DC to DC and AC-
AC isolated by a transformer. The operation mode of the DC 
power conversion can be divided into i) linear, ii) switching and iii) 
soft-switching or resonant. The four non-isolation buck, boost, 
buck-boost and Cuk converters can be respectively converted to 
forward, boost, flyback and Cuk; by adding isolation transformer 
and when the isolation converters use more than a switch; it could 
be a push-pull, half bridge or full bridge as portrayed in Figure 13b. 
The results showed that the chosen power converter is suitable to 
improve the PEM FC efficiency, as it allows proper control of the 
power delivered by the FC, by satisfying the criteria enforced by 
the load regulation with minimal losses as a result of adopting soft 
switching.  

 
Figure 13 (a): DC-DC Converters Overview (adapted from [6]) 

 
Figure 13 (b): Methodology to Design FC Based Power Converters Systems: A 

Resonant Approach (adapted from [6]) 

2.14. Design and Control of a 6-phase IBC Based-on SiC 
Semiconductors with EIS Functionality for Fuel Cell Electric 
Vehicle 

Researched by [20] indicates that, in today’s FC Electric 
Vehicle (FCEV), DC-DC converter is paramount to step-up the 
PEM FC output voltage to a high level (400 - 700V). As a result, 
the research aim was to design a 6-phase IBC based on SiC 
semiconductors and inverse coupled inductors of cyclic cascade 
structure having high compactness, high efficiency and high 
voltage gain ratio. The reliability and durability have to be 
enhanced to advance the consumption and commercialization of 
FC technologies. Electrochemical Impedance Spectroscopy (EIS) 
is typically used for PEM FC’s diagnosis. To eliminate additional 
equipment and sensor, the on-line EIS detection functionality 
incorporated with the control technique of the suggested PEM FC 
linked to the DC-DC step-up converter was also investigated. The 
interleaved topology helped decreased the FC current ripple to 
ensure an extended FC lifespan. Furthermore, the multi-phase 
topology shared the high input current, hence reducing Joule 
heating, which allays the electrical stress of the power switches; 
thus, this redundancy ensures the reliability and robustness of the 
converter. The magnetic core design is also critical, as it controls 
the amount of ripple; as a result, the three types Uncoupled (UC)-
IBC, Direct Coupled (DC)-IBC, and Inverse Coupled (IC)-IBC 
were experimented. The SiC-based semiconductors increased the 
switching frequency and decreased power losses. The on-line EIS 
detection functionality was integrated with sliding mode control 
(SMC) of the postulated DC-DC step-up converter. Fuel cells most 
common problems of membrane drying and flooding were 
estimated based on PEM FC’s equivalent electric circuit model. 
The real-time hardware-in-the-loop (HIL) validation of the 
proposed converter was achieved. MicroLabBox (embedded real-
time processor with (Field Programmable Gate Array (FPGA)), 
was used as the real-time platform for prototyping. In all, a 21kW 
PEM FC’s voltage model was developed as the power source and 
the HIL framework provided in real-time − a benefit to monitor the 
converter’s dynamic working process that was not viable with the 
offline simulation. Figures 14a-14c summarize the study. 
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Figure 14: Six-phase IBC Based on SiC Semiconductors with EIS  
(adapted from [20]) 

 
2.15. Design Considerations for DC-DC Converters in Fuel 

Cells Systems 

As examined in [4], the development of alternative energy 
sources, has been improved by the fast increase of fossil fuel costs 
along with a rise in environmental education – which include but 
unlimited to FCs, wind, solar and ocean tidal-wave power. Among 
them, FCs due to their high modularity, efficiency and basic design 
have received increased interests in recent years.  However, 

their low voltage output and wide variation from unloaded to fully 
loaded, demands the need of a power converter to interface the FC 
to its loads. In light of this, their research was undertaken, in which 
design considerations were attained analytically and 
experimentally verified to enable an efficient and stable fuel cell 
as well as power converter system. Further to the design guidelines, 
investigated also were new power converter layouts that do not 
need the use of transformers to accomplish a large voltage gain. 
The general outcomes are means of i) mathematical analysis and 
ii) experimental prototypes, that contributed to the lessening of the 
cost and size of the power converter as well as to raise the 
efficiency of the system. It was discovered that when the FC load 
current is not purely DC, the Hydrogen usage of the stack increased 
and the power output of the FC decreased. This effect importance 
is a function of the ripple current frequency as demonstrated in 
their full research.                                                                

 

(a) Typical fuel cell power conversion system for residential applications 

 

(b) Block diagram of the proposed DC-DC converter 

 

(c) Circuit schematic of the proposed two level boost and buck-boost converter 

 

(d) Proposed sectioned / taped FC stacked with  modular DC-DC converter 

Figure 15: Design Considerations for DC-DC Converters in FCs Systems (adapted 
from [4]) 
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Furthermore, by using analytical and experimental methods, it 
was demonstrated that for load currents with low frequency ripple 
(<1kHz), the Hydrogen usage increased up to 7% whereas the 
power output of the FC decreased up to 30%. In addition, if the 
frequency of the ripple current is high, >20kHz, the Hydrogen 
utilized by the FC also increased in the range from 1 - 3%, whereas 
its power output dropped by 5%. It was further realized that the FC 
thermal performance was not rigorously affected by high 
frequency ripple currents presence – due to discontinuous 
operation mode. It was also found that the FC internal impedance 
can considerably affect the dynamics of the DC-DC converter. 
Also, the diminished power left during purging of the FC stack has 
been shown to be another possible cause for instability. To allay 
these problems, super-capacitors were connected in parallel to the 
FCs and a method to compute the value of the super-capacitor to 
attain stability was derived. A 30W boost converter system 
experimental results confirmed the validity of the suggested 
solution. Finally, good dynamic behaviour and stability were 
proven to be feasible with the use of super-capacitors connected to 
the output of the FCs. To lessen the cost and volume of the system, 
a high gain transformer-less DC-DC converter was researched – it 
employed a two level boost and a two level buck-boost converter 
in cascade to achieve a high voltage gain and low input ripple 
current, which contributed to lower electromagnetic interference 
(EMI). Experimental results demonstrated the viability of the DC-
DC converter and showed a possible voltage gain of 5. Normally, 
FCs are constructed by stacking many cells which limit the 
generated power to the weakest cell in the stack. In addition, if one 
or more FCs fail, the entire system must be overhauled. To address 
these shortcomings, a new modular FC stack and DC-DC 
converter were pioneered – the FC stack was partitioned into 
different sections with autonomous operations. This has increased 
system reliability at a reduced output power should a section failed. 
Additionally, the generated power from the system was optimized 
by adjusting the drawn current from each section based on the 
voltage they produced, which resulted in a 10-14% extra power 
generation. Common mode noise due to transients was also noticed 
and was resolved by using shielded transformers. Figures 15a - 15d 
exposit the highlights of the study. 

2.16. An Overview of Various Fuel Cell DC-DC Converters 

According to [24], fuel cells are now becoming the preferred 
alternative renewable energy source, as their power production 
process is not affected by fluctuating environmental factors, 
contrary to solar cells and wind power plants. However, fuel cells 
produce low DC output voltage which requires stepping-up and 
interfacing them to the DC bus. Thus, the need for DC-DC boost 
power converters, which could be interleaving to help minimize 
the power ripples as well as bidirectional to charge storage devices 
such as a battery. In this regard, their paper discussed various 
interleaved (2, 3, 4 and 6 phases) and bidirectional (non-isolated 
and isolated) DC-DC boost converters architectures. The non-
isolated BDC DC-DC boost converters covered include i) buck-
boost converter, ii) cascaded buck-boost converter, iii) CUK 
converter, iv) SEPIC-ZETA converter and v) switched capacitor. 
The isolated BDC DC-DC boost converters covered include i) 
dual half bridge (DHB) and ii) dual active full bridge (DAFB). 
Figure 16 illustrates the research overview and the conclusion 

drawn is interleaved boost converters improve power ripples and 
the more the interleaving, the better the ripple reduction; however, 
the more costly and bulky it becomes due to the many components 
used. BDC can additionally charge storage devices and 
furthermore, the isolated types can offer galvanic protection in 
high power applications; however, their large size due to the extra 
isolating transformer, makes them unsuitable for portable and or 
compact applications.  

 

Figure 16: An Overview of Various Fuel Cell DC-DC Converters (redrawn from 
[24]) 

2.17. Challenges and Developments of Automotive Fuel Cell 
Hybrid Power System and Control 

 As assessed in [25], fuel cells are the future replacement 
for internal combustion engine in vehicles, though the current costs 
and Hydrogen supply infrastructure are the limiting factors. In their 
analysis, they noted that FCs in hybrid power systems have energy 
control, inertia, power, model and optimization problems which 
were summarized briefly with emphasis on the electro-chemical 
reactions, dynamics and the core parameters affecting FCs 
efficiency and durability. Their review concludes by highlighting 
that fuel cells have various challenges and the best solution is one 
that is inclusive by incorporating various hardware and software 
solutions to optimize fuel cells costs, performance and longevity. 
Figure 17a exemplifies a typical FC system and Figure 17b 
illustrates a simplified FCEV architecture.  

 

(a) Typical fuel cell system 

 

   (b) Fuel cell electric vehicle power-train 

Figure 17: Fuel Cell System and FCEV Power-train (adapted from [25]) 
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2.18. Experimental Study and Performance Analysis on High 
Power Fuel Cell System 

In [26], it’s affirmed that PEM fuel cell for use in vehicles 
requires high power density － normally during starting-up and 
accelerating. As a result, their study presented an experimental 
research of a 100kW fuel cell power supply system with focus on 
measuring the system parameters such as voltage, current, 
temperature, pressure and hydrogen consumption. Two test set-ups 
were used; a i) rated and ii) cycle working condition tests. In the 
former, the system operates for an hour at a rated point with 
constant working conditions and the outcomes revealed stable 
operations when working constantly at the rated output power. In 
the latter, the test is conducted based-on their specified national 
standard, in which the fuel cell voltage is regulated to be a fixed 
value and the output current is varied with the working conditions. 
The conclusion arrived at is the researched fuel cell power engine 
reached 80kW at rated power with peak power exceeding 100kW. 
Figures 18a and 18b exemplify the researched FC power schemes.  

 
           (a) 

 

Figure 18: (a) The Power System Overview and (b) Fuel Cell Power Engine 
(adapted from [26]) 

2.19. Coupled Inductor-assisted Current-Fed Snubber-less 
Zero-Current-Soft Switching High Step-Up DC-DC 
Converter for Fuel Cell Power Interface 

Presented in [27], is a ZCS current-fed isolated DC-DC boost 
converter for a fuel cell smart home power system. To avoid ripple 
current from damaging the fuel cell electrodes and to ensure good 
boost voltage ratio, their design incorporated a magnetically 
coupled interleaved inductors with a 180◦ phase shift and a small 
number of passive components. A 50/60W 1MHz prototype based 
on 600V GaN-HFETs, was performance tested focusing on the 
design efficiency, ripple and voltage ratio. 

Figure 19a illustrates the concept design and Figures 19b and 
19c, portray the DC-DC converter with a full bridge and voltage 
doubler outputs respectively. Normally, the primary side of the 
high-frequency transformer (HF-X) windings constitutes a two-
phase current-fed high-frequency resonant inverter with 
complementary Q1 / Q2 as the active switches and L1 / L2 as the 
coupled inductors. HF-X leakage (Lr) and magnetizing 
inductances (Lm) produce the multi-resonant transitions with Cp, 
to generate the high voltage boost ratio and quasi-resonant sub-
interval for soft commutations. The leakage inductance operates 
as a snubber inductor to reduce the high di/dt rate at Q1 and Q2 
switched-on transitions. For a higher boost ratio, the full bridge 
rectifier output can be substituted with a voltage doubler rectifier. 
Their findings showed that the postulated power converter can 
attain a snubber-less ZCS commutations, a greater voltage boost 
ratio and low power ripple; making it suited for smart homes use.  

 

(a) Concept overview 

 

(b) High step-up dc-dc converter with full-bridge rectifier 

 

(c) High step-up dc-dc converter with voltage doubler rectifier 

Figure 19: System Concept Design and High Step-up DC-DC Converter Types 
(adapted from [27]) 
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2.20. Survey of DC-DC Non-Isolated Topologies for 
Unidirectional Power Flow in Fuel Cell Vehicles 

Investigated in [28], is an outstanding research on fuel cells 
power-trains and power converters. Its extensively discussed in 
details the theoretical and architectural frameworks of fuel cells. 
Figures 20a and 20b respectively portray in totality a summary of 
fuel cell types and power electronics converters classifications. 

 

(a) Fuel cells classification 

 

(b) Power converters classification 

Figure 20: Fuel Cells and Power Converters Classifications (adapted from [28]) 

2.21. Performance Analysis of PV and Fuel Cell-based Grid 
Integrated Power System 

Studied in [29], is a smart grid power generation system 
constituting solar cells and solid oxide fuel cells (SOFC) hybrid 
system as shown in Figure 21a. The SOFC augments the PV 
system during power outages due to fault and non-sunny periods. 
Alternative to SOFC; biomass and wind power systems can be 
used by integrating them with phase lock loop (PLL) to maintain a 
constant output supply. The power electronics made used of a DC-
DC converter, a three phase DC-AC inverter for interfacing to the 
electrical grid and AC loads. In addition, is a LC filter to eliminate 
unwanted signals in the power system. The energy management 
techniques used include P&O MPPT as well as reference frame 
theory and PLL to enable a reliable power supply. Figures 21b - 
21c respectively show the PV and SOFC schemes. 

 

(a) Concept overview 

 

(b) Solar cell power system modeled with Matlab 
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(c) Fuel cell power system modeled with Matlab 

Figure 21: System Concept Design, PV and Fuel Cell Power Systems Depictions 
(adapted from [29]) 

2.22. Modeling and Simulation of DC-DC Converters for Fuel 
Cell Systems 

Affirmed in [30], FC is the future renewable energy source, 
especially for portable applications. Fuel cells as a result of their 
low output voltage, require highly efficient power converters; thus, 
their research using MatLab, focused on the modeling and 
simulations of four types of DC-DC converters, namely i) boost, ii) 
SEPIC, iii) LUO and iv) ZETA. Their study was tested using the 
same fuel cell output voltage of 12V, connected to each converter 
input with each converter output voltage set at 48V. It was found 
that the ZETA topology offers the best total harmonic distortion 
(THD), followed by LUO, SEPIC and Boost with respective THD 
of 31.22%, 53.83 %, 65.38 % and 80.22 %. It was furthermore 
concluded that the ZETA topology THD performance can be 
improved with the addition of more filtering components. Figures 
22a - 22c exemplified the SEPIC, LUO and ZETA DC-DC power 
converters modeled using Matlab Simulink. 

 

(a) Fuel cell with SEPIC DC-DC converter simulation model 

 

(b) Fuel cell with LUO DC-DC converter simulation model 

 

(c) Fuel cell with  ZETA DC-DC converter simulation model 

Figure 22: Simulink Model of FC with SEPIC, LUO and ZETA DC-DC Power 
Converters Topology (adapted from [30]) 

2.23. Smart Fuel Cell Module (6.5 kW) for a Range Extender 
Application 

Researched in [31] using SolidWorks, is a 6.5kW fuel cell 
model with a mechanically integrated 6-phase interleaved DC-DC 
boost converter for electric vehicles applications. The design 
constraints were such that the power converter was mounted on 
the fuel cell terminal plates and cooled using the same FC cooling 
system as shown in Figures 23a and 23b. The choice of the power 
converter topology was driven by the simplicity of its design, 
since the converter must fit on the FC terminals as well as the fuel 
cell configuration. As a result, the classic boost converter was 
chosen, as it employed the minimal components count and 
furthermore the phase inductors and switching devices can be 
respectively connected directly on the FC positive and negative 
plates as pictured in Figure 23b. Continuous conduction mode 
was chosen for the converter and the ripple was minimal. 
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To conclude their study, the measured converter efficiency 
was >95% for a minimum output power of 1.5kW and output 
voltage of 240V. Future work for an aircraft use was considered. 

 

(a) Fuel cell concept design modeled with SolidWorks 

 

(b) Integration of the power converter on the fuel cell plates 

Figure 23: SolidWorks Model of the FC with Integrated Power Converter 
(adapted from [31]) 

2.24. Power Converter Topology for Conditioning a Fuel 
Cell Battery Voltage 

Stated in [32], their research conditioned the output voltage of 
a FC battery using DC-DC boost converter. The main novelty was 
to substitute the classic boost converter inductor (L) with a 
inductor-capacitor-inductor (LCL) filter topology as shown in 
Figure 24. The output voltage was then controlled using a sliding 
mode strategy including a load impedance observer. The 
simulated results showed good performance with varying loads. 

 

Figure 24: LCL Boost DC-DC Power Converter (adapted from [32]) 

2.25. Modeling and Simulation of an Aerodrome Electrical 
Power Source Based-on Fuel Cells 

Examined in [33], reducing fuel usage and emissions such as 
NOx , is aviation present challenge. As a result, there is the need to 
develop latest power sources using non-polluting sources such as 
Hydrogen fuel cells. Their work presented the modeling and 
simulation of a potential configuration for a hybrid aerodrome fuel 
cell power source. Their postulated architecture consists of a fuel 
cell stack, DC to DC set-up converter, super-capacitor and a buck-
boost converter. The fuel cell and super-capacitor are respectively 
connected to a boost and buck-boost converter as correspondingly 
shown in Figures 25a and 25b. With this set-up, the fuel cell with 
slower power dynamics, supplies the bulk of the power during 
steady state operation, whereas the super-capacitor with a faster 
power dynamics, assist the fuel cell during peak power transient 
demand as well as stores power from the DC bus.  The suggested 
configurations were simulated using MatLab, Simulink and 
Simscape Power Systems and it can be summed that the hybrid 
power aerodrome source shown in Figure 25c, can work efficiently, 
enabling its use for such long-term applications.  

 

(a) Fuel cell with boost DC-DC converter 

 

(b) Super-capacitor with buck-boost DC-DC converter 
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(c) Fuel cell and super-capacitor with boost and buck-boost DC-DC converters 

Figure 25: Hybrid Fuel Cell and Super-capcitor Power System with Respective 
Boost and Buck-boost DC-DC Converters (adapted from [33]) 

2.26. Current-fed Modular Multilevel Converter (CMMC) for 
Fuel Cell and Photovoltaic Integration 

Indicated in [34], is a CMMC single-stage solution to interface 
a low voltage photovoltaic and fuel cells DC power supplies to a 
higher voltage AC load and or grid. Usually, power conditioning 
stage (PCS) in the form of modular multilevel converters, have 
been used in various low to high voltage applications with good 
results; however, their two-stage configuration makes them bulky, 
hence the need for CMMC － whereby the boosting capability is 
integrated within the inversion, making it a single-stage DC-AC 
converter / inverter with additional redundancy and modularity. 
This enables it use in low voltage applications, where low voltage 
MOSFETs with low ON-state resistance can be used to increase 
the power conversion efficiency. A 10kW three-phase CMMC 
using PLECS, was simulated to verify its functionality. Figures 
26a and 26b depict the traditional two-stage DC-AC using (a) a 
boost converter before the inversion and (b) a step-up transformer 
after the inversion. Figure 26c exemplifies the single-stage CMMC. 

 

(a) Two-stage DC-AC with boost converter before the inversion 

 

(b) Two-stage DC-AC with step-up transformer after the inversion 

 

(c) Single-stage DC-AC three-phase CMMC with four sub-modules per phase 

Figure 26: Two-stage Traditional and Single-stage CMMC DC-AC Inverters 
(adapted from [34]) 

2.27. Novel Four-Port DC–DC Converter for Interfacing 
Solar PV–Fuel Cell Hybrid Sources with Low-Voltage 
Bipolar DC Micro-grids 

Presented in [35] is a bipolar DC micro-grid (BDCMG) power 
supply system based on a novel 4-port dual-input dual-output DC-
DC converter to interface fuel cells, PV and wind power sources 
to a low voltage BDCMG. Usually, a BDCMG requires several 
traditional DC-DC power converters to supply power to the 
BDCMG poles; however, their researched model in addition to 
being reliable and efficient, is also compact and unidirectional. It 
can also function as a single-input dual-output converter as well as 
with two degrees of freedom using its two switches. Furthermore, 
the duty cycle changes has no effects on the converter dynamic 
model; thus, the converter can be controlled with just one 
controller in different modes, making it less complex. By deriving 
a small signal model for each operating mode, the converter 
control system was designed. MPPT was used to track the PV 
voltage and inductor current without needing an extra PV sensor. 
Its steady and dynamic states operations were validated using close 
and open loops results.  In-lined with both simulations and 
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theoretical analyses, they observed that the 24V pole voltage and 
the photovoltaic power are maintained under different conditions 
(such as during solar irradiation fluctuations and transient load 
power demands); thus, validating the converter design 
performance and reliability. The converter was found to have a 93% 
peak efficiency and ~87% rated power efficiency. Figure 27a 
exemplifies the proposed BDCMG power scheme and Figure 27b 
depicts the converter topology whereas Figure 27c shows a 
different load configuration. 

 

(a) Low-voltage (48-V) BDCMG system. 

 

(b) Converter topology 

                     

                 

(c) Converter topology with alternative load representation 

Figure 27: BDCMG System and Converter Topologies (adapted from [35]) 

2.28. Study on Boost Converters with High Power-Density 
for Hydrogen-Fuel-Cell Hybrid Railway System 

Investigated in [36] is a high power hybrid hydrogen fuel cell 
railway system portrayed in Figure 28a − with focus on designing 
an efficient and high power density DC-DC converter, since fuel 
cells are normally low DC power sources and can not supply the 
needed 1500V to drive the inverter input needed for the railway 
traction AC motors. Therefore, two DC-DC power converters, 
namely the interleaved boost converter shown in Figure 28b and 
the three-level boost converter depicted in Figure 28c, were 
researched to determine the most suitable DC-DC boost power 
converter architecture. Taking into considerations and also using 
optimal design methods were the boost inductor, output capacitor 
and power semiconductor devices performances with respect to the 
hybrid railway specifications. Both power converters designs were 
verified with a 600V input and 1200V / 20kW output setup and the 
results concluded that the three-level boost converter performed 
better in-terms of the efficiency, power density and dynamic 
current response. As a result, it was chosen as the most suitable 
topology for the hybrid hydrogen fuel cell rail system. 

 

(a) Propulsion system for hybrid hydrogen-fuel-cell railway system 

 

(b) High step-up DC-DC interleaved boost converter (IBC) 

 

(c) High step-up DC-DC three-level boost converter 

Figure 28: Concept Design with High Step-up DC-DC IBC and Three-level Boost 
Converter (adapted from [36]) 
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Table 1 summarizes the fuel cells power converters studies 
reviewed − in which the major highlights, advantages and 
disadvantages of each where applicable, are briefly recapitulated. 

 
Table 1: Power Converters Studies Examined Summary (adapted from [1]) 

  Power Converters Highlights, Merits and Demerits 
Study 2.1 

(A. Kolli et al, 
2015) 
[23] 

Various FCs DC-DC power converters setups. 
Emphasis on different types of interleaved 
converters for high, medium and low power 
uses. FCs in parallel /series raise output power. 

Study 2.2 
(M. Kabalo et al, 

2010) 
[13] 

FC vehicles cutting edge DC-DC converters. 
High voltage ratio, compactness and efficiency 
with affordability, should be used to implement 
power converters. Presented different schemes.  

Study 2.3 
(M. Delshad & 

H. Farzanehfard, 
          2011)    [14] 

ZVS current fed push-pull DC-DC converter. 
When power is off, voltage surge across the 
switch is absorbed. This improve its efficiency 
and compactness to enable basic PWM control.  

Study 2.4 
(N. Bizon, 2011) 

[15] 

A new architecture of FC HPS for efficient 
functioning and better steadfastness. HPS with 
active MPPT and hysteretic current controls 
were used to minimize ripple current from FC. 

Study 2.5 
(O.A. Ahmed & 
J.A.M. Bleijs, 

2013) 
[16] 

For an UC in DC micro-grids, a bidirectional 
voltage-fed setup is preferred for quick dynamic 
response, though for a broad input voltage 
instability at the UC, there is greater circulating 
power flow and conduction losses. 

Study 2.6 
(A. Carvalho et al, 

2011) 
[19] 

Modeled a PEM FC using MatLab. Noted the 
preferred model must take control and optimise 
the FC operation points. Soft switching based 
on series resonant and SA was used, as it 
reduces switching losses and boost efficiency. 

Study 2.7 
(F.M. Mwaniki, 

2014)      [11] 

Multi-phase tapped-coupled inductor suited for 
varying high power DC-DC converter uses. 
Showed minimal input & output power ripples.  

Study 2.8 
(Y. Huangfu et al, 

2015) 
[10] 

High power efficiency step-down converter for 
discrete wind power supply scheme, akin PV. 
Achieved a 2kW supply with 96% efficiency 
with step-down ZVS/LCD scheme with MPPT. 

Study 2.9 
(R. Seyezhai et al, 

2013) 
[9] 

Interleaved converters with switched capacitor 
are considered the suitable topology for FC 
systems, because of reduced ripple power in the 
input and output, quicker transient reaction, 
small EMI, enhanced efficiency and reliability. 

Study 2.10 
(M. Nymand & 

   M.A.E. Andersen, 
2008) 

[8] 

A new low-leakage inductance low-resistance 
design approach to low-voltage high-power 
isolated boost converters. Poorest efficiency at 
minimum input voltage with maximum power 
was ~97%. The maximal efficiency was ~98%. 

Study 2.11 
(B. Eckardt et al, 

2005) 
[12] 

FC automotive power-train application using 
high current buck-boost DC-DC converter with 
digital control to render apt protection against 
over-current, over-voltage & over-temperature. 

Study 2.12 
(A. Kirubakaran 

et al, 2009) 
[3] 

PEM FC setup with DC-DC step-up converter: 
Design, modeling and simulation. For instant 
load fluctuation from 0.6 – 1.1kW, the FC 
current and voltage took ~50 - 70ms (fuel 
starvation) to attain a new steady state. The 
altering voltage was tracked with PI controller. 

Study 2.13 
  (M.T. Outeiro & 

  A. Carvalho, 2013) 
   [6] 

A method to devise power converters for fuel 
cell rooted schemes using resonant technique. 
Independent voltage and PEMFC controllers. 
Enhanced FC efficiency by managing FC Pout. 

Study 2.14 
(H. Wang, 2019) 

[20] 

Devise and management of a 6-phase IBC 
rooted in SiC with EIS functionality for FC 
HEV. IBC dynamic model with HIL real-time. 

Study 2.15 
(L.M.P. Fanjul, 

2006) 
[4] 

Design deliberations for DC-DC converters in 
FC schemes. Used analytical and experimental 
schemes to achieve a steady and efficient FC & 
power converter system. A modular FC stack 
and DC-DC converter were pioneered by 
dividing it into autonomous optimal sections.  

  Power Converters Highlights, Merits and Demerits 
 

Study 2.16 
(D. Ravi et al, 

2018) 
 

[24] 

IBC and BDC were researched. IBC improves 
power ripples. The more the interleaving, the 
better the ripple reduction; though, the more 
costly. BDC can charge storage devices and 
furthermore, the isolated types offer galvanic 
protection in high power uses; however, their 
large size makes them unfit for portable uses. 

Study 2.17 
(J. Gao et al, 

2019) 
[25] 

FCs have various challenges and the best 
solution is one that is inclusive with various 
hardware and software solutions to optimize 
better FCs costs, performance and longevity. 

Study 2.18 
   (H. Liu et al, 

  2020)       
 [26] 

Investigated a high power fuel cell system. Two 
test setups were used; a i) rated and ii) cycle 
working condition tests and found that  fuel cell 
power engine reached 80kW at rated power 
with the peak power exceeding 100kW. 

Study 2.19 
    (R. Miyazaki et al,    

      2020) 
[27] 

A current-fed snubber-less ZCS FC high step-
up DC-DC converter was studied. It achieved a 
greater voltage boost ratio and low power 
ripple, making it suitable for smart homes use.  

Study 2.20 
(M.S. Bhaskar et al, 

2020) 
[28] 

Reviewed extensively and comprehensively in 
theory and topologically, the different types of 
fuel cells with focus on the use of fuel cells in 
FCEV power-trains. Miscellaneous types of 
power converters were also assessed in details.  

Study 2.21 
(K.S. Rathode et al, 

2019) 
[29] 

Researched a hybrid PV and FC system. The 
power electronics used a DC-DC converter, a 
three phase DC-AC inverter for interfacing to 
the electrical grid and AC loads with P&O 
MPPT as well as reference frame theory and 
PLL to enable a reliable power supply system. 

Study 2.22 
(S. Kavyapriya & 

R.K. Kumar, 
2020)      
 [30] 

Modeled and simulated four step-up power 
converters schemes. Found that the ZETA 
topology offers the best THD, followed by 
LUO, SEPIC and Boost with THD of 31.22%, 
53.83 %, 65.38 % and 80.22 % respectively.  

Study 2.23 
(P. Bazin et al, 

2020) 
[31] 

Implemented a smart FC with built-in DC-DC 
power converter. The classic boost converter 
with 6-phase interleaving was chosen, as it 
fitted well, efficient & offered least parts used. 
The efficiency was >95% for a nominal output 
power of ~1.5kW and output voltage of 240V. 

Study 2.24 
(A. Gonnet et al, 

2019) 
[32] 

Studied power converter topology for FC 
battery voltage conditioning. The classic boost 
converter inductor was replaced with a LCL 
filter. Gave good performance at varying loads. 

Study 2.25 
(J. Corcau et al, 

2019) 
[33] 

Modeled & simulated a hybrid aerodrome FC 
power source consisting of a FC stack, a boost  
and buck-boost DC to DC converters as well as 
super-capacitor to provide clean, stable, peak 
power and energy dynamics during transients. 

Study 2.26 
(A. Abdelhakim & 

F. Blaabjerg, 
2020) 
[34] 

Proposed a CMMC single-stage solution to 
interface a low voltage PV and fuel cells DC 
power supplies to a higher voltage AC load or 
grid. This offers better performance and is less 
bulky, contrary to a two-stage boost converter.  

Study 2.27 
(P. Prabhakaran & 

V. Agarwal, 
2020) 

 
[35] 

Presented a BDCMG power supply system 
based on a novel 4-port dual-input dual-output 
DC-DC converter to interface fuel cells, PV and 
wind power sources to a low voltage BDCMG. 
The converter was reliable, compact, versatile 
and unidirectional with a 93% peak efficiency 
and a ~87% rated power efficiency. 

 
 
 

Study 2.28 
 

   (H.S. Youn et al,       
2020) 

 
      [36] 

Investigated a high power hybrid hydrogen FC 
railway system with focus on designing an 
efficient and high power density DC-DC 
converter. Two DC-DC power converters, 
namely the IBC and three-level boost converter 
were researched to determine the most suitable 
DC-DC boost power converter architecture.  
The three-level boost converter out performed 
the IBC in terms of efficiency, power density 
and dynamic current response and was chosen. 
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3. Energy Management Systems / Storage (EMSs) 

In [37]-[70], EMS simply deals with the partial or overall 
management / control of a device, a section or the entire system – 
that is, from when, where and how the energy / power is generated, 
used, processed, converted and or stored. Furthermore, some 
housekeeping such as thermal management is carried-out as well. 
The management performed could be i) on-demand (upon users 
requests or executions as per system dynamics dictates), ii) on-
schedule (pre-programmed to do certain routine tasks at a 
particular time) and iii) artificial intelligence (based-on machine 
learning). Usually, a dedicated microcontroller and or power 
management chip or an adequate computing platform is used to 
optimally process and execute advanced control algorithms that i) 
manages power generation devices (fuel cells, solar-cells, wind-
farms, TEGs, etc) and supporting systems (water pumps or fans), 
ii) manages power conversion switching devices (switch ON and 
Off or pulsing the power ICs or MOSFETs or IGBTs etc as 
required), iii) monitoring energy storage devices (batteries, super-
capacitors / ultra-capacitors etc), iv) controlling the end user 
applications (e.g. HEV) and finally v) housekeeping (temperature 
monitoring, timestamp etc) and interacting with the system 
processes optimally to ensure the closed loop power generation / 
energy conversion and storage processes are efficient, affordable, 
quicker, safer and reliable. Examined in what follows are some  
case studies on power and energy conversions management 
schemes applicable to FCs and suitable for FC CCHP systems. 

3.1. MIL, SIL and PIL Tests for MPPT Algorithm 

Investigated by [37], a boost converter is necessary to convert 
DC voltage to another DC voltage (DC-DC). In their research, 
solar energy was harvested by PV array and tracked for continuous 
power generation using model based MPPT technique. The 
converter contained a MOSFET as the converter switch, which is 
managed by PWM signal. Once the MOSFET switch is ON, the 
energy from the PV module is stored in the inductor and the reverse 
biased diode disengages the output from the PV generator while 
the output capacitor supplies current to the load. Conversely, when 
the MOSFET switch is OFF, the inductor is in a discharge state 
and forward biases the diode to engage the output to the PV 
generator. The PV panel voltage and inductor voltage (discharging 
state) combine to give the output voltage, which is always more 
than input voltage, hence boost conversion. The study was 
systematically performed in three stages as follows i) model-in-
the-loop (MIL), ii) software-in-the-loop (SIL) and iii) processor-
in-the-loop (PIL) as depicted in Figure 29 − in which an algorithm 
with customized variable step was modeled and connected to a 
simulated PV panel and a boost converter. The MPPT model was 
simulated first using Simulink and the process is called MIL as 
shown in Figure 29. The result acquired using MIL test under STC 
was asserted in the study and as presented in the steady state, the 
PV power is equal to 60.54W which is the highest power of the 
Solarex MSX-60 panel under STC (1,000W/m² and 25°C). The 
study first demonstrated the MIL test result when the irradiance 
was raised from 500 to 1000 W/m², then reduced to 800W/m² and 
finally to 600W/m² − the tailored algorithm gave quicker response 
during irradiance changes and the steady-state oscillations were 
almost negligible. 

 The algorithm was changed from MIL format to SIL and the 
same irradiance test pattern repeated again to test the MPPT 
tracking and the same result was achieved similar to that of MIL.  

Finally, the code was changed to PIL format and the same 
irradiance test pattern repeated again to test the MPPT tracking 
using hardware-in-the-loop as illustrated in Figure 29, which also 
gave the same result. This concludes that the implemented MPPT 
algorithm is accurate, as all the three algorithm formats gave the 
same outcomes. This approach can be applicable also to fuel cells. 

 

Figure 29: MIL, SIL and PIL Tests for MPPT Algorithm (adapted from [37]) 

3.2. Review on EMS for FCs Hybrid Electric Vehicle: Issues and 
Challenges 

According to [38], different ways of using a battery to 
supplement a fuel cell to reliably supply power without 
experiencing the fuel cell fuel starvation phenomenon were 
investigated. The basic rationale in the literature was to formulate 
various types of power converters and energy management 
systems / storage (EMS) governed by different control strategies − 
which include but not limited to the followings techniques a) fuzzy 
logic [39], b) power frequency splitting [40], c) space dynamic 
equation, d) deterministic dynamic programming [41], e) neural 
network optimization algorithm [42], etc. 

Furthermore in [38], super-capacitor (SC) instead of a battery, 
was used to supplement a fuel cell. Super-capacitors are known to 
have very high power density (relative to a battery or FC), enabling 
it to react faster in transient conditions of brief high current 
demand. This method requires as well various topologies of power 
converters and EMS governed by different control techniques, 
which include but unlimited to the following methods a) 
differential flatness controls [43], b) polynomial control technique 
[44], c) wavelet-based load-sharing algorithm [45], d) fuzzy logic 
[46], e) wavelet adaptive linear neuron (WADALINE) [47], f) 
adaptive optimal control algorithm (AOCA) [48], etc.  
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Figure 30: Fuel Cell, Battery and Ultra-capacitor Hybrid Power System (redrawn 
from [38]) 

Finally, the third setup as stated in [38], involves all three – the 
FC, battery and finally the super-capacitor all connected in parallel. 
This setup requires as well various topologies of power conversion 
and EMS governed by different control methods, which include 
but unlimited to the following approaches a) proportional integral 
(PI) regulator [49], b) fuzzy logic [50], c) various FC, battery and 
SC configurations [51], d) traction control method [52], e) flatness 
control technique [53], f) PWM control [54], state machine 
strategy [55] PI and nonlinear sliding mode controllers [56] etc. 
The fuel cell, battery and super-capacitor technique is the most 
effective and widely used, as it provides both high energy and high 
power densities, as well as storage when needed. Figure 30 
summarily depicts this technique. 

3.3.  A Comparative Study of EMS Schemes for a FC Hybrid 
Emergency Power System of More-Electric Aircraft (MEA) 

Researched in [57], an articulation of assorted EMS for a fuel 
cell-based emergency power system of a More-electric aircraft was 
presented. Akin to Figure 30, the fuel cell hybrid system comprises 
of a FC, Li-ion battery and super-capacitor, together with DC-DC 
converters and DC-AC inverter as shown in Figure 31. The EMS 
techniques comparatively studied include those used in FC vehicle 
applications such as the proportional integral (PI), the state 
machine, the fuzzy logic /frequency decoupling, the equivalent 
consumption minimization and the rule-based fuzzy logic 
strategies. The main metrics used to compare the various EMS 
strategies performance are the i) the H2 consumption, ii) state of 
charge of the batteries / super-capacitors and iii) general system 
efficiency. Lastly, a novel technique using the wavelet transform 
of their instantaneous power, was used to measure the tensions on 
each energy source to determine the impact on their life cycle. 
Simulation models as well as an experimental test setup were 
developed to simulate and practically verify the study. 

 

Figure 31: Hybrid Fuel Cell, Battery and Super-cap with EMS (adapted from 
[57]) 

3.4. Model-Free Control of Multi-phase IBC for FC / Reformer 
Power Generation 

Fuel cells require power converters to boost their low DC 
output voltage, as well as a control mechanism to optimize its 
operation. According to [58], the regulation parameters are set 
using a linear method to assess the convergence problem; as a 
result, they developed further a model free control (MFC) to 
manage the fuel cell power for DC micro-grid applications. In 
their approach, a 2-phase interleaved boost converter was 
implemented to address the non-linear control problem. Relative 
to PI and flatness control techniques, a MFC is simple and don’t 
need precise info of the DC micro-grid parameters, though MFC 
still needs to know the power converter inductances value. The 
simulated design was done using dSPACE MicroLabBox and 
practically tested using a 50V 2.5kW PEMFC with two 2.5kW 
converters connected in parallel to the FC output and both tests 
correlated with excellent performance. Figure 32a depicts the FC 
power plant overview and Figures 32b and 32c respectively 
represent the IBC architecture and a two-phase MFC technique. 

 

(a) FC / reformer power plant for grid connected applications 
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(b) Multi-phase parallel IBC for FC applications 

 

(c) Suggested MFC of the FC power for the multi-phase FC power converter 

Figure 32: FC Power Plant, Power Converter and MFC (adapted from [58]) 

3.5. Control and Grid Connection of a FC Power System 

As now known, FC is gaining traction in micro-grids and other 
applications due to their environmental friendliness. Studied in [59] 
is 900 cells (0.7V per cell) 625V PEMFC stack connected to a 3-
phase electrical network using a 700V DC-DC conventional boost 
converter and a 420V voltage source converter (VSC) DC-AC 
inverter. PI linear controllers are used in the power converter to 
monitor the voltage/current and to regulate the electrical dynamics 
needed to reliably supply power to the grid. The VSC regulates 
autonomously the active and reactive powers injected to the grid, 
using two linear control loops PI(1) and PI(2) and a sinusoidal 
pulsed width modulation (SPWM) scheme. MatLab / Simulink 
was used to model and simulate the design and the PI controller 
could reach steady state within 50ms.  The VSC inverter 
controller was able to reach steady state within 30ms when the 
active and reactive powers were doubled. Figure 33a illustrates the 
FC electrical network and Figures 33b and 33c, respectively 
denote the PI and VSC controllers strategy.  

 

(a) The fuel cell stack, power converter and 3-phase grid 

 

(b) The boost converter PI controller sketch 

 

(c) The VSC control and modulation strategy 

Figure 33: The FC, Power Converter and Electrical Grid with PI and VSC 
Controllers Schemes (adapted from [59]) 

3.6. A Novel Control Scheme for High Efficiency FC Power 
Systems in Parallel Structure 

 Discussed in [60] is a basic control technique for greater 
efficiency power converters of a FC distributed generation (DG) 
system shown in Figures 34a-34c. Usually, multiple FCs and 
power converters are connected in parallel to meet the power rating 
required for a FC DG systems. However, power systems  have 
three main losses; namely core, switching and conduction losses − 
the switching and core losses are insensitive to load fluctuations, 
whereas the conduction loss is proportional to power output. 
Therefore, when power systems work under light-load conditions, 
the switching and the core losses can significantly contribute to the 
total losses, as the conduction loss will be small.   As a result, 
the traditional paralleling approach entails the power system 
operates the same irrespective of the load size, making the power 
system in-efficient at light-load (small current) conditions, due to 
the predominantly switching and core losses. Therefore, the 
parallel system efficiency under light-load is enhanced by 
changing accordingly the quantity of parallel power units to meet 
just the light-load demand − doing so substantially reduce the 
switching and core losses, as less power units will be operating and 
more can be added under heavy-load. Three 300W units were 
paralleled to achieve a 900W FC DG efficient system.  
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(a) Parallel FC DG system 

 

(b) Current-fed isolated full-bridge power converter 

 

(c)   Proposed control scheme block diagram 

Figure 34: The Proposed FC System, Power Converter and Controller Scheme 
(adapted from [60]) 

3.7. An EMS Strategy Based-on State Machine with Power 
Compensation for PV-PEMFC-Li-ion Battery Power System 

Investigated in [61] is a hybrid power supply system 
constituting a PEMFC, PV and auxiliary Li-ion battery for electric 
vehicles as exemplified in Figure 35a. A conventional FC and solar 
cell DC-DC boost converters are used and for a Li-ion battery, a 
boost-buck power converter is employed. To efficiently coordinate 
the different power / energy sources and stabilize the DC bus 
voltage, a state machine EMS control technique with power 
compensation was employed. The rationale is to minimize the 
frequency of the PEM FC power output variations and ensuring the 
Li-ion battery charges and discharges within the ideal intervals. 
Figure 35b illustrates the state machine EMS used to adjust the FC 
voltage and Li-ion SoC to attain optimal results. 

 
(a) FC, TV and Li-ion Power System Overview 

 

 

(b) Optimized FC state machine EMS with power compensation 

Figure 35: Proposed Power System and State Machine EMS (adapted from [61]) 

Traditional FC state machine 
 

Extra power compensation 
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3.8. Development of a Fuzzy-Logic-Based EMS for a Multi-port 
Multi-operation Mode Residential Smart Micro-grid 

Demonstrated in [62] is an advanced grid-tied residential smart 
micro-grid composing of a fuel cell, solar cell and battery bank to 
supply the local loads using both electric and magnetic buses. 
Typically, an electric bus comprising of multiple converter based 
micro-grids is used; however, this setup is costly and bulky with 
numerous and large conversion stages; thus, the addition of a 
common magnetic bus with multi-port converters circumvent 
these shortcomings and furthermore isolate the conversion ports. 
Their hybrid architecture with EMS translates to a centralized 
quicker and versatile system. The suggested micro-grid was 
capable of working in multiple grid-tied and off-grid modes using 
a fuzzy logic energy management unit (EMU) controller to choose 
the proper mode of operation − taking into cognizance short and 
long-term energy generation and usage. The micro-grid operation 
performance was enhanced using synchronized bus-voltage 
balance control technique. The executions of the micro-grid and 
EMU were experimentally tested for three different cases of the 
residential load in grid-connected and off-grid modes. The energy 
distribution and cost analyses for each case show the merits of the 
EMU for both the grid and user. The various control schemes for 
each of the power converters/inverters is detailed in the full text. 
Figure 36 exemplifies and summarizes the research.   

 

Figure 36: Proposed Smart Micro-grid including Converters, Controllers and 
EMU (adapted from [62]) 

3.9. Frequency Separation-based Power Management Strategy 
for a FC-Powered Drone 

Studied in [63] is a hybrid FC and super-capacitor with a DC-
DC boost converter power system for drones depicted in Figure 
37a. The EMS control technique exploited is routed-in frequency 
separation-based technique whereby the required power is shared 
between the energy sources − in this case, the FC and super-
capacitor. Depicted in Figures 37b and 37c, the drone flight load 
profile is divided into low and high frequency components, in 
which the FC connected to the DC-DC boost converter is 
controlled to handle the low frequency dynamics whereas the 
supercapacitor handles the high frequency dynamics during peak 
power demands as expatiated in Figure 37c. The system was 
simulated using a real power profile from a small hexacopter 
experimental flight test and the results justify the EMS was capable 
of minimizing the fuel cell power variations with the 
supercapacitor handling all of the transient / peak power demands, 
consequently prolonging the FC lifetime and drone flight periods. 

 

(a) Drone FC and super-capacitor power system overview 

 

(b) Frequency power sharing concept 

 

(c) Power frequency sharing 

Figure 37: Proposed Drone Hybrid Power System and Frequency Separation EMS 
(adapted from [63]) 

http://www.astesj.com/


N.P. Bayendang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 54-83 (2021) 

www.astesj.com   76 

3.10. MPPT Control of an IBC for a PEM FC Applications 

Stated in [64] is simply how FC power can be stepped-up 
using a four-phase IBC and controlled efficiently using a MPPT 
P&O EMS. The IBC further reduced the FC voltage and current 
ripples whereas the MPPT ensured max power is extracted from 
the fuel cell. Figures 38a-38c summarize the implementation. 

 

(a) Four-phase IBC Simulink model 

 

(b) Perturb and Observe MPPT 

 

 

(c) IBC with MPPT Simulink model 

Figure 38: FC and Four-phase IBC with MPPT P&O EMS (adapted from [64]) 

3.11. Power Flow Control via Differential Power Processing 
to Enhance Reliability in Hybrid Systems based on PEM FC 

Presented in [65] is an interesting study on interconnecting 
fuel cells to obtain maximum output power. Two interconnection 
techniques; namely, i) modular integrated converter (MIC) and ii) 
differential power processing (DPP) including their power 
converters (synchronous switching bidirectional buck-boost) and 
EMS technique (MPPT P&O / Hill Climbing (HC)) were modeled 
using Matlab and discussed in details. As depicted in Figure 39a, 
the MIC topology has each FC connected in parallel to its own 
separate converter and each converter is in turn connected in 
series. This allows several converter topologies and control 
schemes to be implemented independently. However, the main 
disadvantages are the number of converters used, the cost 
involved and poor conversion efficiency − as 100% of the power 
produced by each FC sub-module is processed. As displayed in 
Figure 39b, the DPP architecture simply has two FCs connected 
in parallel with a single buck-boost converter, thereby reducing 
the total number of power converters by one. Further advantages 
include simplicity, speed, affordability and improved efficiency − 
since only a fraction of the FC sub-module generated power is 
processed. However, the main disadvantage is the complexity in 
the control technique implementation, since the active balance 
needs to communicate with each FC sub-module to apply MPPT.  

 

 

 

(a) MIC topology showing FCs and converters interconnections 
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Using Matlab / Simulink, MPPT P&O algorithm illustrated in 
Figure 39c was implemented on the DPP converter to achieve a 
fast control loop. The simulation verified the merits of the DPP 
topology and the MPPT P&O algorithm convergence technique. 

 

 

 

(b) DPP topology showing FCs and converters interconnections 

 

(c) HC / P&O  MPPT control algorithm 

Figure 39: MIC, DPP and MPPT P&O Techniques (adapted from [65]) 

3.12. EMS in a Multi-source System using Isolated DC-DC 
Resonant Converters 

Described in [66] is a hybrid FC and super-capacitor with PI 
controller power system. The research purpose was to develop a 
control mechanism for the fuel cell and super-capacitor DC-DC 
resonant power converters to share the system power according to 
their dynamic responses. Usually, the FC has a slower power 
dynamic relative to the super-capacitor; therefore, initially the 
super-capacitor will handle the instant peak power demands 
whereas the FC provides the bulk of the power during steady state. 
The isolated LLC resonant converter connects the FC to the DC 
bus, whereas the super-capacitor connects to the DC bus via the 
bidirectional resonant converter which charges and discharges the 
super-capacitor. The modeling and simulations were done using 
Matlab / Simulink with PLECS and the findings affirm the merits 
of using resonant converters − which also offer isolation and 
reduced switching losses. Portrayed in Figure 40a is the FC and 
super-capacitor hybrid power system and Figures 40b and 40c 
respectively lucubrate FC and super-capacitor PI controllers. 

 

(a) FC and super-capacitor hybrid system  

 

(b) Fuel cell voltage control loop 

 

(c) Super-capacitor’s bidirectional control loop 

Figure 40: FC, Super-capacitor Hybrid Power System with PI Controller (adapted 
from [66]) 
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3.13. EMS Optimization for a FC Hybrid Vehicle based on 
Power Losses Minimization 

Indicated in [67], fuel cells hybrid vehicle is a suitable 
alternative to internal combustion engine vehicles, as they are 
environmentally friendly. Their research thus proposed an energy 
management optimization technique for the power distribution 
system, to increase the driving range of fuel cell hybrid vehicles. 
The hybrid energy system constitutes a FC connected to a power 
converter which in turns connects concurrently to a battery and a 
DC load as represented in Figure 41a. The suggested control 
optimization algorithm is based on minimizing the energy losses 
in the system. Using Simulink / PSIM; the losses, costs, size and 
mass were evaluated, in which it was found that lower FC power 
and higher battery capacity offer low energy losses and low 
consumption; whereas maximum fuel cell power and lowest 
battery capacity provide minimum costs, mass and size. The results 
correlated other studies in the literature. Figures 41b and 41c depict 
the basic FC and battery models respectively and Figure 41d shows 
the optimization algorithm high level overview.  

 
(a) Fuel cell, power converter and battery hybrid power overview 

 

 

     (b) Super-capacitor simplified model 

                        

                 

                      
(c) Battery basic model 

 
(d) Optimization algorithm input and output data 

Figure 41: System Overview, Fuel Cell and Battery Models and Optimization 
Algorithm Overview (adapted from [67]) 

3.14. Dynamic Modeling and Closed-loop Control of Hybrid 
Grid-connected Renewable Energy System with Multi-input 
Multi-output Controller 

Proposed in [68] and summarized in Figure 42a, is the use of 
multi-input multi-output (MIMO) technique to dynamically model 
and closed-loop control a hybrid grid-tied renewable energy 
system. The system constitutes a solar cell and FC each 
respectively connected to their boost converters which are in turn 
connected in parallel to a single-phase H-bridge inverter to supply 
an AC load. The system employed the traditional MPPT and PI 
control techniques compensated by the MIMO network detailed in 
Figure 42b. Using the system transfer functions frequency 
response, the MIMO controller gains are tuned. MatLab and 
Simulink were used to simulate and analyse the designed MIMO 
controller accuracy and effectiveness and from the results, MIMO 
is quick and stable at various functional points, having a negligible 
steady-state error as well as with a grid THD of ~1.48% in 
accordance with standards of distribution networks.  

 

(a) Suggested control structure for grid-connected PV/FC hybrid energy system 

 

(b) Compensation network 

Figure 42: Proposed FC and PV Hybrid Energy System and Compensation 
Network (adapted from [68]) 

(2) 

(1) 
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3.15. FCEVs — A Brief Review of Current Topologies and 
EMS Strategies 

 Articulated in [69], advancement in technology and new 
international policies on electric / hybrid electric vehicles are 
becoming trendy. In light of this, their research focused on fuel 
cells and energy storage devices as well as power converters and 
EMS techniques to sustain hybrid electric vehicle dynamic power 
demands. Different fuel cell energy / power configurations and 
power converters topologies were assessed and the highlights are 
presented in Figures 43a and 43b − respectively a fuel cell with 
storage devices and dual-input high step-up isolated converter. 
Furthermore, miscellaneous EMS strategies were examined with 
focus on energy efficiency, usage of hydrogen and sub-systems 
decay involved. The pros and cons of rule-based, learning-based 
and optimisation-based EMS strategies were discussed and the 
conclusion is to hybridize modern and existing strategies to 
eliminate the uncertainties regarding EMS techniques robustness. 

 

(a) FC, battery and ultra-capacitor hybrid electric vehicle configuration 

 

(b) Dual-Input High Step-Up Isolated Converter (DHSIC) 

Figure 43: FC Hybrid Electric Vehicle and DHSIC Scheme (adapted from [69]) 

3.16. A Review and Research on FCEVs: Topologies, Power 
Electronic Converters, EMS Methods, Technical Challenges, 
Marketing and Future Aspects 

Analyzed extensively in [70], fuel cells are the future 
especially for FCEV as shown in Figure 44a. In this respect, a 
comprehensive study of types of FCs with electric motors are 
explained with focus on their areas of applications, diagnostic 
properties and working environments. Furthermore, power 
converters which boost the FC voltages to drive different motor 
topologies used in FCEVs, are elaborated based on their structural 
frequency of use, their architecture and difficulty. Summarized in 
Figure 44b, assorted FCEVs power converters EMS schemes and 
technical challenges were examined and the final closing remarks 
highlighted the present status and future prospects using 
significant number of marketing and target data.  

 
(a) FCEV power transmission system with auxiliary power supplies 

 

(b) FCEVs EMS classification of technical challenges and system problems 

Figure 44: FCEV Power Transmission System and EMS Schemes and Challenges 
(adapted from [70]) 
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Table 2: EMS Case Studies Examined Summary 

  EMS Research Highlights, Merits and Demerits 
Study 3.1 

(S. Motahhir et al, 
         2017)      [37] 

MIL, SIL and PIL tests for MPPT algorithm.  
Implemented MPPT algorithm on each and all 
three formats reasonably gave similar results. 

Study 3.2 
(N. Sulaiman et al, 
         2015)     [38] 

Extensive analysis on FC fuel starvation and 
EMS schemes for FC HEV: In-depth FC issues, 
challenges & solutions were presented. 

Study 3.3 
(S.N. Motapon 

     et al, 2014)  [57] 

Implemented simulated and experimental test 
frameworks for relative analyses of various 
EMS methods for a FC hybrid power system. 

Study 3.4 
(P. Mungporn et al, 

2019)      
 [58] 

Developed further a model free control (MFC) 
to manage the fuel cell power for DC micro-grid 
applications. In their approach, a 2-phase 
interleaved boost converter was implemented to 
address the non-linear control problem and the 
simulated and practical results correlated. 

Study 3.5 
(G.G. Suárez-

Velázquez et al,  
 2020)       
[59] 

Used VSC to autonomously regulate  the active 
and reactive powers injected to the grid, via a 
sinusoidal SPWM strategy and two linear 
control loops PI(1) and PI(2). The VSC was able 
to reach steady state within 30ms when the 
active and reactive powers were doubled. 

Study 3.6 
(Y. Jeong et al, 

 2019)       
 

[60] 

The efficiency of parallel FC systems under 
light-load is enhanced by changing accordingly 
the quantity of parallel power units to meet the 
light-load demand and substantially reduce the 
switching / core losses. Three 300W units were 
paralleled to achieve a 900W efficient system. 

Study 3.7 
(Y. Zhang et al, 

 2019)      
 [61] 

A state machine EMS control technique with 
power compensation was employed to curb the 
frequency of the PEM fuel cell power output 
variations and ensuring the Li-ion battery 
charges & discharges within the ideal periods. 

Study 3.8 
 

(M. Jafari et al, 
2019)       

 
[62] 

Demonstrated an advanced grid-tied household 
smart micro-grid consisting of a fuel cell, solar 
cell and battery bank to provide the local loads 
using both electric and magnetic buses. The  
magnetic bus with the multi-port converters 
augments the electric bus and further isolates 
the conversion ports. The EMU controller was 
tested for three distinct scenarios of the home   
load and the distribution of energy and cost 
analyses for each case, show the EMU merits. 

Study 3.9 
(M.N. Boukoberine 
   et al,  2020)  [63] 

The EMS method used is routed-in frequency 
separation-based scheme, whereby the required 
power is shared between the energy sources. 

  Study 3.10 
(E.M. Barhoumi  

     et al, 2020)   [64] 

FC power can be stepped-up using a four-phase 
IBC and controlled efficiently using a MPPT 
EMS scheme to reduce power ripples. 

Study 3.11 
(K.S. Artal-Sevil  

et al, 2020)  [65] 

Presented MIC and DPP connections of FCs 
with power converters. MPPT was used on the 
DPP converter to achieve a fast control loop.  

Study 3.12 
(M. Arazi  et al, 

2020)    [66] 

Developed a mechanism for FCs and  SCs DC-
DC resonant power converters to share the 
system power  using their dynamic responses. 

Study 3.13 
(A. Martin-Lozano 

 et al, 
          2020)      [67] 

Proposed an EMS optimization technique for 
the power distribution system to increase the 
driving range of fuel cell hybrid vehicles. The 
results correlated other studies in the literature. 

Study 3.14 
(M. Salimi et al, 

           2021)      [68] 

Suggested the used of MIMO technique to 
dynamically model and closed-loop control a 
FC hybrid grid-tied renewable energy system. 

Study 3.15 
(I.S. Sorlei et al, 

           2021)     [69] 

Used FCs and energy storage devices as well as 
power converters and EMS techniques to 
sustain hybrid electric vehicle dynamic power. 

Study 3.16 
(M. İnci et al, 

             2021)   [70] 

Reviewed extensively FC types with electric 
motors with focus on their uses, diagnostic 
properties and finally working environments. 

 

Table 2 summarizes the reviewed EMS FC applicable studies.  

4. Conclusion 

Energy insecurity and electrical energy in particular, is a 
progressive pressing societal crisis in South Africa and Africa. In 
this regard, this article articulated a structural review of forty four 
different power converters and EMS research case studies to 
reasonably choose and develop a suitable FC power converter and 
EMS scheme for a hybrid FC CCHP system for households / 
commercial applications. From the review, it was observed that the 
power converters based on IBC / variants and as well isolated boost 
converters were of interests. IBC are simple, more robust, good for 
ripples reduction and peak power applications. However, the 
fundamental IBC topology is not isolated and adding isolation 
transformers offers protection but increases the costs and size. 
Likewise, EMS techniques can be grouped under rule-based, 
learning-based and optimization-based but the most popular EMS 
strategy used with power converters are the MPPT and PI 
controller. Furthermore, FCs can also be modularized with each 
FC sub-module having its own power converters and EMS scheme 
to increase the system efficiency. In sum, there is no method that 
is flawless − choosing a particular approach and trading-off 
different features depend on the targeted applications and the 
research objectives; whether to maximize efficiency, robustness, 
safety, performance etc and minimize costs, size, noise, 
complexity etc. For our research project, power converters based-
on IBC variants and BDC with EMS based on MPPT and or PID 
controller for use with FC, Li-ion battery, ultra-capacitor and 
thermo-electric devices are considered to investigate further the 
CCHP system postulated in Figure 45 to conclude the study.  

 

Figure 45: Postulated Fuel Cell CCHP System Undergoing Research 
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Glossary 

AC                Alternating Current 

AOCA            Adaptive Optimal Control Algorithm 

BDC          Bidirectional DC-DC Converter 

BDCMG         Bipolar DC Micro-grid 

CCHP             Combined Cooling, Heating and Power 

CMMC Current-fed Modular Multilevel Converter 

CPC           Conventional Phase-shift Control  

CPUT             Cape Peninsula University of Technology 

DAFB Dual Active Full Bridge 

DC                Direct Current 

DC-IBC          Direct Coupled-Interleaved Boost Converters 

DG          Distributed Generation 

DHB          Dual Half Bridge 

DHSIC Dual-Input High Step-Up Isolated Converter 

DPP          Differential Power Processing 

EGS         Energy Generation System 

EIS                Electrochemical Impedance Spectroscopy 

EMI          Electro Magnetic Interference 

EMS         Energy Management Systems / Energy  
   Management & Storage 

EMU Energy Management Unit 

FC                Fuel Cell 

FCEV              Fuel Cell Electric Vehicle 

FCS                 Fuel Cell Stack 

FIC                  Full-bridge Isolated Converter 

FLC                 Fuzzy Logic Controller 

FPGA              Field Programmable Gate Array 

GaN            Gallium Nitride 

HC   Hill Climbing 

HF                 High Frequency 

HIC                 Half-bridge Isolated Converter 

HIL             Hardware In the Loop 

HPS           Hybrid Power Source 

IBC                  Interleaved Boost Converters 

IC-IBC             Inverse Coupled-Interleaved Boost Converters 

LF         Low Frequency  

MFC         Model Free Control 

MIC         Modular-Integrated Converter 

MIL         Model In the Loop 

MIMO     Multi-Input Multi-Output 

MPPT      Maximum Power Point Tracking 

PCS          Power Conditioning Stage 

PEM        Proton Exchange Membrane or Polymer Electrolyte 
          Membrane 

PI         Proportional Integral 

PIL           Processor In the Loop 

PLL         Phase Lock Loop 

PV         Photovoltaic 

PWM       Pulse Width Modulation 

RIC         Resonance Isolated Converter 

SA          Simulated Annealing 

SC         Super-capacitor 

SiC          Silicon Carbide 

SIL           Software In the Loop 

SOC         State of Charge 

SMC        Sliding Mode Control 

SPWM     Sinusoidal Pulsed Width Modulation 

TEG         Thermoelectric Generator 

THD         Total Harmonic Distortion 

UC          Ultra-capacitor 

UC-IBC    UnCoupled-Interleaved Boost Converters 

VSC          Voltage Source Converter 
WADALINE     Wavelet Adaptive Linear Neuron 
ZCS           Zero Current Switching 
ZSI             Z-Source Inverter 
ZVS            Zero Voltage Switching 
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This paper details an extension to the SLIP model named spring loaded inverted pendulum
model with swing legs (SLIP-SL). SLIP-SL extends the SLIP model by introducing swing leg
dynamics while keeping its passive nature. This way, reference trajectories for the center of
mass and swing foot trajectories can be simultaneously obtained which was not possible with
the SLIP. This makes implementation easier and can increase tracking performance. We show
how a variety of feasible two-phased walking trajectories can be obtained for this template
model using direct collocation optimization methods. It is also shown through simulation studies
that reference SLIP-SL trajectories can be used to control a fully actuated bipedal robot with
the proposed feedback linearization controller to reach a stable cyclic gait.

1 Introduction

This paper is an extension of the work originally presented at
IEEE/ASME International Conference on Advanced Intelligent
Mechatronics (AIM). IEEE, 2020 [1].

All the environments that we live and work in are designed to
be traversed by humans who have a bipedal gait. This makes the
bipedal robots advantageous since they would easily adapt to these
environments. Bipedal robots can move in discontinuous terrains
(ex. stairs) and turn in narrow spots. These and many other reasons
have driven researchers to study the bipedal gait as a locomotion
method for robots.

There is a variety of methods that researchers can choose to
control the gait of a bipedal robot. Using an inverted pendulum
model as a template in conjunction with the zero moment point
(ZMP) criterion has been used extensively [2], [3]. An up and
coming method is obtaining optimal trajectories and inputs through
various optimization methods and using them as a reference [4], [5].
Another popular method is to use simple models that can recreate
certain fundamental aspects of human or animal gait, as template
models for bipedal robots. A template model that is commonly
used for this purpose is called the bipedal spring loaded inverted
pendulum (SLIP) model [6], [7].

Bipedal SLIP model consists of two complaint legs and a point
mass (Figure 2). This model is passive, i.e. there are no external
inputs, and its motion is determined by the mechanical parameters
and initial conditions. By choosing these carefully, a range of trajec-

tories can be obtained that converge to a limit-cycle. Humans walk
in a two phased manner and Bipedal SLIP model can mimic this gait.
Human gait is explained with great detail in [8]. These two phases
are called single stance phase and double stance phase. In the single
stance phase, only one leg is in contact with the ground and the
other leg is “swinging”. And in the double stance phase, both feet
are on the ground. However, SLIP model has one big assumption
that differs substantially from a human gait: in the single stance
phase, swing leg is assumed to move instantaneously to the proper

Figure 1: SLIP-SL Model in the single stance phase

*Corresponding Author: Mustafa Melih Pelit, Meguro-ku, Ookayama 2-12-1, South 5 Building, 305C, Tokyo, Japan. Email: pelit@ac.sc.e.titech.ac.jp

www.astesj.com
https://dx.doi.org/10.25046/aj060309

84

http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj060309


J. Chang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 84-91 (2021)

touch-down position. This means that when the bipedal SLIP is
chosen as the template model for the controller of a bipedal robot,
desired trajectories for the swing foot can not be obtained from
it. Additional steps are necessary to achieve the swinging motion.
[9] proposes a conceptual model where SLIP model is combined
with a segmented leg so that the effects of swinging can be studied
but reference trajectories and a controller is necessary to achieve
the desired motion. In this paper, an extended SLIP model will be
proposed so that reference center of mass trajectories and swing
foot trajectories can be obtained simultaneously. This model will
be called spring loaded inverted pendulum model with swing leg
(SLIP-SL) which is shown in Figure 1.

SLIP-SL also has a two-phased gait and in the double stance
phase, it is the same as the bipedal SLIP model. The difference
is in the single stance phase where the model consists of three
massed elements. The model also has three springs to facilitate
the movement of these components. SLIP-SL model doesn’t have
any inputs, so it keeps the passive nature of the bipedal SLIP. The
passive nature necessitates that proper spring parameters and initial
conditions are chosen so that feasible trajectories can be realized.
In this paper, direct collocation methods [10] were used to conduct
simultaneous parameter and trajectory optimization for finding the
suitable parameters. Then, a feedback linearization controller is
proposed to track the obtained SLIP-SL trajectories with a 5-link
fully actuated bipedal robot model. Effectiveness of the proposed
controller and SLIP-SL’s ability to be used as a template for walking
are investigated through simulation studies.

This paper is organized as follows: Section 2 describes the dy-
namics of SLIP-SL and the bipedal robot model, Section 3 details
the optimization work that is needed for finding feasible SLIP-SL
trajectories, Section 4 introduces the proposed feedback lineariza-
tion controller and in Section 5 simulation results are presented and
discussed.

2 Systems and Modeling
This section will begin by introducing the bipedal SLIP model which
is followed by the extended SLIP model named SLIP-SL and finally
the model for the bipedal robot will be introduced. Explanation of
the SLIP model will be brief since there are many works such as
[6] that do an excellent job and going in depth on the matter. This
paper will focus on the extended model and fully covers it but it is
recommended to have a basic knowledge of the SLIP.

2.1 Bipedal SLIP Model

Bipedal SLIP Model can be seen in Figure 2. It consists of a point
mass and two massless legs made out of springs. This model can
mimic the two phased walking of humans, namely the single and
the double stance phase. In the double stance phase, both feet are
on the ground and both spring-like legs are pushing the mass. Then,
a lift-off event happens where the foot in the back leaves the ground
and the model goes into the single stance phase. This phase con-
tinues until the touch down event (when the swing foot touches
the ground, depending on the angle of attack α and the free length
of the spring L0) at which point it goes back to the double stance

phase. This continues in a cycle and walking motion is achieved.
The springs are always in contraction and they are always pushing
since an actual leg can not pull us towards the ground.

This system is passive so its motion is determined by its param-
eters such as such as spring stiffness, angle of attack and the initial
conditions such as initial the velocity. Different types of gaits can
be achieved with this model by changing the parameters and ini-
tial conditions so that a stable human-like gait with double peaked
ground reaction forces can be achieved. This model has been very
popular among researchers because of its simple nature and it has
been extensively used to generate reference trajectories for center
of mass (CoM) position. However, it has one significant assumption
which is that the swing leg is assumed to move instantaneously to
the proper position required for touch-down. This is possible since
the springs are assumed to be massless. However, this is not the
case for actual robots which must perform the swinging motion with
actual massed legs so that they can walk. So, when the SLIP model
is used as a reference, additional steps are necessary to generate the
swing leg motion. Also, since SLIP model ignores the swinging
motion, adding it later on might prove to be difficult and will act
as a disturbance to the CoM trajectory. That is the advantage of
the SLIP-SL model which we will introduce. It is an extension to
the SLIP model to include swing leg dynamics in the single stance
phase.

Figure 2: Bipedal SLIP Model

2.2 SLIP-SL model

Spring loaded inverted pendulum model with swing leg (SLIP-SL)
can be seen in Figure 1 and its motion throughout a full step is
represented in Figure 3. This model also walks in two phases, like
its predecessor. In the double stance phase, SLIP-SL and SLIP are
identical. What makes SLIP-SL different from the SLIP model is
the addition of swing leg dynamics in the single stance phase. In
the single stance phase, SLIP-SL consists of 3 massed elements
which are the main mass ‘M’, a massed swing leg and a point mass
representing the swing foot and 3 springs which are the linear spring
that connects ‘M’ to the ground, the torsional spring that is con-
nected between the point mass and the swing leg and the linear
spring which connects the swing foot and the swing leg. After the
touch-down event, SLIP-SL goes to the double stance phase, the
swing elements disappear and the model becomes the same as the
SLIP model in the respective phase. SLIP-SL consists of a point
mass and two massless springs in the double stance phase.

In the single stance phase, equation of motion for the SLIP-SL
model can be written as:
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M̃(q̃) ¨̃q + C̃(q̃, ˙̃q) + G̃(q̃) = S̃τ̃ (1)

Figure 3: SLIP-SL Model

where q̃ = [xM , yM , θ, r]T are the generalized coordinates, M̃(q̃) ∈
R4×4 is an inertia matrix, C̃(q̃, ˙̃q) ∈ R4 is a Coriolis and centrifugal
terms vector, G̃(q̃) ∈ R4 is the gravity term, τ̃ ∈ R3 are the resultant
forces and torques due to springs and S̃ ∈ R4×3 is the appropriate
mapping matrix for them. The resultant forces can be calculated as:

τ̃ =

k0,ss(L0,ss − Lst,ss)
kswLeg(θ0 − θ)
kswFoot(r0 − r)

 , (2)

where k0,ss, kswLeg and kswFoot are the stiffness values for the stance
leg spring, the torsional spring at the “hip” and the linear spring
connecting the swing foot with the swing leg, respectively and L0,ss,
θ0 and r0 are the free positions of those springs where subscript “ss”
indicates the single stance phase. Lst is the length of the stance leg.
xM and yM respectively represent horizontal and vertical positions of
the main mass, θ represents the angle of the swing leg with respect
to the vertical axis and r represents the distance between the end of
the swing leg and swing foot point which are represented in Figure
1.

In the double stance phase, dynamics of the SLIP-SL model can
be written as:

m
[
ẍCoM
ÿCoM

]
= Fsw + Fst + mg, (3)

where

m = mM + mswLeg + mswFoot, (4)

indicates the total mass of the system, xCoM and yCoM are the horizon-
tal and vertical positions of the center of mass and g = [0,−9.81]T

is the gravitational acceleration. Forces generated by the stance and
swing leg springs can be calculated as:

Fst = k0,ds

(
L0,ds

Lst
− 1

) ([
xCoM
yCoM

]
−

[
x f oot

0

])
, (5)

Fsw = k0,ds

(
L0,ds

Lsw
− 1

) ([
xCoM
yCoM

]
−

[
x−f oot

0

])
, (6)

where subscript “ds” indicates the double stance phase. Definitions
of xfoot can be seen in Figure 3.

2.3 Bipedal Robot Model

In this part, the dynamics of the 5 linked bipedal robot will be intro-
duced. This model consists of 5 links which are connected to each
other with revolute joints and it moves in the sagittal plane. The
model is fully actuated and has an ankle torque.

Dynamics of the bipedal robot in the single stance phase can be
written as:

M(q)q̈ + C(q, q̇)q̇ + G(q) = Su, (7)

where q = [θ1, θ2, θ3, θ4, θ5]T ∈ R5 are the generalized coordinates,
M(q) ∈ R5×5 is an inertia matrix, C(q, q̇) ∈ R5×5 is a Coriolis and
centrifugal terms matrix, G(q) ∈ R5 is the gravity term, S ∈ R5×5 is
the distribution matrix of actuation torques and u ∈ R5 are the input
torques. This model can be seen in Figure 4 with the description of
generalized coordinates and input torques (indicated with the red
arrows).

Like the SLIP-SL model, bipedal robot model also has a two
phased walking pattern. In the single stance phase, only one foot
is on the ground and other is doing the swinging motion. Single
stance phase ends and the system goes into the double stance phase
when the swing foot touches the ground.

When the swing foot contacts the ground, a collision occurs
where the generalized momentum of the system changes discontin-
uously. This can be modeled by assuming that an impulse force
acts on the system to change the velocities while position is kept the
same. This can be expressed as:

M(q)∆q̇ = JT
c λimpact, (8)

where Jc ∈ R
2×5 is a constraint Jacobian matrix that maps the joint

velocities to the swing foot velocity in horizontal and vertical di-
rections. The generalized reaction forces in x and y directions are
indicated as λimpact = [λx

impact, λ
y
impact]

T ∈ R2. Assuming that the
impact is inelastic, velocity of the swing foot touching the ground

Figure 4: 5 link fully actuated robot model
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will become zero after the impact which can be written as:

Jc(q)q̇+ = 0⇔ Jc(q)∆q̇ = −Jc(q)q̇−, (9)

where − superscript indicates the moment just before the impact
and + just after the impact. By solving (8) and (9) for λimpact the
following expression can be derived:

λimpact = −(Jc M−1 JT
c )−1 Jc q̇−. (10)

By inserting λimpact into (8), we can obtain:

q̇+ = (I − M−1 JT
c (Jc M−1 JT

c )−1 Jc)q̇−, (11)

which are the generalized velocities just after the impact. At the
moment of impact, definitions of the legs are also switched (swing
leg becomes the stance leg and vice versa).

The system is now in the double stance phase where both feet
are in contact with the ground. To model this, a constraint force
λds = [λx

ds, λ
y
ds]

T ∈ R2 is added to keep the swing foot on the ground.
In the vertical direction, this constraint force can only push the
robot (λy

ds > 0). With the non-slip assumption, double stance phase
dynamics can be modeled by introducing the following constraint:

Jc(q)q̇ = 0. (12)

Using this constraint, dynamical equation of the double stance
phase can be written as:

M(q)q̈ + C(q, q̇)q̇ + G(q) = Su + JT
c λds. (13)

The constraint force λds can be obtained by taking time deriva-
tive of equation (12) as:

Jc q̈ + J̇c q̇ = 0, (14)

and inserting it into (13) as follows:

λds = −(Jc M−1 JT
c )−1(Jc M−1(Su − Cq̇ − G) + J̇c q̇). (15)

3 Direct Collocation Optimization
In this section, the optimization conducted to find periodic trajec-
tories for SLIP-SL will be described. SLIP-SL is a passive model
which means its gait solely depends on its mechanical parameters
and initial conditions. In order to find the proper value, Direct Collo-
cation Methods [10] were used in this study. These methods tackle
the trajectory optimization problem by discretizing and converting
it into a form which can be handled by nonlinear programming
(NLP) solvers. There are many commercially available NLP solvers
and in this study OpenOCL [11] will be used which can handle the
multi-phase and simultaneous trajectory and parameter optimization
problem. Finding the global minimum is not guaranteed when using
the direct collocation methods. Global minimum is not easily found
in a nonlinear problem with constraints such as 16. The advantage
of direct collocation over other optimization methods such as ge-
netic algorithms or learning based algorithms is that dynamics of the
system can be embedded as constraints to the optimization problem
painlessly.

The optimization can be formulated as:

min
xi,p,Ti

2∑
i=1

(∫ Ti

Ti−1

Ji(xi(t), p)dt
)

for i ∈ {1, 2}

s.t. ẋi = fi(xi(t), p)
ri,k(xi(µi,k), p) ≤ 0,

(16)

where t ∈ [0,Ti] is the time, Ti is the end time of the respective
phase, xi(t) is the state trajectory, p are the parameters, Ji(x, p) are
the path cost functions, fi(x, p) are the system dynamics (described
in Section 2.2) and ri,k(xi, p) are the grid-constraints. i = 1 repre-
sents the single stance phase and i = 2 represents the double stance
phase for SLIP-SL (T1 is when the touch-down happens at the end
of “ss” and T2 is when the lift-off happens at the end of “ds”). In this
paper, the Cost of Transport (CoT) [6] and a cost function to keep
the swing foot low was used. CoT is an indicator of the walking
efficiency.

Path, boundary and stage transition constraints are needed so
that the solver can find feasible walking trajectories. Path constraints
are:

• Bounds were set for the parameters to be optimized:

15000 ≤ k0,i ≤ 16000 [N/m], i ∈ {ss, ds}

1 ≤ L0,ss ≤ 1.2 [m]
0 ≤ kswFoot ≤ 20000 [N/m]
0 ≤ kswLeg ≤ 15000 [Nm/rad]
0 ≤ θ0 ≤ 2π [rad]
− 10 ≤ r0 ≤ 10 [m]

(17)

• Stance leg spring in the single stance phase and both legs’
springs in the double stance phase are always under contrac-
tion: Lst,ss ≤ L0,ss, Lst,ds ≤ L0,ds, Lsw,ds ≤ L0,ds

• Constraining the vertical position of CoM: 0 [m] ≤ yCoM ≤

0.85 [m]

• Swing foot is always above the ground during the single
stance phase: yswFoot ≥ 0

• Elliptic virtual obstacle must be avoided by the swing foot
during the single stance phase:

(
xswFoot − dobs

wobs

)2

+

(
yswFoot

hobs

)2

≥ 1, (18)

where dobs = xswFoot = 0 [m] is the horizontal position of the
ellipse obstacle, wobs = 0.2 [m] and hobs = 0.04 [m] are width
and height of the ellipse.

• Swing foot vertical velocity must be greater or equal to zero:
ẋswFoot ≥ 0

• Vertical acceleration of CoM should be negative in the single
stance phase so that system doesn’t try to lift the CoM up
when there is only one leg on the ground: ÿCoM,ss ≤ 0 [m/s2]
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Figure 5: Snapshots of SLIP-SL’s one step where gray dot in the single stance phase
indicates the position of the point mass ‘M’ and the circle indicates the position of
CoM

Boundary constraints:

• Swing foot starts on the ground from a stationary position
in the beginning of the single stance phase and touches the
ground at the end of the single stance phase: yswFoot(0) = 0,
ẋswFoot(0) = 0, ẏswFoot(0) = 0, yswFoot(T1) = 0

• Initial step length and the final step length should be same
(for cyclic walking): xfoot − x−foot = x+

foot − xfoot

• The initial position of the main mass relative to the stance
foot should be the same as the final one (for cyclic walking):
xstFoot,0 − xM(0) = xstFoot(T2) − xM(T2)

• Constraints for cyclic walking: yCoM(0) = yCoM(T2),
ẋCoM(0) = ẋCoM(T2), ẏCoM(0) = ẏCoM(T2)

• At the stage transition, CoM position and velocity were con-
strained to be continuous.

• At the end of the double stance phase, swing leg should be
ready to lift off, i.e. swing leg spring should be at its free
length: Lsw,ds(T2) = L0,ds

Parameters to be optimized are spring stiffness values k0,ss, k0,ds,
kswFoot, kswLeg, their respective free positions L0,ss, L0,ds, r0,θ0 and
the initial conditions.

The optimization was conducted on MATLAB 2019b software
by using 10 collocation points for each stage. Resulting spring
parameters can be seen in Figure 6 for various trajectories and a
snapshot of SLIP-SL’s one step can be seen in Figure 5 for a sample
trajectory. Trajectory ‘A’ from Figure 6 will be used as the reference
in Section 5 where the step size was also constrained to 0.25 [m] to
avoid large ankle torques. The constant mechanical parameters of
SLIP-SL are given in Table 1.

Table 1: SLIP-SL’s constant mechanical parameters

mM : 70 [kg] mswLeg : 7 [kg]
mswFoot : 3 [kg] Lthigh : 0.7 [m]
IswLeg = mswLegl2thigh/12 [kg · m2] IswFoot = mswFootL2

thigh

4 Feedback Linearization Control
In this section, the proposed controller will be introduced so that
5 linked bipedal robot model can track the reference SLIP-SL tra-
jectories. The controller uses the feedback linearization notion,

in a similar manner to [12] where a total energy control approach
was used with the bipedal SLIP model. However, in this paper, a
trajectory tracking approach will be used.

4.1 Single Stance Phase

For the control of the robot in the single stance phase, there are
three main tasks: tracking CoM trajectory xG ∈ R

2, tracking swing
foot trajectory ξ ∈ R2, controlling the trunk orientation θ5 ∈ R. The
velocities related to these tasks can be calculated as:

ẋt,ss = Jt,ss(q)q̇, (19)

where ẋt,ss = [ẋG, ξ̇, θ̇5]T is the velocity in the task space where
subscript “ss” indicates the single stance phase and Jt,ss(q) =

[JG, Jξ, Jθ5 ]T are the combination of Jacobian matrices. JG maps
generalized velocities to the velocity of the center of mass, Jξ maps
generalized velocities to swing foot velocities and Jθ5 maps gen-
eralized velocity to the trunk’s angular velocity. By taking the
time derivative of Equation (19) and inserting the obtained q̈ into
Equation (7) we can get:

ẍt = Jt,ss M−1(Su − Cq̇ − G) + J̇t,ss q̇. (20)

Inputs should be chosen as:

u = S−1
(
MJ−1

t,ss(ẍtd ,ss − J̇t,ss q̇) + Cq̇ + G
)
, (21)

to get ẍt = ẍtd ,ss. By choosing:

ẍtd ,ss =


KPG (xCoM,des − xCoM) + KDG (ẋCoM,des − ẋCoM)
KPG (yCoM,des − yCoM) + KDG (ẏCoM,des − ẏCoM)

KPsw (xsw,des − xsw) + KDsw (ẋsw,des − ẋsw)
KPsw (ysw,des − ysw) + KDsw (ẏsw,des − ẏsw)

KPT (θ5,des − θ5) + KDT (−θ̇5)

 (22)

where KP and KD are the proportional and derivative gains for the
controller and θ5,des is the desired trunk angle, desired trajectories
can be tracked. Desired trajectories will be chosen as the SLIP-SL
trajectories that were obtained in Section 3. In this study, the desired
trunk angle was chosen as θ5,des = π [rad].

4.2 Double Stance Phase

During the double stance phase, swing foot remains on the ground
which means there is one less task to be carried out. This means
that some modifications should be made to the single stance phase
controller so that it can be used in the double stance phase. The task
space for the double stance phase then becomes:

ẋt,ds =

[
ẋG

θ̇5

]
∈ R3. (23)

This reduction in dimension of the task space is somewhat prob-
lematic since we need to determine 5 separate inputs but the dimen-
sion of ẋt,ds is 3 which means there is more than one correct way
to allocate the inputs. To calculate the proper inputs, the following
equation can be used:

q̇hip = Jhip,sw(qsw)q̇sw = Jhip,st(qst)q̇st, (24)
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Figure 6: Optimization results for various SLIP-SL trajectories. For the trajectory A, step length was constrained to 0.25 [m] to get better ankle torques and this trajectory is
the one that was used as reference in Section 4. For B, C and D trajectories, average velocity constraints were added. In this figure, resulting mechanical parameters, costs of
transport and step length are given as well as the SLIP-SL’s yCoM trajectory. In the plots on the right, gray background means that the SLIP-SL is in double stance phase.

where Jhip, i(qi) is the jacobian matrix that maps the corresponding
legs angular velocities, q̇st = [θ̇1, θ̇2]T and q̇sw = [θ̇3, θ̇4]T , to the
velocity of the hip. This holds since both foot are on the ground
during the double stance phase. From equation (24),

q̇st = J−1
hip,st(qst)Jhip,sw(qsw)q̇sw, (25)

can be obtained to get:

q̇ =


J−1

hip,st Jhip,sw 02×1

I2×2 02×1
01×2 1

︸                    ︷︷                    ︸
Γ(q)

[
q̇sw
θ̇5

]
︸︷︷︸

q̇a

. (26)

After taking the time derivative of (26), then substituting the q̈
and q̇ terms from (26) into (7) and multiplying with ΓT from left,
following can be obtained:

Ma(q)q̈a + Ca(q, q̇)q̇a + Ga(q) = ua, (27)

where 
Ma = ΓT MΓ

Ca = ΓT (CΓ + MΓ̇)

Ga = ΓT G

ua = ΓT Su

(28)

Using a similar technique that was used for deriving (21):

ua = Ma J−1
t,ds(ẍtd ,ds − J̇t,ds q̇a) + Ca q̇a + Ga, (29)

can be found where ẍtd ,ds should be chosen as:

ẍtd ,ds =

 KPG (xCoM, des − xCoM) + KDG (ẋCoM − ẋCoM)
KPG (yCoM, des − yCoM) + KDG (ẏCoM, slipsl − ẏCoM)

KPT (θ5,des − θ5) + KDT (−θ̇5)

 . (30)

However, only ua ∈ R
3 can be obtained in this way which only

has dimension 3. What we need to control the robot is u ∈ R5. One
way to calculate u is by using the relation ua = ΓT Su given in (28)
as:

u = S−1

W−1Γ(ΓT W−1Γ)−1︸                 ︷︷                 ︸
(ΓT )+W

ua

 , (31)

where (ΓT )+W is the weighted matrix inverse operation. W ∈ R5×5

matrix can be used to penalize high input torques such as the ankle
torque but we selected it as identity matrix for this paper.

Controllers for the single and double stance phases are thus
derived. Another important aspect of the controller in tracking the
SLIP-SL trajectories is the switching of phases at the correct mo-
ments. When the biped robot is in the double stance phase and the
tracked trajectory goes into single stance phase, controller switches
to the single stance phase controller and commands the robot to lift
its foot so it too can switch to the proper phase.
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5 Simulation Results and Discussion
In the following simulation study, the designed controller’s ability
to track the reference SLIP-SL trajectories and the suitability of the
SLIP-SL as a template model for walking will be tested. Table 3
shows the mechanical parameters of the 5 link robot and Table 2
shows the chosen gain values for the controller and the torque limits
on the motors were set at 200 [Nm]. Gain values are chosen with
the help of a particle swarm optimization algorithm (PSO) [13]. We
were able to find controller parameters that resulted in stable gaits
easily by hand-tuning but with the help of PSO we were able get
results with better walking efficiency.

Table 2: Control Parameters

KPG : 54 KDG : 9
KPsw : 82 KDsw : 8
KPT : 36 KDT : 4

The simulations were implemented in MATLAB 2020b’s
Simulink environment with ode45 solver and variable step settings
(absolute tolerance was set to 1e-8).

Figure 7 shows the resulting CoM trajectory and trunk orien-
tation the controlled system when the proposed controller is used.
Figure 8 shows the swing foot trajectories for the same system. It
can be seen that the proposed controller does a good job in track-
ing the reference trajectories of the SLIP-SL template, which were
obtained in Section 3. The reference SLIP-SL trajectories for the
swing foot would not be available if a template such as the popular
SLIP was used.

Table 3: 5 Link Model Parameters

l1 = l4 : 0.48 [m] l2 = l3 : 0.48 [m] l5 : 0.48 [m]
m1 = m4 : 5 [kg] m2 = m3 : 5 [kg] m5 : 60 [kg]

Ii = mil2i /12 [kg · m2], i = 1, 2, 3, 4, 5

It can be seen in Table 2 that relatively low gains were chosen
for this study. Tracking performance can be increased by using
larger gains but since this model is fully actuated and has an ankle
torque, zero moment point (ZMP) condition must also be checked.
ZMP criterion states that if the center of pressure moves to the toe
(or to the “outside” of the foot), foot would rotate and system would
be under actuated [14]. For this trajectory, center of pressure stays
within a 30 [cm] foot.

Figure 9 shows snapshots of one step of the 5 link models gait.
to check the stability of the gait, Poincaré map approach was consid-
ered [12]. The dimensions of the Poincaré map were selected as the
θP = atan2(ẏCoM, ẋCoM), yCoM and total energy of the 5 link model
E at the vertical leg orientation (VLO). VLO happens when CoM of
the 5 link model is at the same horizontal position as the stance foot.
VLO was chosen as the Poincaré section because the horizontal po-
sition doesn’t need to be considered at this point. Poincaré stability
criterion indicates that if the return map converges to a fixed point,
a hybrid system with impact effects can be considered periodic [12].
Poincare Map for the controlled 5 link model is shown in Figure 10.
It can be seen that the gait converges to a stable point in the section
after a couple of steps which indicates stability.

Figure 7: Trajectory tracking results for CoM horizontal position, vertical position
and trunk orientation

The CoT value for the reference SLIP-SL trajectory was 0.7520
and this value is 0.7745 for the controlled 5 link robot. Also, the
average velocity of the SLIP-SL trajectory was 0.7080 [m/s] and
this value was 0.6974 [m/s] for the controlled system. These values
being very similar between the reference and the controlled model
also indicates the validity of the proposed controller. Cost of trans-
port being slightly higher is expected because the 5 linked model
needs to keep its body upright but SLIP-SL doesn’t have this issue.

In this paper, it was also shown that by using direct collocation
optimization, various SLIP-SL trajectories can be obtained (Figure
6) that resemble the walking gait. Cost of transport tended to de-
crease when the average velocity of the gait was increased and step
length was not constrained but this kind of trajectories can be more
demanding on the inputs and they sometimes resulted in large ankle
torques which was troubling for the ZMP criterion. Also stiffness
of the legs were limited to 15000 [Nm] ≤ k0,i ≤ 16000 [Nm], i ∈
{ds, ss} to keep the CoM height within a certain range.

This stiffness limits was chosen to have a similar height trends
with [12] and [6] where k0 was 15696 [Nm]. It can be seen that
k0,ss , k0,ds for the given trajectories but it was possible to find
feasible trajectories with k0,ss = k0,ds, even with k0,ss = k0,ds =

Figure 8: Trajectory tracking results for the swing foot
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Figure 9: Snapshots from a step of the 5 Link model

15696 [Nm] but this doesn’t really mean that linear leg springs were
the same in single and double stance phase since L0,ss , L0,ds. The
free length of the springs in the double stance phase was set to 1 [m]
to be the same with [12] but L0,ss needs to be larger than this value
to keep the CoM high enough. If L0,ss was 1.0 [m], CoM would sag
further than desired range in the single stance phase.

6 Conclusion
In this paper, a template model called SLIP-SL was proposed which
is an extension to the popular SLIP model. SLIP model can gener-
ate the reference CoM trajectories that can mimic the two-phased
walking but it doesn’t have the swing leg dynamics. Thus, when this
template model is used, additional steps are necessary for obtaining
the swing foot trajectory so that the actual robot can be controlled.
Since the swinging motion is a huge part of the walking gait that
needs to be taken into account, SLIP-SL adds this dynamics while
keeping the passiveness of the SLIP model.

Since the SLIP-SL is passive, proper mechanical parameters
and initial conditions needs to be determined to get feasible walking
trajectories. It was demonstrated that direct collocation methods can
be used to find the proper parameters for the passive SLIP-SL model.
This step was crucial since there are many parameters that needs
to be decided and other more exhaustive search methods might
not work. It was shown that a variety of trajectories with different
average velocities, CoM behaviors etc. can be obtained using the
same basic principles. Then, a controller was introduced to track the

Figure 10: 2D section of the Poincaré Map where the numbers indicate the step
number (zoomed in version is shown in the right upper corner of the figure)

obtained reference trajectories and it was shown that it can satis-
factorily track the reference SLIP-SL trajectories to reach a stable

gait while also satisfying the ZMP criterion. These results also con-
firmed that SLIP-SL can be used as a template model for walking
robots.

In the future, we would like to introduce robustness to this pas-
sive system by making the springs variable ones and controlling
them to reject disturbances. Another area we would like to explore
is achieving a variable speed gait with the bipedal model. We want
to achieve this by smoothly switching between different reference
SLIP-SL trajectories.
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 Air Navigation Aids (NAVAIDs) whether implemented on the ground or in space and the 
Precision Approach Path Indicator (PAPI) system need to be checked in flight to ensure 
compliance with the standards set by International Civil Aviation Organization (ICAO). This 
activity has been carried out for decades by conventional aircraft and is usually done at low 
altitude around airports. This makes the task very dangerous and costly in terms of human 
lives. The use of Unmanned Aerial Vehicle (UAVs) or Drone to provide flight inspection and 
to progressively replace conventional aircraft through two measurement methods are 
described in this paper. We also propose an improved real-time trajectography system based 
on a Satellite Based Augmentation System (SBAS) correction, a comparative cost study 
between aircraft and UAV, while proposing levers for reducing flight inspection time and 
thus reducing costs. Study of environmental impact of flight inspection is discussed and 
strategies for using drones to reduce flight inspection costs are also discussed. From this 
study we draw the conclusions that flight inspection by drone allows first of all the risk of 
accident reduction for the navigation personnel on board and therefore a completely safe 
conduct of flight inspection; also it is cheaper for the air navigation services to use drones 
in addition to the fact that they are ecological solutions as they produces less greenhouse 
gases unlike the aircraft.  
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1. Introduction  

Flight inspection  [1], which consists in a periodical flight 
check of NAVAIDs like VHF Omni Range (VOR), Instrument 
Landing System (ILS), Distance Measurement  Equipment 
(DME), etc.,  is an International Civil Aviation Organization ( 
ICAO) [2] requirement for Air Navigation Service Providers 
(ANSP) and airport managers. For many years, flight inspection 
has been performed with aircraft. Today, technological advances 
and minuaturisation have given rise to Remotely Piloted Aircraft 
(RPA) called Drones or UAV. Applications for civil Drones are 
many and varied. In several applications, the use of civil drones is 
a better quality, price and environmental cost option. One of these 
applications could also be to carry out flight inspection of 
NAVAIDs using a Drone [3]. In this paper, we propose two 
architectures for drone’s flight inspection. Moreover, this paper is 
an extended version of our first paper proposing the two 
architectures mentioned above [4]. This extended version also 
studies the economic, ecological and life protection aspects of 
drone flight inspection team members compared to the classical 

method by plane.  And to do so, the paper has been divided into 
six sections. Section II is devoted to an overview of the state of the 
art of flight inspection , section III proposes a real-time and post-
processing architecture for drone-based flight inspection and the 
improvement over the trajectography system, section IV discusses 
cost analysis, section V examines environnemental and safety 
impact, and section VI provides discussion, while identifying the 
innovation proposed by our solution and strategy for the use of 
drones to reduce the costs of flight inspection. 

2. State of art 

In [5], the authors describe the standard volumes of the 
instrument landing system, the analyses of the instrument landing 
system after the flight inspection itself and the restrictions resulting 
from non-standard values of the inspected instrument landing 
system parameter and present the standard profiles flown during 
the flight inspection. In [6], the authors present the architecture of 
a new flight inspection system based on the use of unmanned 
aircraft. The proposed architecture is remotely operated and has 
flight inspection capabilities using radio signal sensors: It also has 
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an accurate positioning system, based on the Global Navigation 
Satellite System, and uses a low-bandwidth, long-range and 
redundant data link [6]. In [7], the authors focus on the 
identification and definition of different types of interference and 
their classification according to their nature, while they try to 
methodically describe the measurement procedure, listing the 
technical equipment needed to carry out the task of identifying and 
measuring the source of interference of the GNSS signal. In [8], 
the authors use a drone equipped with the necessary instruments to 
measure Glide Path-Localizer navigation systems and PAPI lights 
to ensure the accuracy of the data transmission of these NAVAIDs 
and to make the required adjustments if necessary, for any changes 
prior performing the Flight Inspection. 

In [9], the authors study (The feasibility, difficulties, benefits 
and risks) mainly a new method of flight inspection based on an 
unmanned aerial vehicle (UAV). They show that the general trend 
is to use UAVs for in-flight inspections in the future. In [10], the 
authors present an Unmanned Aerial System (UAS), called 
position information by GPS and coded overlay navigation signals 
(PIGEONS). The system uses a lightweight hexacopter, with a 
wingspan of 55 cm, that performs autonomous flight and uses an 
on-board Software Defined Radio (SDR) that measures instrument 
landing systems (ILS) and VHF omnidirectional range (VOR) 
[10]. The ILS system was tested at the DAB airport in Daytona 
Beach, FL and the VOR was tested at the OMN airport in Ormond 
Beach, FL [10]. In [11], the authors present a software defined 
radio (SDR) platform-based unmanned aerial system (UAS) and 
radio navigation receiver for preliminary validation of radio 
navigation aids prior to a real flight inspection. 

3. Drone based flight inspection architectures 

Procedures for the flight verification and validation of air 
navigation aids are defined in ICAO Document 8071 [1] and for 
flight validation of Performance Based Navigation (PBN) 
procedures in ICAO Document 9906  [12]. These procedures apply 
to the different types of flight inspection, of which there are three. 

 Flight inspection of the commissioning of a NAVAID or 
PAPI: this is a comprehensive flight inspection that 
establishes the validity of the radio signals around the service 
area. It is only after commissioning that the equipment obtains 
authorization from the National Aeronautical Authorities to 
transmit.  

 Periodic flight inspection : verify that the radio signals of the 
navigational aid are always transmitted in accordance with the 
regulations. To do this, periodic inspections steal some of the 
profiles from the commissioning inspection and compare the 
results with previous results. The interval is generally 6 
months for ILS/DME ; and 12 months for VOR/DME and 
PAPI. 

 Special flight inspection : Special flight inspections are 
required at the request of personnal maintenance or due to an 
incident or accident investigation. In such inspection, only 
problematic flight procedures are tested. After any 

modification to a navigational aid, the periods for periodic 
inspections are also shortened. 

The general concept of the UAV flight inspection operation 
has been presented in [4]. In this section, we will present 
successively the real time and post-processing measurement 
methods, the architecture of the equipment on board the Drone and 
the improvement over the trajectography system. 

3.1.  Real time flight inspection 

In the case of the conventional aircraft, the flight inspector 
measures and displays the curves directly in real time on the on-
board laboratory. Here, since it is a remote flight inspection, the 
activation of the measurement functions and the plotting of the 
curves are done remotely on the ground station which acts as a data 
processing computer. The parameters of the controlled stations 
(VOR for example) and the Differential Global Positionning 
System (DGPS) parameters of the UAV are captured by the 
receivers on board the UAV (see figure 2) and transmitted through 
a low latency wireless link [4]. There are two possible scenarios. 
For measurements within the airport, the measured data is 
transmitted directly from the UAV to the ground station. For 
distant measurements, e.g. 25 Nm from the airport, the FAR-
RELAY [13]. Drone system is deployed to transmit both the 
measured parameters and the telemetry data from the Drone. 

In the event of non-compliance with the standards observed 
during the measurements, the flight inspector will report this 
deviation to the CNS technicians who will make the appropriate 
adjustments. The drone then repeats the measurements until the 
deviation is corrected. For the accuracy of the flight profiles, the 
flight inspection bench (in-flight inspection station here) generates 
the precise trajectory to be followed to carry out the various 
measurements (pilot guidance or assistance) and sends it to the 
UAV control station. The flight inspector communicates to the 
UAV pilot via an intercom (in the case of aircraft) or radio the 
different types of flight profiles to be followed (e.g. level flight, 
normal approach, left/right offset approach, etc.) in order to 
perform the measurements. 

3.2. Post-processing flight inspection 

As the UAV can be programmed, it offers flexibility to make 
measurements at specific points. Here, the method consists of 
recording the parameters of the equipment to be calibrated and the 
precise positioning information (DGPS) of the UAV (see figure 3). 
The mission module on board the drone also provides the time-
stamping function by automatically linking the measured VOR / 
ILS parameters to the DGPS positioning data signal. The data 
processing will be done afterwards on the ground station once the 
drone is recovered. For measurements made within the airport and 
long distances, the data is recorded on a device on board the UAV. 
Within the airport, the telemetry data of the UAV are sent directly 
to the UAV control station while the FAR RELAY system is used 
to transmit these data from the UAV for long distances. 
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As in the case of the paragraph above (paragraph 3.1), the 
measurements are repeated until the measured parameters for a 
given station are in standard. 

3.3. Flight inspection Drone payload (On-board equipment) 

In this diagram (see figure 4), the data from the different 
receivers (VOR, ILS, DME and DGPS) are multiplexed and sent 
on a VHF or UHF datalink through the telemetry, with a RAVEON 
M7 transmitter/receiver. On the ground, the data is recovered and 
demultiplexed then sent to the treatment station that will calculate 
the differences between the reference signal (DGPS) and the 
measured beacon signal of positioning. This station is equipped 
with flight inspection software used for this purpose and a database 
of the airport facilities where is located equipment to be check. The 
coordinates of the phase center of LOCALIZER’s antenna for 
example and WGS84 coordinates of the runway thresholds are 
used. The receivers are switched on remotely (telecontrol) for the 
realization of the flight inspection of a given equipment (VOR, ILS 
or DME). 

All the receivers on board the Drone and the ground 
calculations station are synchronized in time with the GPS. At the 
end of the flight check, different curves and reports are printed with 
a printer. 

3.4. Improvement of the trajectography system 

The current trajectory system used for flight inspection is 
based on the Differential Global Positioning System (DGPS) and 
has the disadvantage of dragging GPS boxes from site to site. The 
use of the OMNISTAR SBAS solution [14], which gives an 
equivalent or a better accuracy than conventional DGPS, is an 
efficient way of performing this task. The DGPS system used have 
an accuracy of 10 cm x 10 cm x 20 cm in 3-D.  

The OMNISTAR constellation HP and G2, (see figure 1) has 
a worldwide coverage allowing flight inspection almost 
everywhere in the world [14].  

 

Figure 1: OmniSTAR XP and G2 satellite coverage[14] 

This solution is also applicable to conventional flight 
inspection aircraft. This makes it possible to dispense with landing 
to put the trajectography equipment on the ground. Briefings with 
the Control Tower and ATSEPs are done by radio. It also makes it 
possible to limit to only one integration of antenna to the aircraft 
instead of two antennas respectively above and below the aircraft 
cabin. Figure 4 (see below) gives an illustration of the use of the 
two trajectography solutions : DGPS and OMNISTAR HP or G2. 

4. Cost analysis  
Table 1 gives a classification of UAVs considering endurance, 

wingspan, range and cost, ranging from the cheapest (miniature 
UAV) to the most expensive (HALE UAV). The UAV that we 
propose and that allows us to carry out all the measurement for 
both periodic flight inspection and commissioning is the SKY-Y 
UAV or equivalent [4], [15] which is a MALE UAV. Table 4 gives 
the hourly costs of flight inspection by type of vector.  The cost per 
hour of flight inspection depends on the type of aircraft and the 
flight inspection unit. The costs shown in this table are average 
values. Table 5 compares the acquisition cost of each aircraft and 
the cost of  flight inspection bench. 

So far, no study has shown that the use of civilian drones is 
more economical than flight inspection by aircraft. Nevertheless 
in [6], resented the drone solution as being less expensive.   The 
cost analysis mainly considers the cost of flight hours, the 
purchase price of the aircraft or drone, the fees of the on-board 
personnel, the purchase price of the measurement equipment.  
Differences in the number of units and the year of the contract 
may also have an impact on costs that we do not consider. Some 
are variable costs that depend on the number of hours flown, while 
others are fixed costs that are independent of the number of hours 
flown. For example, crew and fuel costs are mostly variable, while 
insurance, aircraft depreciation, overhead and maintenance are 
mostly fixed. Included in the costs already listed are costs related 
to crew costs or fees for flight inspection staff and equipment for 
the flight inspection.  The advantage with drone flight inspection 
is the absence of many of the costs mentioned above. This is a 
considerable financial gain for the flight inspection operators.   

For example, remote operation by drone avoids the costs of 
personnel deployment, dangerous flight and salary costs. In 
addition, travel time is saved and can be spent on increasing the 
number of inspections per day.  

5. Environmental and Safety Impact 

The world is currently dealing with the growing ozone hole. 
To reverse this trend, and reduce the use of greenhouse gases, 
states around the world have signed a treaty called the “Paris 
Climate Accord”. All areas of industry are concerned by this 
commitment. Civil aviation, particularly flight inspection, has a 
major role to play, hence the interest of our study. 

Tables 2 and 3 show the amount of carbon emission due to 
fuel combustion according to the type of flight inspection. From 
these tables, we clearly see that, beyond the choice of the aircraft 
to be used for flight inspection, the drone emits less carbon than 
the aircraft. For example, among the aircraft used for flight 
inspection in our study, Beechcraft King Air 200 emits 300 kg of 
carbon per hour compared to the SKY Y drone with 15kg of 
carbon per hour. Although the civil drone SKY-Y is not 
necessarily the most polluting drone, we think that the drones 
proposed by some companies are much less polluting than the 
SKY-Y drone. The carbon production of the drone depends on the 
size of the drone  [8]. Drones can also help us to reduce our carbon 
dioxide CO2 footprint. Drones generally consume less energy per 
kilometer.  

http://www.astesj.com/


S. Togola et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 92-99 (2021) 

www.astesj.com   
   95 

Table 1: Drone classification 

Drone Type Altitude Endurance Weight Speed 
 

Envergure 
 

Range of action 

Miniature very low 20 min < 2 kg 50 km/h 50cm 15 km 
Tactics 200 to 5000 m 2 to 8h < 1 ton 150 to 700 

km/h 
A few 
meters 

30 to 500 km 

MALE (Medium 
Altitude Long 
Endurance) 

5000 to 12000 
m 

12 to 24 h < 3.5 tons 220 to 360 
km/h 

10 to 20m 1000 km 

HALE (High-
Altitude Long-
Endurance) 

Up to 20000 m 12 to 48 h Up to 15 
tons 

220 to 650 
km/h 

20 to 40 m >=10000 km 

Table 2: Flight hours by aircraft type and by type of NAVAIDs for periodic flight inspection 

N° Type of in-flight calibration 
vector 

Cal. 
VOR/DME 
[16]  

Cal. 
ILS/DME[16] 

Cal. PAPI 
[16] 

Fuel cons. (in 
liter/hour of 
flight)²  

Observations 

1 ATR 42-300  01 h 00 3 h 00 01 h 00 641 [17] 510 kg/h 
2 BEECH King Air 200  01 h 00 3 h 00 01 h 00 378 [18] 300 kg/h 
3 CESSNA Sovereign Plus 01 h 00 3 h 00 01 h 00 725 [19] 576 kg/h 
4 DA42MPP 01h 00 3 h 00 01h 00 326 [20] 259 kg/h 
5 Drone SKY-Y Finmeccanica 01 h 00 3 h 00 01 h 00 21   [21] 15 kg/h 

 
Note:  The quantities of fuel consumed per flight hour are averages taking into account the fact that fuel consumption is not uniform during all phases of 
a flight. For example, at take-off, it is higher than during the other phases of a flight (cruise and descent). 

For the calculation of CO2 emissions, we use the data provided by [22] and [23].These documents give CO2 equivalents produced by 1 kg of fuel oil or 
kerosene. Our basis of calculation is then 3.15 kg of CO2 produced for each kg of kerosene burnt, hence the table below. 

Table 3: CO2 emissions by aircraft type during periodic flight inspection 

N° Type of in-flight calibration 
vector 

 
CO2 release for NAVAIDS in kg (during 

Periodic Flight Calibration) 

Total CO2 emissions for 
NAVAIDs & PAPI (in kg) 

VOR/DME ILS/DME PAPI 

1 ATR 42 -300 1606.5 4819.5 1607 8033 

2 BEECH King Air 200 945 2835 945 4725 

3 CESSNA Soverign Plus 1814.4 4611.5 1537 7962.2 

4 DA42MPP  815.85 2447.55 815.85 4078.65 

5 Drone SKY-Y Finmeccanica 47.25 141.5 47.25 236 

Table 4: Cost per flight hour by aircraft type 

N° Type of in-flight 
calibration vector  

Cal. 
VOR/DME 

Cal. 
ILS/DME 

Cal. 
PAPI 

Cost /flight 
hour (in 
Euros) 

Total cost 
(ILS+VOR/DME+PAPI 
in Euro) 

1 ATR 42-300 01 h 00 3 h 00 01 h 00 5 000  25 000 
2 BEECH King Air 200 01 h 00 3 h 00 01 h 00 5 000  25 000 
3 CESSNA Soverign Plus 01 h 00 3 h 00 01 h 00 5 000  25 000 
4 DA42MPP 01 h 00 3 h 00 01 h 00 2 000  10 000 
5 Drone SKY-Y 

Finmeccanica 
01 h 00 3 h 00 01 h 00 1 500 7 500 
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Table 5:  Acquisition cost of flight inspection bench 

N° Type of in-flight calibration vector Cost of acquisition (in 
millions of US $) 

Price Calibration bench (in 
millions of US $) 

1 ATR 42 -300 22 2- 3  

2 BEECH King Air 200 8 2- 3  

3 CESSNA Soverign Plus 30 2 -3  

4 DA42MPP 2-3  2 - 3 

5 Drone SKY-Y Finmeccanica 1.5 - 2 0.2 
                                                  

DGPS 
(GPS+SBAS or 

GBAS)
Drone SIGNAL TO 

INSPECT

Correction

BEACON TO 
INSPECT (CNS 

GROUND TEAM)

Dysfonction Adjustement

IN-FLIGHT INSPECTION 
STATION

Communication

Pilot assistance

DRONE PILOT 
STATION

FAR-RELAY 
DRONE 

(Outside airport)

Inside Airport

 
Figure 2: Schematic of real time measurement [4] 
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IN-FLIGHT INSPECTION 
STATION

Communication

Pilot assistance

DRONE PILOT 
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FAR-RELAY 
DRONE (Outside 
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Figure 3: Schematic of post-processing measurement [4] 
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Figure 4: Drone on-board equipment 

Drone flight inspection changes the energy consumption and 
Greenhouse Gases (GHG) emissions of the main aircraft fuels 
used for inspection, namely diesel and gasoline. Drones still 
contribute to pollution from natural gas to electricity sources that 
vary from region to region used to charge the drones. 

Nevertheless, drones are not without consequences for the 
environment.  For example, we have impacts from the 
manufacturing and extraction of raw materials for lithium-ion 
batteries for most civilian drones. Battery-powered drones remain 
a major challenge. 

As mentioned at the beginning of this article, airborne 
inspection takes place at very low altitudes and most crashes of 
airborne inspection aircraft are like Controlled Flight In to Terrain 
(CFIT). UAVs (e.g. multi-rotor) allow extended observations at 
low altitudes without any risk to the flight inspection personnel. 

Therefore, in addition to reducing the cost, the drone also 
reduces the safety risk for the inspection personnel in flight 
because they are all on the ground, unlike the conventional aircraft. 

6. Discussion  

      The Drone used by [8] allows the extension of the 
measurements made on the ground by measuring the Glide Path 
slope and the LOC axis as well as the slope of the PAPI and is 
limited around airport. A flight inspection drone is proposed by  
[9] for ILS/DME and PAPI measurements but at less than 50 km 
with a ground-based GPS augmentation system. The hexacopter, 
a small UAV proposed by [10], allows measurements for ILS and 

VOR within the airport with a ground DGPS system. A MALE 
drone with an autonomy of 10 flight hours is proposed by [24], 
but the solution is based on a ground augmentation system 
(DGPS). The drone proposed by [25] allows certain 
measurements to be taken for flight inspection of the ILS/DME, 
VOR/DME and PAPI. But this system has a range limited to 10 
km. The above solutions offer flight inspection services of 
Communication Navigation and Surveillance (CNS) equipment 
and PAPI with short range UAVs. This makes it impossible to 
perform several measurements such as ILS/DME coverage at 50 
km. Therefore, when designing VOR/DME based arrival and 
departure procedures, it is necessary to ensure that there is good 
radiation (coverage measurement) from these devices at 50 km 
around them. These coverage measurements must be made by 
flying an uninterrupted distance of 314 km by the UAV [4]. The 
FAR drone system that we have proposed allows for long distance 
measurements using these drones but does not allow for 
measurements over 314 km. The UAV solution SKY- Y or 
equivalent and the architecture we have proposed allow for these 
different measurements to be made in both real and delayed time. 
The above solutions all use a ground station as a trajectory system 
to reinforce the GPS and obtain centimetric accuracy. This 
requires the installation of an additional receiver on board the 
UAV to receive the correction data. The solution we have 
proposed (OMNISTAR HP or G2) allows direct reception of 
corrections from geostationary satellites and therefore no 
additional receiver for the UAV. This reduces the drone's payload.  

Today some companies propose multi-rotor drones for flight 
inspection. These drones cost much less than the one we used for 
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our study. Despite the existence of all these solutions proposed by 
the companies, we notice the absence of a favorable regulatory 
framework for the use or adoption of civil drones for flight 
inspection. Most countries have not yet authorized the use of 
drones  [26] and ICAO document 8071 only mentions aircraft for 
flight inspection [1]. Also, the evolution of regulations is 
necessary for a true integration of drones in air traffic. Indeed, 
every country does not have its own flight inspection unit. The 
forty or so available inspection organizations [27] pool their 
resources to satisfy the entire world. For example, in the 
ASECNA (Agency for Air Navigation Safety in Africa and 
Madagascar) zone, 17 African countries pool a Flight Control 
Unit.  Another aspect that we did not consider in our study and 
which is important is the time saving obtained by air navigation 
personnel. This time saving could be used by staff to improve 
quality or to increase the time spent on data collection or analysis. 

The data in Table 2 relates to the periodic flight inspection. 
For commissioning type in-flight inspections, these values are 
multiplied by 2 for ILS/DME and PAPI while it is of order 3 for 
VOR/DME. Thus, the quantities of CO2 emitted are doubled for 
some and tripled for others (Table 3). The costs are also multiplied 
in this order. Rigorous ground maintenance makes it possible to 
extend the periodic flight control interval of NAVAIDs and PAPIs 
on the one hand, and the use of small electrically powered drones 
[8], [9] and [10] on the other hand. This will reduce the carbon 
footprint for ILS/DME and PAPI by half by moving from a 
regulatory periodicity of 6 months for ILS/DME to 12 months. 
And for PAPI from 12 months to 18 months. It is the same for 
flight inspection of the commissioning type where certain 
measurements could be made by these so-called Drones. This will 
also reduce the cost of annual flight inspections by half. In the 
case of the VOR/DME, for the commissioning flight inspection, 
this consists of flying a drone at 100 meters (circle of radius 100 
m) to preset the centering curve and the modulation rate 
parameters 9960 Hz and 30 Hz of the VOR.  For the ILS, the most 
demanding measurement during commissioning is the 
measurement of the nulls of the three Glide Path antennas and the 
adjustment of the Localizer beam [5]. These measurements can 
also be performed by a drone. This will reduce the flight time of 
a commissioning inspection to that of a periodic flight inspection. 

Most flight inspection software has measurement coupling 
functions. For example, the measurement of the axis of the 
Localizer can be coupled with the measurement of the Glide slope. 
This saves about 30 minutes on the usual 03 hours of time. A good 
training of CNS experts on the ground and the availability of an 
experienced Air Traffic Controller (ATCO) on the day of the 
flight inspection also reduces the turnaround time of flight 
inspection aircraft without compromising safety. These levers can 
be leveraged to reduce the costs and environmental impact of 
flight inspection.  Finally, the use of a SKY-Y [21] or equivalent 
drone for inspection will certainly reduce flight inspection costs 
by half and the environmental impact will also be largely limited.  

7. Conclusion 

 Flight inspection is a very technical operation, very expensive, 
with environmental costs and a danger for flight inspection staff 
if it is only carried out by transport aircraft. This paper proposed 

two architectures for using civil drones for flight inspection. Both 
architectures allow long-distance data collection using drone relay 
systems or MALE drone. In addition, the paper carried out a 
comparative financial and environmental study of the use of 
Drones compared to transport aircraft. The regulatory aspect of 
drones was also discussed and strategies for the use of electric 
UAVs to reduce the costs of flight inspection especially during 
Navaid commissioning. The use of drones for flight inspection 
appears to be more economical, environmentally friendly and 
safer for the lives of the flight inspection team members. 
Nevertheless, both architectures could be improved in future 
studies. In this study we were not able to carry out a quantitative 
study of the subject matter, but this may be the subject of another 
article. Also, flight inspection of RNAV GNSS procedures has not 
been addressed. The proposed architectures in this article are the 
basis for different types of flight inspections, so they can be used 
for the case of RNAV GNSS procedures. 
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 PT XYZ has an Enterprise Resource Planning application that is used by the Planning 
Department to view stocks and plan production materials. Currently calculation of 
production materials takes more than 30 seconds just to export to Excel then a few minutes 
to adjust the data format to the planning form and the data used is not real-time. Each item 
needs to be calculated one by one per period, then the size of the Excel file used varies 
according to the time period and requires more storage. To support real-time integration 
and process efficiency planning and storage reduction, an integration between Enterprise 
Resource Planning application and web applications has been made using a Service 
Oriented Architecture approach. The Web service uses RESTful and has been tested using 
Quality of Service and the Vulnerability Test. Based on the test results using the Jmeter 
simulation with 10 users, it is obtained Latency 1.2 seconds and Load Time 1.2 seconds with 
an average amount of data sent 1280.73 bytes. The test results using OWASP ZAP show 
vulnerability to the web service header made from the web server version used by PHP 
version 5.6.40. With the results of these tests, the web service is able to replace the export 
and import process as well as create real-time data connectivity and replace storage media 
with databases, thereby reducing the time needed for planning activities. 
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1. Introduction  

A manufacturing company in Indonesia which is engaged in 
automotive industry, which has a Core Business in manufacturing 
car air conditioning components and other commodities in 
refrigeration spare parts for storage equipment. In a manufacturing 
company, accuracy and speed in planning and shipping finished 
goods are the benchmarks for the success of the automotive 
company business. In article [1], an ERP (Enterprise Resource 
Planning) information system designed to integrate all departments 
as a data center that becomes an information center for all parts of 
the company. 

Based on article [2], using SOA approach on ERP will make 
would make the implementation on business process integration 
much better and easier. From the paper [3], the combination of 

ERP and SOA in software development will reducing the gap of 
support system and business processes. 

Systems which not integrated and manual systems are 
weaknesses from implementation ERP system carried out by 
Manufacturing Company In material planning production at 
Manufacturing Company needs to perform processing Task using 
the Excel application prior to entry into the ERP system. In 
addition to processing data using Excel, you still need to export 
data from ERP by Copy-Paste Inventory into Excel format. The 
model has been proposed by [4], all personnel from various 
departments must work together for producing up-to-date and 
accurate reports. From the description, there are several problems 
that will be discussed in this research: (a) How to design a system 
that can increase the effectiveness of planning for production with 
SOA?; (b) How to design a service that can integrate several 
systems used in material planning?. The objective of the case study 
as follows: (a) To design a system that can improve the 
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effectiveness of production material planning; (b) To design a 
system that can be used in Service-based material planning. 

The benefits obtained from implementing a System Oriented 
Architecture in this case study are: (a) Increase efficiency and 
effectiveness in application development by reusing components / 
services [5]; (b) Bridging information systems with different 
platforms within the Manufacturing Company; (c) Provide 
flexibility to business opportunities; (d) Provide real-time 
information; (e) Improve application usage efficiency. 

2. Literature Review 

2.1. ERP Architecture 

Article [6] proposed a modern ERP system architecture which 
has two physical architecture of ERP systems: Two-tier ERP 
architecture, Three-tier ERP architecture. There are many 
advantages in applying the three-tier architecture of ERP systems 
for the organizations over the traditional client-server architecture. 
For any type of ERP implementation strategy, whether it is to buy 
full out-of-the-box ERP products or to design and develop a 
custom ERP solution, the organization's ERP project managers and 
specialists need to acquire a good knowledge of ERP software 
architecture.  

2.2. Service Oriented Architecture RESTful 

In article [7], the author proposed Service Oriented 
Architecture (SOA) for software integration, because it has 
become one of the reference patterns using a more concise SOA 
architecture based on the RESTful style for industrial process 
design and modeling. The objective of this research is to improve 
interoperability and flexibility in today's manufacturing industry. 
In the evaluation phase, a simple Restful prototype and several 
industrial device scenarios were presented using two different 
methods: HTTP and Constrained Application Protocol (CoAP). 
From the research results, it is concluded that the performance of 
SOA architecture with the REST method in the manufacturing 
industry is able to answer today's needs.  

The application of IoT in article [8], the environments on 
different industrial require data services, processing, and big data 
integration for supporting the analysis platforms to strengthening 
unstructured big data storage capacity. The big data analysis will 
be processed through the relevant interface using the client and 
web server in HTTP transactions hosted by HTTP messages, and 
complete HTTP messages are usually plain text. The service is 
developed using the REST-based ASP.NET Web API on the 
Cloud server. Services that are able to provide reliable services for 
operational monitoring, asset management, and data visualization. 
Service separation occurs in the background between the front-end 
and back-end which increases the intelligence and accuracy of 
distribution management.  

SOAP/WSDL has standard registry as described in research [9], 
where producer can register service specification and consumer 
can discover service endpoint using UDDI. Recently RESTful web 
service gained momentum in development of distributed 
application and research community already started discussion 
about RESTful based Service Oriented Architecture (SOA) but 
there is no standard central repository. The XML REST registry 
based services studied based on their dynamic nature as well as the 

quality of web-based services RESTful for complex scenarios such 
as travel scheduling..  

The proprietary and widely used industrial project in [10], SOA 
methodology IBM RUP/SOMA supports the middle SOA analysis 
& design strategy, covering all SOA analysis & design activities. 
It also has the best prescription rates, as it provides a description 
of the activities, steps, inputs and outputs for each phase. It adopts 
existing techniques and notations such as BPM, UML, BPEL, 
WSDL, WS-BPEL 

The benefits experienced in organizations of SOA 
implementation on article [11],  can be divided into two 
subcategories: improved business agility and lowered costs. All 
twelve of the organizations in their researchexperienced improved 
business agility and lower costs as a result of SOA implementation.  

The author proposed the security architecture on constructed 
adaptive way in article [12],. Enterprise application integration 
(EAI) is a well-known, industry-recognized architectural principle 
built on a loosely coupled application architecture. SOA web 
service has become the choice due to its simplicity in internet 
protocol. A new architectural paradigm appears in SOA, 
Representational State Transfer (REST) which has a security 
deficiency where it relies on network / transport layer security on 
Web 2.0 technology. In the research mentioned, the RESTful web 
service security vulnerability check was carried out using the 
OWASP rating methodology view and analysis of existing security 
solutions. Thus, the security architecture design is built in a way 
that is adaptive friendly Internet-of-Things (IoT) in an advanced 
way consisting of three cycle parts: learn, predict, and prevent.  

The  implementation Web Service on Laravel PHP  framework 
in article [13], using RESTful API which become the mainstream 
after SOAP. This article explained how to effectively build a 
RESTful API. Micro services architecture become the standard of 
web services, and why RESTFUL API has become a major Web 
service development paradigm due to lightweight, scalability. 

In article [14] explained the usage of the web services is 
expected to provide independency and fast integration. Article [15] 
presented the platform validates the incoming request from 
different consumers without any relation to the operating system 
or the programming language that the consumer uses. Since it uses 
http RESTful services then the approach will function correctly. 
As well, the provided framework requires the NodeJs to be 
installed and as known, the NodeJs is available for most used 
operating systems.  

Advantages of a RESTful architecture described by [16], 
include a) communication advantages, such as reduced 
communication overhead and the possibility to introduce layers of 
caching, and b) system design advantages including stable service 
interfaces across applications and use of a resource-oriented 
information model in cyber-physical systems. 

Implementation concept of ERP in Winmentor Enterprise 
using Extended Web RESTful services in [17]. The commercial 
documents for payment process were generated as PDF files by 
email to customers, linked with the central database via the REST 
services.  
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Integration application in large companies commonly using 
Service Oriented Architecture (SOA) related to article [18]. SOA-
based solutions for enterprises have behaviors such as: loosely-
couple, reusable, autonomy, composable, making SOA can be 
implemented in any business process entity flexibly, as long as the 
company has a business design. SOA provides better alignment 
between IT and Business processes, reduces IT burden, increases 
vendor diversity, and can support new technologies. Although IT 
adoption in SMEs and Large Enterprises is different, SMEs can 
also experience these benefits, with a good understanding of the 
characteristics of SMEs and a suitable SOA approach.  

The SOA perspective in article [3], concludes that the question 
is not about SOA or ERP but rather to provide an ERP designed 
by SOA. By looking at ERP as a service, it is clear that the 
combination of ERP and SOA is one way forward when designing 
IS that aims to bridge the gap between IS and business, for example 
processes, and, enable businesses to fuse with IS to form a 
serviceable SOA-based ERP.  

The communication problem that arose in [19], between ERP 
and automated transfer protocols was no standard, complicated 
configuration and this process was only done by experts. 
WETMAPS as an intermediary software, implements a web 
service called REST to provide solutions in data exchange between 
ERP and AGV systems. An ERP system sends information to an 
intermediary system and stores it in a database. For each robot 
sends status information to the AGV system, and is forwarded to 
an intermediate system then it is updated into the database to 
provide REST web services. The proposed system increases the 
work process functionality of the AGV system, without adding the 
latest versions and robots.  

The integration methods proposed in [20], for Cloud ERP API 
and Internet of Things (IoT) basically in the form of SOAP or 
RESTful according to the semantic methods. The concept of 
integrating ERP services with IoT across the cloud can simplify 
mapping and enable new mappings and transformations when new 
services are created or API changes. From the proposed method, 
temperature data can be stored in the ERP database which can then 
be used as material for analysis or new action requests in ERP.  

2.3. QOS Web Service 

The rapid growth of web services become the key aspect for 
authors to demonstrates the functionality of web services 
invocation from distributed and heterogeneous environment [21]. 
The research not concentrated on issues like chance of service 
failure, response time etc. It is proposing a paradigm to create a 
new web service based on existing services called as Hybrid 
approach to enhance the performance of a web service. 

The description on Quality of Service (QoS) on web service in 
article [22], are measured against functional metrics and non-
functional metrics, namely the quality aspects of Web Service 
metrics. The Quality Attribute is what distinguishes Web Services. 
The International Tele Communication Union (ITU) defines 
Quality as "the totality of the characteristics of an entity that bears 
its ability to meet stated and implied needs" and technology giant 
Microsoft defines the Quality Attribute as "The factors that 
influence run-time behavior, system design, and user experience " 

Table 1: Table Research Comparisons 

Method Result 
SOA, REST A prototype of the lightweight RESTful 

Framework and several scenarios of 
industrial devices are presented and 
response times are measured using two 
different RESTful protocols: HTTP and 
CoAP. From the results obtained it can be 
concluded that the performance of SOA 
with REST in industrial environments is 
suitable for current needs. 

REST Web application developer Bay RESTful 
web API, which is potential in improving 
the Intelligence and Management 
precision of distribution grid 

SOA, SOA 
analysis, SOA 
design, SOMA, 
SOAF 

The most defining SOA methodology is 
the IBM RUP / SOMA which is a 
proprietary and widely used industrial 
project. It supports the middle SOA 
analysis & design strategy, covering all 
SOA analysis & design activities. 

SOA Benefits from SOA implementation can 
be divided into two subcategories: 
improved business agility and lowered 
costs 

SOA, Web 
Services, REST 

Examine the security vulnerabilities of 
RESTful web services in the view of 
popular OWASP rating methodologies 
and analyze the gaps in the existing 
security solutions, predicts the potential 
attacks on SOA based on obtained results 
by the developed theoretical security 
model, and the written algorithms as part 
of security solution prevent the SOA 
attacks. 

SOA, RESTful The Micro Service architecture is already 
the de facto industry standard for web 
services, and Restful Web Services has 
become the preferred technology model 
for Micro services applications due to its 
lightness, scalability, and HTTP protocol 
compatibility. 

 

The difference with the previous research and studies lies in the 
background of the case which point to the material being studied 
to extend the ERP for planning material. The conceptual 
architecture used for this research was RESTful web service 
because of the successful research conducted [17] could provide 
uniform interface, addressability, statelessness, and connectedness. 

3. Methodology 

The first step, search the literature about SOA then determine 
the background study and topic of research. Then do some analysis 
from the background problem and do some observation, data 
acquisition on the existing system that had been deployed. The 
next step was designing system architecture with the method 
selected for this topic research and do some testing afterwards 
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based on quality of services had been created. The last step to 
evaluate and write the article based on the results. 

 
Figure 1: Research Method 

3.1. Identification 

This research was conducted against the background of the 
material planning process at Manufacturing Company which was 
not adopted on ERP implementation. The material planning 
process taken Place outside the ERP System using worksheets 
application. The data retrieval and calculation processes need 
several steps and applications used to produce production material 
planning. 

 
Figure 2: Flowchart material planning 

3.2. Data Collection 

One of the methods in collecting data by the author is 
interviews and observations to related sections that have 

contributed to the making of material planning. After obtaining 
sufficient information, the problem is formulated in accordance 
with the current conditions (according to the time of observation). 
Then the SOA architecture literature review is carried out as a 
reference in providing solutions to the problems found and the 
SOMA (Service Oriented Modelling Architecture)[23] design 
method for the solution approach. 

3.3. Current Condition 

Figure 2 show the Business process from creating forecast and 
used by PPIC (Production Planning and Inventory Control) to 
create an MRP (Material Requirement Planning) document. 
Starting from Marketing which makes Sales Forecast which is used 
as the basis for making PSI (Production Sales and Inventory), then 
continues to make TPP (Tentative Production Plan) and MPP 
(Monthly Production Plan) before being approved as MRP 
(Material Requirement Planning). 

3.4. Analysis 

The analysis and system design are carried out in accordance 
with the reference literature used in the SOMA methodology. Then 
for this proposed design a descriptive justification is also carried 
out to test whether the proposed design has answered the problems 
that have been previously formulated. From the results of the 
descriptive justification conclusions and suggestions are drawn. 

 
Figure 3: Decomposition Domain 

 
Figure 4: Service decomposition 
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 In Figure 3 shows the domain decomposition process from 
marketing, planning and warehouse, each domain has several 
processes. Sub process of marketing is making Forecast, create 
Forecast, delete Forecast, get Customer, get Project, get Order 
Quantity. Each business process will be decomposed in order to 
produce Service components. 

Figure 4 showing the creation of Service Layers made of 
modules/function that being used as a service, the module Group 
are sales, planning and item and the PSI (Production Sales and 
Inventory), TPP (Tentative Production Plan), and MPP (Monthly 
Production Plan) act as a Service layer. 

After identifying the service by defining the domain and 
function area, then developing in more detail into detailed services 
in Figure 3, the results are used as a service layer which will be 
used as SOA Solution. 

 
Figure 5: Domain model 

 
Figure 6: Component layer 

At the Specification stage, a service component design is 
carried out which is obtained from the identification results in the 
previous process. The results of this stage include the services 
used to achieve the Goal Service Modeling and SOA architectural 
design. This stage is divided into 2 main stages, namely the Figure 

5 Domain Model for mapping the content of object services and 
Component Specifications for mapping components in each of the 
main applications and the use of services by these components. 

Figure 6, this stage is the final stage of the specification in 
which the services will be connected according to the component 
in more detail based on the specification stage that has been done 
previously 

At this stage, Figure 6 is the final stage of the specification to 
define the components that will be used in connection with the 
service layer and business process layer to form a unified 
relationship starting from the Operational process layer, 
component layer, and also the service layer. 

 
Figure 7: SOA Reference Architecture 
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3.5. Implementation 

From the detailed component results, generated the SOA 
Reference Architecture that will be implemented for integrating 
ERP application and MRP application using RESTful method built 
on web app framework MVC (Model View Controller)[24] 
Codeigniter which creating output in Json format and the 
Development using Visual Code. 

Figure 7 was the process in creating the web Services 
accordance to SOA reference architecture. 

4. Using the Template 

For the evaluation phase in testing the web service, the Quality 
of Service reference is used and the tool used is Apache JMeter 
[25] and OWASP ZAP. Apache Jmeter serves to test web apps, but 
also designed to load test functional behavior and perform 
measurement while OWASP ZAP serves as an application 
vulnerability tool to find security flaws in web applications. 

As measurement of web Services using JMeter[25] with a 
simulation of 50 user, and the measurement detail as follows: 

Table 2: Throughput category[26] 

Throughput category Throughput (Bps) Indeks 
Very Good 100 4 

Good 75 3 
Normal 50 2 

Bad <25 1 
 

 Table 2 throughput is the effective data transfer rate, measured 
in bps. Throughput is the total number of successful packet arrivals 
observed at the destination during the time interval, assessment 
formula Throughput = data received  / delivery time. 

Table 3: Latency category[26] 

Latency  category Delay (Ms) Indeks 
Very Good <150ms 4 

Good 150ms – 300 ms 3 
Normal 300ms – 450 ms 2 

Bad <450ms 1 
 

Table 3 Latency is the time it takes for data to travel the 
distance from origin to destination. Delay can be affected by 
distance, physical media, congestion or long processing time. 

 The web service was tested using JMeter with a total quantity 
of process simulation of 50 users. 

Table 4: Testing results using Jmeter 

Service Latency Throughput Result 
bom_get 743.3 33.63348416 Normal 

details_get 1150.94 51.38125 Good 
forecasts_get 727.84 32.34844444 Normal 

forecasts_post 857.08 21.2674938 Bad 
forecastsCountAll_get 785.36 36.52837209 Normal 

inventory_put 2537.46 85.43636364 Very good 
models_get 794.74 35.7990991 Normal 

models_post 879.08 27.73123028 Normal 
modelsCountAll_get 803.3 37.89150943 Normal 

name_get 839.68 37.82342342 Normal 
partners_get 873.72 41.80478469 Normal 

partnersDesc_get 669.3 26.45454545 Normal 
psi_get 943.72 42.31928251 Normal 

stock_get 775.86 34.79192825 Normal 
 

 From the test results Table 4, shows the number of sample data 
used as many as 50 processes, the throughput assessment results 
category may varies, relatively normal throughput depending on 
the amount of data pulled from the database. The best result get 
from the details_get service for pulling material item description 
only. The forecasts_post included in the insufficient category 
because getting all information for the first tme of the business 
process. 

 
Figure 8: ZAP vulnerability test 

Figure 8 shows a web service testing project that has been 
created using OWASP ZAP, as a whole the web service shows that 
there are no bugs in the application but has a vulnerability in the 
Header-Rest Service which is in the RESTful server library. 

5. Conclusion 

The information system that has been created can be 
integrated with an ERP system that has a database platform and a 
programming language that is different from the SOA approach. 
Where the required business functions can be converted into 
services using the RESTful concept. With SOMA will help 
reducing the complexity of the architecture, these can be reused 
by other applications with different specifications.  

Calling the services can be done easily because it uses the 
HTTP protocol, thereby increasing flexibility in the development 
of the next application that does not depend on the database and 
the same programming language.  

Recommendation for the next development would be 
increase the performance and security of the services. Periodically 
evaluation needed to improve the system integration with 
deployment and development newer version of ERP. 

References 

[1] E.F. Monk, Ellen F.; Wagner, Bret J.; and Monk, “Concepts in Enterprise 
Resource Planning,” 493, 2001. 

[2] N. Holmberg, B. Johansson, R.A. De Carvalho, “How to gain 
synchronization between business processes and enterprise resource 
planning systems: A SOA based perspective on ERP implementation,” in 
CONFENIS 2013 - 7th International Conference on Research and Practical 
Issues of Enterprise Information Systems, 2013. 

[3] N. Holmberg, “A Service Oriented Perspective of Enterprise Resource 
Planning Systems,” Journal of Systems Integration, 8(2), 14–24, 2017, 
doi:10.20470/jsi.v8i2.304. 

[4] H.F. Erdiyana, Suharjito, “ERP System Integration with Mobile 
Applications Using Service Oriented Architecture,” in Proceedings of 2019 
International Conference on Information Management and Technology, 

http://www.astesj.com/


D.S. Madefanny et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 100-106 (2021) 

www.astesj.com     106 

ICIMTech 2019, 2019, doi:10.1109/ICIMTech.2019.8843745. 
[5] Muhardany, Suharjito, A.A. Sukmadhani, E. Gunawan, “Development of E-

commerce approach to service oriented architecture using SOMA 
methodology,” in Proceedings of 2020 International Conference on 
Information Management and Technology, ICIMTech 2020, 2020, 
doi:10.1109/ICIMTech50083.2020.9211161. 

[6] M. Amini Valashani, A.M. Abukari, “ERP SYSTEMS ARCHITECTURE 
FOR THE MODERN AGE: A REVIEW OF THE STATE OF THE ART 
TECHNOLOGIES,” 2020, doi:10.22034/JAISIS.2020.103704. 

[7] J. V. Espí-Beltrán, V. Gilart-Iglesias, D. Ruiz-Fernández, “Enabling 
distributed manufacturing resources through SOA: The REST approach,” 
Robotics and Computer-Integrated Manufacturing, 46, 156–165, 2017, 
doi:10.1016/j.rcim.2016.09.007. 

[8] Y. Zhu, J. Li, J. Chen, H. Wei, “A framework research of power distribution 
equipment condition monitoring cloud platform based on RESTful web 
service,” in 2017 IEEE Conference on Energy Internet and Energy System 
Integration, EI2 2017 - Proceedings, Institute of Electrical and Electronics 
Engineers Inc.: 1–6, 2017, doi:10.1109/EI2.2017.8245318. 

[9] D. Rathod, “Registry for RESTful Web Service: REST Registry,” 
International Journal of Research -GRANTHAALAYAH, 5(7), 128–135, 
2017, doi:10.29121/granthaalayah.v5.i7.2017.2114. 

[10] S. Svanidzaite, “A comparison of SOA methodologies analysis & design 
phases,” in CEUR Workshop Proceedings, 2012. 

[11] T. Yoon, B.K. Jeong, “Service Oriented Architecture (SOA) Implementation: 
Success Factors and Realized Benefits,” International Journal of Information 
Systems in the Service Sector, 2018, doi:10.4018/IJISSS.2018040101. 

[12] M.I. Beer, M.F. Hassan, “Adaptive security architecture for protecting 
RESTful web services in enterprise computing environment,” Service 
Oriented Computing and Applications, 2018, doi:10.1007/s11761-017-
0221-1. 

[13] X. Chen, Z. Ji, Y. Fan, Y. Zhan, “Restful API Architecture Based on Laravel 
Framework,” in Journal of Physics: Conference Series, 2017, 
doi:10.1088/1742-6596/910/1/012016. 

[14] S. Widiyanto, A.B. Setyawan, A. Tarigan, H. Sussanto, “The developing one 
door licensing service system based on RESTful oriented services and MVC 
framework,” in AIP Conference Proceedings, American Institute of Physics 
Inc., 2016, doi:10.1063/1.4940297. 

[15] M. Wael, Encapsulation of MES Functionalities as RESTful Web Services 
for Knowledge-Driven Manufacturing Systems, 2017. 

[16] S. Grüner, J. Pfrommer, F. Palm, “RESTful Industrial Communication with 
OPC UA,” IEEE Transactions on Industrial Informatics, 2016, 
doi:10.1109/TII.2016.2530404. 

[17] L. Rusu, E. Gerőcs-Szász, “EXTENDED ERP USING RESTFUL WEB 
SERVICES CASE STUDY: WINMENTOR ENTERPRISE ®,” JOURNAL 
OF INFORMATION SYSTEMS & OPERATIONS MANAGEMENT, 
2018. 

[18] P. Albertus Kusuma Seta, A.A. Arman, “General service oriented 
architecture (SOA) for Small Medium Enterprise (SME),” in 2014 
International Conference on ICT For Smart Society (ICISS), IEEE: 217–221, 
2014, doi:10.1109/ICTSS.2014.7013176. 

[19] I. Draganov, S. Stefanova, “A solution for optimizing the integration of AGV 
systems in enterprises which are using ERP systems,” in HORA 2020 - 2nd 
International Congress on Human-Computer Interaction, Optimization and 
Robotic Applications, Proceedings, 2020, 
doi:10.1109/HORA49412.2020.9152869. 

[20] D. Andročec, R. Picek, M. Mijač, “The ontologically based model for the 
integration of the IoT and Cloud ERP services,” in CLOSER 2018 - 
Proceedings of the 8th International Conference on Cloud Computing and 
Services Science, 2018, doi:10.5220/0006763104810488. 

[21] R.R. Reddy, C. R. M., & Rao, “QOS of Web Service : Survey on 
Performance and Scalability,” Computer Science and Information 
Technology, 3(9), 65–73, 2013, doi:10.5121/csit.2013.3907. 

[22] A. Negi, P. Kaur, “A Systematic Literature Review on QoS for SOA-based 
Web Services,” Article in INTERNATIONAL JOURNAL OF COMPUTER 
SCIENCES AND ENGINEERING, 2018, doi:10.26438/ijcse/v6i7.735444. 

[23] A. Arsanjani, S. Ghosh, A. Allam, T. Abdollah, S. Ganapathy, K. Holley, 
“SOMA: A method for developing service-oriented solutions,” IBM 
Systems Journal, 2008, doi:10.1147/sj.473.0377. 

[24] W. Warkim, D.I. Sensuse, “System Integration Model with Service Oriented 
Architecture Method Approach and Model View Controller at the Research 
Center for Science and Technology Development of the Indonesian Institute 
of Sciences,” Jurnal Teknik Informatika Dan Sistem Informasi, 3(1), 2017, 
doi:10.28932/jutisi.v3i1.572. 

[25] S. Matam, J. Jain, JMeter Recipes, Apress, Berkeley, CA: 221–242, 2017, 
doi:10.1007/978-1-4842-2961-3_10. 

[26] Y.A. Pranata, I. Fibriani, S.B. Utomo, “Analysis of Quality Of Service 
Performance Optimization In Data Communication Services Using Ns-2 At 
PT. PLN (Persero) Jember,” Sinergi, 20(2), 149, 2016, 
doi:10.22441/sinergi.2016.2.009. 

 

http://www.astesj.com/


Advances in Science, Technology and Engineering Systems Journal
Vol. 6, No. 3, 107-115 (2021)

www.astesj.com
ASTES Journal
ISSN: 2415-6698

A Theory on How Strings Responds to Gravitation by Refraction in Curved
Spacetime
Sung Hoon Baek*

Department of Computer Engineering, Jungwon University, Goesan-gun, 28024, South Korea

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 07 January, 2021
Accepted: 03 May, 2021
Online: 12 May, 2021

Keywords:
Gravitation
String
Refraction

General relativity and its modified theories are unable to account for quantum mechanics and
cannot explain dark matter or the origin of the gravitation. This paper presents a theory that
describes how Newtonian gravitation originates at the level of the particle, and how particles
induce gravitation and respond to the source of gravitation. This paper provides a deeper
understanding of gravitation and a complete derivation of Newtonian gravitation from the level
of particles; and shows how some particles can act like being massless and does not follow the
Newtonian gravitation. In addition, This paper provides a new method, which determines a
steep spacetime curvature and provides a new aspect of the galactic center. Past measurements
of light-bending during total eclipses are consistent with the proposed theory.

1 Introduction

According to general relativity, the observed gravitational effect
results from the curvature of spacetime [1]. In 1919, the deflection
of light was measured and found to be as predicted by general rela-
tivity: gravitation from stars bends the paths of light rays. A tiny
shift in light rays around the Sun was observed during a total solar
eclipse [2].

In 1959, Pound and Rebka reported the first successful measure-
ment of the gravitational redshift, which is a phenomenon in which
the wavelength of a photon shifts to a longer wavelength when the
photon moves upward against a gravitational field [3, 4]. These and
other experimental results have confirmed the existence of gravi-
tational time dilation. Many experiments verified the existence of
gravitational time dilation and gravitational light-bending.

General relativity describes gravitational spacetime using ten-
sors. Between about 1960 and the mid-1980s a variety of modifi-
cations to special relativity have been proposed, including scalar-
tensor theories [5], vector-tensor theories [6], and tensor-vector-
scalar theories [7]. A number of physicists have invented alternative
theories, such as the Dickie framework and the parameterized post-
Newtonian formalism [5, 8, 9].

Recently, string theory has established a connection between
the microscopic world of high-energy particles and the large-scale
world of gravitation [2]. Physicists have also proposed a number of
models to describe mass [10]–[15].

Instead of using tensors, this paper utilizes the refraction prin-

ciple of Snell-Descartes to investigate gravitation from the particle
level to the cosmic scale.

The refractional trajectory of light is the shortest path that is
equivalent to the geodesic in a curved space. These two methods
describe the same thing, but the former uses calculus, and the latter
uses tensor calculus.

A ray of light changes its direction when it passes from one to
another medium because the speed of the light changes in different
media. This phenomenon is called refraction [16]. In gravitational
time dilation, the distance that light travels changes across gradu-
ally changing spacetime. This change also results in refraction by
gravitation.

Several works [17, 18] have described light-bending around a
mass using the refraction mechanism, but this paper extends it to a
complete derivation of Newtonian gravitation from the level of the
particle using the refraction principle.

The presented derivation provides us a clear understanding of
where the gravitation originated, how particles participate in creat-
ing gravitation and respond to gravitation, why all composite bodies
in a gravitational field have the same acceleration, and why a particle
acts like being massless.

Classical physics is applicable only to a flat space. Modern
physics has extended the space and time into a spacetime curvature
during a century. However, general relativity makes the mistake of
including a part of classical physics, and fails to describe a steep
curvature of spacetime. The Section 3.3 describes this in detail. To
avoid this mistake, this paper simply utilizes only the refraction
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principle, Lorentz invariance, and two proposed postulates. This
paper presents a new metric to describe a steep spacetime curvature,
and compares it with the prior one.

2 Overview
In string theory, particles consist of one-dimensional objects called
strings. We assume the following: (Postulate 1) The photon is a
straight open string as a particle. All strings flow with the speed of
light like the photon does, but the strings of the other particles flow
within their geometric space. The strings flow in various directions
depending on their geometry.

When multiple particles are chained together to comprise a nu-
cleus, their geometric orientations are restrained, and they flow
to various directions in their restrained space. When particles are
linked with each other to form a nucleus, statistically a set of strings
flow in every direction. Newtonian gravitation is obtained from the
statistically omnidirectional flows of strings.

There is no specific boson for gravitation. All of the particles
consist of strings and participate in creating gravitation, and respond
to gravitation. Hence, all composite bodies in a gravitational field
have the same acceleration [19]. However, a free and stationary
particle can exhibit imperfect omnidirectional movement, taking
a preferred orientation to minimize gravitational force, and in this
case it has a different acceleration that described by Newtonian
gravitation. In addition, a specific shape of particle can act like
being massless.

Figure 1 shows the omnidirectional flows of a string across
spacetime layers. The lower space layer has greater time dilation
than the upper one according to the gravitational time dilation. The
velocity of the string is constant across space layers, according to
the Lorentz invariance, but time is slower in the lower space. Thus,
the distance traveled in the lower space layer is shorter than in the
upper one for the same coordinate time.

Strings experience refraction like a ray of light as it passes
from one medium to another medium, changing its direction. Re-
fraction was experimentally and theoretically established by the
Snell-Descartes law four hundred years ago.

Figure 1: Omnidirectional movements and their refraction across space layers with
different time dilations.

The speed of light is slower in water than in air, thus the dis-
tance traveled is shorter in water. In a similar way, time is slower

in the lower space thus the distance traveled is shorter in the lower
space. The re-fractional trajectory of light is the shortest path that is
equivalent to the geodesic in a curved space.

Kinetic energy and thermal energy can also refracted by gravita-
tion, because the trajectory of movement depends on the shortest
path.

Refractions are illustrated as dotted lines in Figure 1. At the
first time, the central velocity of the particle is zero. A short time
later, the particle experiences refraction and the sum of the changes
of the vertical distance for every direction heads for the center of
gravitation. This refraction results in the gravitational acceleration.

This paper presents a derivation of Newtonian gravitation from
the refractions of omnidirectional flows across gradually changing
spacetime.

3 Derivation
This section shows the process for deriving for Newtonian gravita-
tion from refraction by gravitational time dilation.

3.1 Refraction

This section derives the changed altitude of an inclined string (a ray
of light) by refraction during a short time ∆t . We have to consider
two different cases, where the string heads downward and upward.
Then, we take into account all possible directions.

Let T (r) be the time ratio between the time at a distance r and
the time at infinity. The distance r is the coordinate distance from
the center of gravitation. The relationship between the elapsed time
at a distance r, ∆t(r), and the elapsed time at infinity, ∆t(∞), is given
by

∆t(r) = T (r)∆t(∞). (1)

Let Tr(r′) be the relative time at the distance r′ from the view-
point of an object that is at the distance r, then Tr(r′) is defined
by

Tr(r′) = T (r′)/T (r) (2)

The relative time at the distance r + ∆r from the viewpoint of
the object that is at the distance r, Tr(r + ∆r), is

Tr(r + ∆r) = T (r + ∆r)/T (r) (3)

We define sr(r) as the slope of the relative time from the view-
point of the object that is at the distance r with respect to the coordi-
nate distance.

sr(r) = lim
∆r→0

Tr(r + ∆r) − Tr(r)
∆r

= lim
∆r→0

T (r + ∆r)/T (r) − T (r)/T (r)
∆r

= lim
∆r→0

(
T (r + ∆r)

T (r)
− 1

)
1
∆r
.

(4)

The amount of refraction depends on the relative time (see Eq.
(10)). (Postulate 2) Hence, we assume that the slope of the relative
time sr(r) determine the gravitational acceleration and follow the
divergence theorem. This means that sr(r) is proportional to the
mass of the gravitational source and the inverse square of coordinate
distance, as in the following equation.
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sr(r) =
aM
r2 , (5)

where a is a coefficient, and M is the mass of the gravitational
source.

We define R as the following equation,

R ≡ aM. (6)

We call R the gravitational radius. It is similar to the
Schwarzschild radius but it is little different from that.

By combining Eqs. (4), (5), and (6), we get(
T (r + ∆r)

T (r)
− 1

)
1
∆r

=
R
r2 , (7)

T (r + ∆r)
T (r)

= 1 +
R
r2 ∆r. (8)

This equation is used to find the gravitational acceleration in the
next section.

3.1.1 Downward

This section derives the vertical acceleration for a string with an
inclined angle.

∆r is the small change in vertical distance that a string flows
during a small time ∆t.

In Figure 2, time is slower in the lower space than in the upper
space that is illustrated with a brighter rectangle. We have to be
aware of that the time dilation across spaces is continuous even
though Figure 2 makes it appear to be discontinuous.

∆" ! = #∆t

!! = #∆&!
'

'′ ∆"!#∆t

Figure 2: Refraction when an inclined string travels downward.

Accordingly, it takes ∆t in the lower space while it takes ∆tp in
the upper space. The former is less than the latter (∆t < ∆tp). The
length that a string travels is L in the lower space while it is Lp in
the upper space during the same coordinate time. L is c∆t and Lp is
c∆tp, where c is the speed of light in vacuum. The difference in the
distances traveled in the different spaces causes refraction.

When an inclined string makes an incident angle θ with the
vertical line, the incident angle changes into θ′ after a short time
∆t. The refraction index n describes the relationship between the
incident angle θ and the refraction angle θ′ is given by Snell’s law
[16].

1
n

=
sin θ′

sin θ
=

L
Lp

=
c∆t
c∆tp

=
∆t
∆tp

, (9)

Using Eqs. (1) and (9), we obtain

1
n

=
T (r + ∆r)

T (r)
, (10)

From Eqs. (8) and (10), we obtain

1
n

= 1 +
R
r2 ∆r. (11)

Using the geometry shown in Figure 2 and Eqs. (9) to (11), the
vertical distance that a string with the refraction angle θ′ travels for
a short time ∆t, ∆r, is given by

∆r = −c∆t cos θ′

= −c∆t
√

1 − (sin θ′)2

= −c∆t

√
1 −

(
1
n

sin θ
)2

= −c∆t

√
1 −

((
1 +

R∆r
r2

)
sin θ

)2

.

(12)

From Eq. (12), we obtain a quadratic function for ∆r as the
following.(

1
(c∆t)2 +

s2R2

r4

)
(∆r)2 +

2 ∗ Rs2

r2 ∆r + s2 − 1 = 0, (13)

where sin θ is substituted with s to simplify the equation. Using the
quadratic formula, the change in vertical distance, ∆r, is given by

∆r =
−Rs2/r2 ±

√
s2R2/r4 + (1 − s2)/(c∆t)2

1/(c∆t)2 + s2R2/r4

=
−

Rs2(c∆t)2

r2 ±

√
s2R2(c∆t)4

r4 + (1 − s2)(c∆t)2

1 +
s2R2(c∆t)2

r4

.

(14)

Let ∆rd be the change in vertical distance when a string heads
downward; then it is always negative. Hence, ∆rd is chosen as the
negative version of the two solutions of Eq. (14).

∆rd(θ) =
−

Rs2(c∆t)2

r2 −

√
s2R2(c∆t)4

r4 + (1 − s2)(c∆t)2

1 +
s2R2(c∆t)2

r4

, (15)

where s = sin θ and 0 ≤ θ < π/2.
When a string is parallel to the horizontal plane (θ = π/2), there

might be no gravitational acceleration. Hence, π/2 is excluded in
Eq. (15). This special case is discussed in Section 5.

Let ∆rn(θ) be the vertical distance traveled if it is not affected
by refraction, as shown in Figure 2. Then the small change of the
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downward velocity is given by

dvd = lim
∆t→0

∆rd(θ)
∆t

−
∆rn(θ)

∆t

= lim
∆t→0

∆rd(θ)
∆t

− (−
c∆t cos θ

∆t
)

= lim
∆t→0

−Rs2c2∆t
r2 −

√
0 + (1 − s2)c2

1 + 0
+ c cos θ

=
−Rc2dt sin2 θ

r2 − c cos θ + c cos θ

= −
c2R sin2 θ

r2 dt.

(16)

The refractional acceleration with a downward angle is obtained
by

ad(θ) =
dvd

dt
= −

c2R sin2 θ

r2 , (17)

where 0 ≤ θ < π/2.
The gravitational acceleration is determined by the incident an-

gle θ of the string. Acceleration is minimized when the incident
angle is perpendicular to the horizontal plane of the gravitation.
However, Newtonian gravitation is statistically composed of various
incident angles. This is described in the Section ’Every Direction’.

3.1.2 Upward

Here, let’s consider a case where a string flows upward, as shown
in Figure 3. The incident angle of a string, θ, is greater than π/2
and less than π. let φ = π − θ. We get the same equation as for the
refraction index, Eq. (9).

c∆" !

c∆"#'

θ

θ'

#

∆"
∆"! c∆"

Figure 3: a refraction when an inclined string travels upward.

1
n

=
sin φ′

sin φ
=

sin(π − θ′)
sin(π − θ)

=
sin θ′

sin θ
.

The vertical distance ∆r, is a positive value, it is hence given by

∆r = c∆t cos φ′ (18)

= c∆t

√
1 −

((
1 +

R∆r
r2

)
sin θ

)2

. (19)

It has a different sign than Eq. (12). However, this equation (19)
results in the same quadratic equation as Eq. (13).

Let ∆ru be the change in distance when a string heads upward.
∆ru is chosen as the positive version of the two solutions of Eq.
(14).

∆ru(θ) =
−

Rs2(c∆t)2

r2 +

√
s2R2(c∆t)4

r4 + (1 − s2)(c∆t)2

1 +
s2R2(c∆t)2

r4

, (20)

where s = sin θ and π/2 < θ ≤ π.
The small change in upward velocity is given by

dvu = lim
∆t→0

∆ru(θ)
∆t

−
c∆t cos θ

∆t

=
−Rc2dt sin2 θ

r2 + c cos θ − c cos θ

= −
c2R sin2 θ

r2 dt.

(21)

dvu is the same as dvd, thus the refractional acceleration with an
upward angle is the same as Eq. (17). We obtain

au(θ) =
dvu

dt
= −

c2R sin2 θ

r2 , (22)

where s = sin θ and π/2 < θ ≤ π.

3.1.3 Every Direction

If we remember the first postulate, the strings comprising a parti-
cle flow in several directions depending on its geometry with the
speed of light inside its particle space. Multiple particles that are
combined with each other make statistically omnidirectional flows,
which is regulated by Newtonian gravitation. Hence, we consider
all incident angles.

sin ∆%

1

2( sin %
sin%

%
∆%

∆)

Figure 4: Each incident angle has different amount of area in the three-dimensional
space.

The flow directions are evenly distributed in a sphere. Each
different incident angle makes a different ring area ∆S in the sphere
as shown in Figure 4. The number of flows with the incident angle
θ is proportional to the ring area ∆S (θ), which is given by

∆S (θ) = 2π sin θ sin ∆θ = 2π sin θ∆θ. (23)

We can obtain the statistical acceleration for all directions from
Eqs. (17), (22), and (23). The acceleration created by gravitational
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time dilation is given by.

a = lim
∆θ→0

∑π/2
0 ∆S (θ)ad(θ) +

∑π
π/2 ∆S (θ)au(θ)∑π

0 ∆S (θ)

= lim
∆θ→0

∑π
0 −2π c2R

r2 sin3 θ∆θ∑π
0 2π sin θ∆θ

=

∫ π

0 −
c2R
r2 sin3 θdθ∫ π

0 sin θdθ

= −
c2R
2r2

(
1
3

cos3 θ − cos θ
)∣∣∣∣∣∣π

0

= −
2c2R
3r2 .

(24)

3.2 Newtonian Gravitation

All particles consist of strings and participate in creating gravitation
and respond to gravitation. An object that moves with high-speed
experiences both time dilation and Lorentz contraction according to
the Lorentz transformations. The string flows at the speed of light.
Hence, we can expect not only gravitational time dilation but also
gravitational spatial contraction around strings. Gravitational spatial
contraction corresponds to the curved space of general relativity.

The acceleration created by gravitational spatial contraction is
the same as that produced by gravitational time dilation. So, the
total refractional acceleration created by both time and space is
doubled from Eq. (17) and described by the formula

g(θ) =
2c2R sin2 θ

r2 . (25)

The Newtonian acceleration that is created by both space and
time is doubled from Eq. (24). Finally, it is written using the
formula

g = −
4c2R
3r2 . (26)

We can compare Eq. (26) with the equation for Newtonian
gravitation as the following equation:

GM
r2 =

4c2R
3r2 , (27)

where M is the mass of the gravitational source, and G is the gravi-
tational constant.

The gravitational radius R is written

R =
3GM
4c2 . (28)

3.3 Gravitational Time Dilation Function

3.3.1 Proposed function

This section shows a derivation of this gravitational time dilation
function T (r).

We go back to Eq. (1). The gravitational time dilation function
T (r) is used to obtain a locally measured (proper) time dτ from the

coordinate time dt, which is the time measured by a stationary clock
at infinity.

dτ = T (r)dt. (29)

We combine Eqs. (10) and (11) into the following equation:

1 +
R
r2 dr =

T (r + dr) − T (r) + T (r)
T (r)

= 1 +
T (r + dr) − T (r)

T (r)
.

(30)

Using Eq. (30), the differential equation for the gravitational
time dilation function is given by

dT (r)
dr

=
R
r2 T (r). (31)

By solving this differential equation, the gravitational time dila-
tion function is given by

T (r) = t1e−
R
r , (32)

where t1 is a constant.
If T (∞) = 1, we get

T (r) = e−
R
r . (33)

Finally, from Eqs. (29) and (33), we get the relationship between
t and τ.

dτ = e−
R
r dt. (34)

3.3.2 Prior work

Here, we compare the proposed solution with the prior solution of
general relativity. The Schwarzschild metric as a solution to the
Einstein field equations is

ds2 = −c2(1 −
2GM
c2r

)dt2 + (1 +
2GM
c2r

)dr2

+ r2(dθ2 + sin2 θdψ2).
(35)

The Schwarzschild metric includes the counterpart of T (r) as in
the following equation:

dτ =

√
1 −

2GM
c2r

dt. (36)

Eq. (36) is different from Eq. (34) because it is derived using
the following classical equation of potential energy :

P = −
GMm

r
. (37)

This potential energy is for a flat spacetime where dl can be replaced
by dr. l is the locally measured (proper) length. r is the coordinate
length measured at infinity.

Here, this paper proposes a new potential energy for a curved
spacetime. The gravitational potential energy at a local position l is

P =

∫ l

∞

GMm
r2 dl. (38)
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We can get the the classical equation (37), if dl are replaced by
dr in Eq. (38). However, the energy is the product of the force and
the length that is locally measured at the viewpoint of the object.
The local displacement dl is longer than the coordinate displacement
dr in a curved spacetime. Hence, we should not use dl instead of
dr, and the classical potential energy cannot be used in a curved
spacetime.

3.3.3 Comparison with the prior work

If R/r � 1 (sluggish spacetime), the proposed equation T (r) has a
form similar to the Schwarzschild metric. The Taylor series of the
proposed time dilation function can be written

T (r)2 = 1 −
2R
r

+ (
2R
r

)2 1
2!

+ · · · . (39)

If R/r � 1, we can take only the first and the second terms of
the series. We obtain a form similar to the Schwarzschild metric as
the following:

T (r) '

√
1 −

2R
r

=

√
1 −

3GM
2c2r

, (40)

dτ '

√
1 −

3GM
2c2r

dt, (41)

where it is valid for a sluggish spacetime.
Eq. (41) has a form similar to Eq. (36), but Eq. (41) has 3/2

instead of 2 in Eq. (36). The reason for this difference is that the
straight string (photon) has different gravitational acceleration than
composite bodies with multi-directional flows, but the general rel-
ativity assumes that the straight string and composite bodies are
equivalent.

3.4 Gravitational Spatial Contraction

Let S (r) be the gravitational spatial contraction function. S (r) de-
termines how much space at the coordinate distance r is contracted.
Spatial contraction is reciprocal to time dilation according to the
Lorentz transformation. So, the spatial contraction function is

S (r) =
1

T (r)
= e

R
r . (42)

Let l be the locally measured (proper) length. Let r be the co-
ordinate length measured at infinity. The relationship between the
two lengths can be expressed by

dl = S (r)dr = e
R
r dr. (43)

The Schwarzschild metric includes the counterpart of the spatial
contraction function as the following equation:

dl =

√
1 +

2GM
c2r

dr. (44)

Eqs. (43) and (44) are different for the reason explained in the
previous section.

Figure 5 compares the two equations. Eq. (43) can produces a
much greater space for blackholes than Eq. (44). This may give us
a new clue for dark matter.
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Figure 5: Comparison of the space ratio (dl/dr) using the proposed metric (eR/r) and
general relativity (

√
1 + 2GM/(c2r)).
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Figure 6: The trajectory of light bended by a star.

4 Gravitational Lens
When a ray of light travels around a star, we can determine the light
trajectory if the incident angle, the distance from the star, and the
mass of the star are given.

4.1 Numerical Method

This section describes a numerical method that finds the light tra-
jectory around a star. It is useful even if R/r is not small. The next
section introduces an analytical method that is valid when R/r � 1.

As shown in Figure 6, the stellar radius is rs. The given distance
from the center of the star is rn. The given incident angle of light is
θn. The next distance from the star, rn+1, after a short time ∆t, is

rn =
√

(c∆t sin θn)2 + (rn−1 − c∆t cos θn)2. (45)

For the short time ∆t, the angle made by the previous position,
the center of the star, and the next position of light, ∆φn, is obtained
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by

∆φn = sin−1 c∆t sin θn

rn
. (46)

The change in distance is defined by

∆r = rn − rn−1. (47)

The incident angle θi is

θi = θn + ∆φn. (48)

The refraction index is obtained from the time ratio (Eq. (9))
and the space ratio because the total refraction is caused by both
space and time.

1
n

=
sin θn+1

sin(θi)

=
T (rn + ∆r)

T (rn)
/

S (rn + ∆r)
S (rn)

' 1 +
2R∆r

r2 ,

(49)

where ∆r is infinitesimally small.
From Eq. (49), we get the next angle,

θn+1 =

 sin−1
(

1
n sin θi

)
, if θi < π/2;

π − sin−1
(

1
n sin θi

)
, otherwise.

(50)

We can iterate the sequences of Eqs. (45) to (50) to get the light
trajectory using a computer program.

4.2 Analytical Method

4.2.1 The prior method

The amount of light-bending seen from the Earth can be obtained
by a geodesic in a curved spacetime which is introduced in general
relativity. In 1911, Einstein obtained a deflection angle of

α =
2GMsun

c2r
[radians] =

0.87
r

[arcsec], (51)

where r is the visual distance in solar radii from the center of the
Sun.

In 1915, he modified the above equation by adding the effect
of curved space thus doubling the bending angle in the following
equation:

α =
4GMsun

c2r
[radians] =

1.75
r

[arcsec]. (52)

The derivation of this equation is described in prior articles [20].
This derivation is obtained from the velocity of light in a gravi-

tational field. Using Eqs. (36) and (44), we obtain the velocity of
light

v =
dr
dt

=

√
1 + 2GM/c2rdl√
1 − 2GM/c2rdτ

'

√
1 +

4GM
c2r

c, (53)

where GM/(c2r) � 1.
The full derivation of light-bending is too long to contain in this

paper.

4.2.2 Proposed method

From Eqs. (28), (34), and (43), our counterpart of Eq. (53) can be
written as

v =
dr
dt

=
S (r)dl
T (r)dτ

= e
3GM
2c2r c

=

√
e

3GM
c2r c '

√
1 +

3GM
c2r

c,

(54)

where GM/(c2r) � 1.

To get the angle of light-bending using the proposed method,
we can substitute Eq. (53) with Eq. (54). Finally, the angle of
light-bending is obtained by substituting 4 of Eq. (52) with 3.

α =
3GMsun

c2r
[radians] =

1.31
r

[arcsec]. (55)

4.3 The Expeditions: Gravitational Refraction and So-
lar Atmospheric Refraction

Over the last century, there have been many expeditions to mea-
sure light-bending during a total eclipse. Goldoni and Stefanini
summarized these observational results [21].

In 1919, two expeditions obtained the values 1.61 ± 0.30 and
1.98 ± 0.16 arcsec, where 1/r is omitted. In 1922, the obtained
mean values ranged from 1.42 arcsec to 2.16 arcsec. Freunclich et
al. obtained an average value of 2.24 ± 0.1 arcsec in 1929. Japanese
astronomers gave the average deflection value of 1.71 arcsec in
1936, but their plates were quite unreliable. Subsequent expeditions
obtained 2.01 ± 0.27, 1.70 ± 0.10, 1.66 ± 0.18, and 1.75 ± 0.06
arcsec, in 1947, 1952, 1973, and 2017, respectively. Even in the
latest result, the most critical item is that the plate scale is only 2
arcsec per pixel [22]. This low resolution makes it hard to obtain an
accurate result.

The major factors that can bend light are the atmospheric refrac-
tion of the Earth, the solar gravitational refraction (deflection), and
the solar atmospheric refraction. Prior measurements considered
the atmospheric refraction of the Earth but excluded that of the Sun.

NASA revealed that the solar atmosphere, called the corona, is
much larger than previously observed [23]. Its radius is 12 solar
radii, and the solar atmosphere is sparsely filled with solar particles,
which can slow down the speed of light and causes solar atmospheric
refraction. The past observations for light bending are measured
within the solar atmosphere.

The particle density in the solar atmosphere can also vary. This
may be one of the reasons why the observational results were vari-
ous. Unfortunately, we don’t have enough information to know how
much the solar atmosphere can refract light.

Due to the solar atmospheric refraction, observations should
be greater than the proposed expectation of 1.31. Past measure-
ments have ranged from 1.42 to 2.24, which are consistent with the
proposed theory.
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5 Quantum Gravity
The small change in vertical distance with the incident angle of π/2,
∆ru(π/2), is zero in Eq. (20). This means that there is no gravi-
tational force to circular strings that are parallel to the horizontal
plane of gravitation. The gravitational acceleration for the incident
angle of π/2, au(π/2), is nonzero in Eq. (22). However, if ∆t is
finite like the Planck time. the quantum gravitational acceleration
with the parallel angle is obtained as zero from Eq. (21) according
to the following equation.

aq(π/2) =
∆vu(π/2)

∆t

=
1
∆t

(
∆ru(π/2)

∆t
− 0

)
=

1
∆t

(
0
∆t
− 0

)
= 0.

(56)

In other words, the gravitational acceleration with the incident
angle of π/2 is zero, because the smallest length and the smallest
time are finite according to the quantum mechanics.

A lonely and stationary string with a circular shape can rotate
like a gyroscope, maintaining its rotational axis perpendicular to the
gravitational horizontal plane. When its incident angle become π/2
by gyroscopic rotation, there is no gravitational force to this string.
This explains how neutrinos have elusive mass [24] and how the
gluon acts like being massless.

A massive particle and a set of combined particles may create
nearly omnidirectional flows, which would regulate them to New-
tonian gravitation. However, a free, stable, and lonely particle can
also have imperfect omnidirectional flows, which will result in a
preferred orientation, to minimize gravitational force.

The gravitation is created by the strings. The strings interact
with the gravitation. Therefore, the gravitation in the microscopic
world depends on quantum mechanical geometric shapes of the
strings. This proposed theory is an entirely alternate theory of
quantum gravity. However, this may provide a clue for quantum
gravity [25, 26], supergravity [27, 28], and loop quantum gravity
[29, 30, 31].

Quantum gravity describes gravity according to quantum me-
chanics. Supergravity assumes the graviton has a superpartner.
Quantum gravity and supergravity postulate that the graviton is a
messenger particle of gravity. In these theories, the photon and the
gluon as force carriers for the electromagnetic interaction and the
strong interaction are massless. According to the proposed theory,
without the postulate of graviton, we can explain the gravitation is
created by all kinds of particles and some particles act like being
massless.

Loop quantum gravity (LQG) is a theory that merges quantum
mechanics and general relativity. LQG postulates that the structure
of space is composed of loops woven into an extremely fine network
with a scale on the order of a Planck length. Particles consist of
certain patterns of braiding of open and closed strings [13], which
can be modeled as the loop network. According to the proposed
theory, the source of gravitation is the strings, so the gravitation can
be modeled with quantum loops of open and closed strings.

The Compton Scattering experiment shows that photons have
momentum [32]. The several studies proposed and measured that the
photon consists of a positive charge and a negative charge [33, 34].
The photon is made out of the electromagnetic wave. This means
that the electromagnetic wave can create momentum and charges.
In addition, it can create gravitation and respond to gravitation.

6 Summary
This paper includes a complete derivation of the equation of Newto-
nian gravitation from gravitational time dilation using the refraction
principle. All particles participate in creating gravitation and re-
spond to gravitation.

The gravitational acceleration depends on the incident angle,
which explains why Newtonian gravitation is not regulated at the
level of particles. However, a set of multiple restrained particles
will result in nearly omnidirectional flows and can be regulated to
Newtonian gravitation.

Gravitation is caused by not only curved space but also curved
time. Composite bodies have less gravitational acceleration than a
photon with an incident angle of π/2 by 2/3.

The gravitational time dilation is an inverse exponential func-
tion, whose exponent is proportional to the mass and the inverse
of separation from the gravitational source. This is different than
the Schwarzschild metric, but it has a form similar to that in a slug-
gish spacetime because the general relativity mistakenly uses a part
of classical physics (potential energy) which is suitable for a flat
spacetime.
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 The rapid transformation of the energy sector in South Africa towards renewable energy 
(RE) production calls for the management of assets to keep pace with the ongoing 
developments in a reliable manner. Aging assets, increasing energy needs and reliable 
supply of energy without load shedding are some of the challenges utilities are facing in 
South Africa. In resolving these challenge, imaginative solutions are required to maintain 
the installed assets and determining the viability of refurbishment, replacement or 
upgrading. In the current work, an extension of the author’s previous work, a novel 
approach for estimating the service lifetime of transformers within Distributed Solar 
Photovoltaic (DSPV) Systems in South Africa is introduced. This experiential form has been 
derived by extensive experimental trials. The proposed approach is initially employed to 
evaluate the Degree of polymerization (DP) of cellulose insulation based on measured 
furan (2FAL) contents of 9 case scenarios. The calculated DP is then used to evaluate the 
service lifetime of these units. In efforts to authenticate the proposed approach, a 
comparative study is conducted against 5 other models. Finally, the proposed approach is 
compared with the results of the measured DP. It is observed that the proposed approach 
produce accurate estimates with an approximation not exceeding 1% and 2.2% from the 
measured DP and service lifetime respectively. 
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1. Introduction 

Oil-immersed Distributed Solar Photovoltaic (DSPV) system 
transformers are commonly designed for a service lifetime of about 
30 years [1], [2].  During service, the cellulose insulation degrades 
under the interactive effects emanating from electrical, thermal and 
chemical components. The mechanism of degradation of cellulose 
insulation (DCI) is reliant on the conditions such as harmonics, 
distorted load cycle and excessive heating that the transformer may 
be subjected to during their designed service lifetime. There are 
four underlying factors that elevate the DCI viz.  moisture, oxygen, 
acid and excessive temperature. The oil-cellulose insulation 
system in DSPV transformers is prevalent on account of its cost-
effectiveness and capacity to withstand severe electrical and 
thermal stresses [3], [4]. Due to the costly exercise of replacing 
field transformers, the utility owners will keep the units in service 
while performing periodical online monitoring and routine testing 
of the insulation system. Therefore, diagnostic techniques suchlike 
Dissolved Gas Analysis (DGA) and Furan Analysis (FA) are 
increasingly being recognized as efficacious and irrefutable 

procedures to evaluate the reliability of oil-cellulose insulation 
system. 

The chemical structure of cellulose insulation is composed of 
strings of anhydroglucoses linked via glycosidic bonds [5] – [7]. 
These bonds have relatively low temperature resistance in relation 
to hydrocarbon bonds prevailing in DSPV transformer oil [8].  This 
degradation phenomenon triggers depolymerisation which leads to 
degraded forms of glucose as shown in Figure 1 [9]. The formation 
of glucose will further degrade to forge furans, water and 
combustible gases [9 – 11].   

 
Figure 1: Thermal degradation of cellulose insulation 

The generation of Furan compounds (FCs) is distinctly on the 
cellulose insulation and seemed to be kind of stable at elevated 
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temperatures reaching 140℃ within the transformer oil [12]. The 
existence of FCs remains in oil-immersed transformers even at 
elevated temperatures geared towards providing a divulgence to 
the condition of the cellulose insulation.   

The FCs 2-FAL, 5-hydroxymethyl-2-furaldehyde, 2-
acetylfuran, 5-methyl-2-furaldehyde, and 2-furfurolare are the 
most widely known in the transformer manufacturing industry. 
The FC 2-FAL is most widely-used in the industry relating its 
content to the cellulose degree of polymerization (DP) which is the 
number of monomeric units in the cellulose polymer [13] – [14]. 
Furans are a constituent of the products of degradation of the 
transformer cellulose insulation. During service, they are 
moderately dissolvable in the transformer oil. The relationship 
between the transformer state and the concentration of the furan 
content in the oil is as shown in Table below.  

Table 1: 2FAL concentration criterion  

Status Concentration [in ppm] 
Healthy 2FAL < 0.5 

Satisfactory 0.5 ≤ 2FAL ≤ 1 
Warning 1.1 ≤ 2FAL ≤ 1.5 
Poor  1.6  ≤ 2FAL ≤ 2 
Extremely poor 2FAL ≥ 2.1 

In the current work, an extension of the author’s previous work 
[14], a novel approach for estimating the service lifetime of 
transformers within DSPV Systems in South Africa is introduced. 
This experiential form has been derived by extensive experimental 
trials. The proposed approach is initially employed to evaluate the 
DP of cellulose insulation based on measured 2FAL contents on a 
fleet of selected case scenarios. The calculated DP is then used to 
evaluate the service lifetime of these units. In efforts to 
authenticate the proposed approach, a comparative study is 
conducted against 5 other models. Finally, the proposed approach 
is compared with the results of the measured DP. It is observed that 
the proposed approach produce accurate estimates with an 
approximation not exceeding 1% and 2.2% from the measured DP 
and service lifetime respectively.   

2. DP Models 

In this day and age, the aging condition of transformers can be 
established by mathematical modelling which launch the 
relationship between furan concentrations, DP, and transformer 
service lifetime.   

2.1. Existing DP models 

Several authors in [15] - [19] have established mathematical 
formulae which relate the furan concentrations and the measure of 
the DP of the insulation material. An illustration of this 
relationship based upon this methods is presented in Figure 2. A 
Further in [20], mathematical formulae has been developed to 
describe the relationship between DP and the service lifetime.  In 
order to attain a thread that binds the furan concentrations and the 
DP of the cellulose insulation (CI), the DP methods are compared 
at different furan contents. The comparison indicate that the 
methods can evaluate the DP ranging from 1 to 14. 

 
Figure 2: Correlation between the DP and Furans (2FAL) 

The development, identification and behaviour of furan 
compounds has been described by [21], [22] and [23]. In the next 
sub-section a comprehensive description of the model proposed in 
this work is presented.  

2.2. Proposed model  

Based upon observational data, a fleet of mineral oil samples 
were analysed to develop a novel DP model for transformers 
serving exclusively in distributed solar photovoltaic systems. The 
proposed model can be applied to ascertain the DP of cellulose 
insulation with accuracy following 2-FAL measurement in the oil. 
The proposed model is as shown in Eq. (1) below.   

𝐷𝐷𝐷𝐷 = 763.67 − 584.23𝑥𝑥 + 398𝑥𝑥2 − 135.52𝑥𝑥3 + 17.14𝑥𝑥4  (1) 

Here, 

𝑥𝑥 − 2-FAL 

The concentration (in ppm) of the furan content 2-FAL can be 
easily substituted in the formulae to obtain the DP of a transformer.  

2.3. Transformer Service Lifetime  

The transformer age can be obtained by applying Eq. (2) and 
Eq. (3) below [20]. With the knowledge of the DP of the 
transformer, the service lifetime can be ascertained. 

        𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑖𝑖𝑖𝑖 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 20.5 𝑙𝑙𝑙𝑙 �1100
𝐷𝐷𝐷𝐷

� (2)
  

                  %𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 =
𝑙𝑙𝑙𝑙𝑙𝑙10(𝐷𝐷𝐷𝐷) − 2.903

−0.006021                           (3) 

3. Case Scenario 

In this section, the 2FAL results of 9 mineral-oil immersed 
DSPV transformers are considered. The gas concentrations are 
obtained from oil samples collected from various DSPV facilities. 
The studied transformers range from 100kVA to 20 000 kVA as 
shown in Table 2. 
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Table 2: Case Studies  

Case Rating (kVA) Voltage (kV) 2FAL 

A 1500 6.6/0.5 1.778 

B 1500 6.6/0.5 2.377 

C 100 0.525/0.4 3.00 

D 150 0.525/0.4 1.601 

E 20 000 6.6/0.5 0.676 

F 20 000 6.6/0.5 0.231 

G 20 000 88/6.6 0.143 

H 4000 6.6/0.5 1.513 

I 2000 6.6/0.5 1.563 

The 2-FAL contents were measured during the routine 
maintenance of the transformers.  

3.1. Degree of Polymerization  

In order to determine the accuracy of the formulae presented 
by the authors in [15] – [19] and the proposed formula in the 
current work, the DP for the studied cases are evaluated and 
tabulated as a shown in Table 3 below. Stebbins [18] results are 
observed to yield a significantly protruding DP values compared 
to all the other methods. 

Table 3: DP of studied transformers using furan compounds (2FAL) 

Case 
2FAL Chend

ong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebbi
ns 
[18] 

Chao
hui 
[19] 

Prop
osed 

A 1,778 360 454 347 480 318 393 

B 2,377 324 396 319 454 275 351 

C 3 295 349 297 433 240 322 

D 1,601 373 474 357 489 334 405 

E 0,676 480 622 440 565 464 512 

F 0,231 613 731 543 660 626 648 

G 0,143 673 757 589 703 699 688 

H 1,513 380 485 363 494 343 411 

I 1,563 376 479 360 491 338 408 
 

These DP values are a measure of the realistic aging of the 
cellulose insulation, which governs the transformer’s service 
lifetime. And so, it is possible to evaluate the service lifetime of a 
transformer and make comparison with real life by means of furan 
concentration within the oil. The latter improves the assessment of 
the reliability of service transformers.  

3.2. Transformer Service Lifetime  

Further to previous sub-section, the remaining service lifetime 
of the studied cases is determined using the DP results as presented 
in Table 4 for all models.  

Table 4: Remaining service lifetime estimation 

Case 
2FAL Chen

dong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebb
ins 
[18] 

Chao
hui 
[19] 

Prop
osed 

A 1,778 22,90 18,16 23,64 17,02 25,41 21,12 

B 2,377 25,06 20,97 25,35 18,15 28,44 23,43 

Case 
2FAL Chen

dong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebb
ins 
[18] 

Chao
hui 
[19] 

Prop
osed 

C 3 26,97 23,53 26,84 19,10 31,25 25,18 

D 1,601 22,17 17,25 23,05 16,62 24,42 20,49 

E 0,676 17,00 11,70 18,78 13,65 17,68 15,66 

F 0,231 11,98 8,38 14,47 10,46 11,55 10,84 

G 0,143 10,08 7,65 12,80 9,18 9,31 9,62 

H 1,513 21,79 16,78 22,74 16,41 23,90 20,17 

I 1,563 22,01 17,05 22,92 16,53 24,20 20,35 

The relationship between the DP and the service lifetime is 
illustrated by Figure 3 below.   

 
Figure 3: Correlation between the DCI and Furans (2FAL) 

 
Figure 4: Correlation between the DP and %Service lifetime 

It can be observed that as the transformer life is service is 
longer, the DP decreases. In Table 5, the percentage of the service 
lifetime for all cases is presented.  

Table 5: Percentage of transformer service lifetime 

Case  
2FAL Chend

ong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebb
ins 
[18] 

Chao
hui 
[19] 

Prop
osed 

A 1,778 57,58 40,90 60,18 36,89 66,42 51,32 

B 2,377 65,18 50,79 66,21 40,87 77,09 59,46 
C 3 71,92 59,81 71,44 44,22 86,95 65,61 
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Case  
2FAL Chend

ong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebb
ins 
[18] 

Chao
hui 
[19] 

Prop
osed 

D 1,601 55,02 37,70 58,12 35,51 62,93 49,10 
E 0,676 36,83 18,18 43,10 25,03 39,23 32,13 
F 0,231 19,16 6,50 27,93 13,81 17,65 15,15 
G 0,143 12,48 3,94 22,07 9,31 9,77 10,88 
H 1,513 53,67 36,06 57,03 34,77 61,11 47,98 
I 1,563 54,44 37,00 57,66 35,19 62,15 48,62 

The percentage of service lifetime is observed to correlate with 
the data presented in Table 4. The correlation between the DP and 
the percentage service lifetime is illustrated by Figure 4. 

It is observed that the DP decreases with respect to the aging 
of the transformer. 

3.3. Practical Results  
In this subsection, the values of the measured DP and 2FAL of 

the nine studied transformers that operate in various DSPV 
systems are presented in Table 6.  

Table 6: Percentage of service lifetime 

Case  2FAL Measured 
DP 

Service 
Life 

% Service 
Lifetime 

A 1,778 389 21,30 51,96 

B 2,377 352 23,35 59,16 

C 3 322 25,20 65,67 

D 1,601 404 20,56 49,35 

E 0,676 515 15,57 31,78 

F 0,231 641 11,08 15,99 

G 0,143 694 9,46 10,29 

H 1,513 412 20,15 47,92 

I 1,563 411 20,20 48,10 

3.4. Results comparison 

The error of estimation for DP, service lifetime and percentage 
service lifetime against the measured results are presented in this 
subsection for the studied DSPV transformers. In Table 7, it can 
be observed that the proposed formula gives an accurate estimation 
of the DP in comparison to the other models across all nine cases. 

Table 7: Error of estimation: DP 

Case 
Chend
ong 
[15] 

De 
Pablo 
[16] 

Dong 
[17] 

Stebbi
ns 
[18] 

Chaohui 
[19] 

Propos
ed 

A 7,5% 16,6% 10,8% 23,2% 18,2% 0,88% 

B 8,0% 12,3% 9,3% 28,9% 22,0% 0,42% 

C 8,3% 8,5% 7,7% 34,6% 25,5% 0,09% 

D 7,6% 17,5% 11,4% 21,2% 17,2% 0,36% 

E 6,8% 20,8% 14,5% 9,8% 9,8% 0,48% 

F 4,3% 14,1% 15,3% 3,1% 2,3% 1,17% 

G 3,0% 9,2% 15,1% 1,4% 0,7% 0,81% 

H 7,7% 17,9% 11,9% 20,0% 16,7% 0,09% 

I 8,4% 16,6% 12,4% 19,6% 17,7% 0,72% 

It is observed that the proposed formula produces accurate 
estimates with an approximation not exceeding 1% from the 

measured DP. As a result, it is evident that the proposed formula 
achieves a higher accuracy.  In Table 8, the error of estimation of 
the calculated and measured results of the service lifetime is 
presented.  

Table 8: Error of estimation: Service Life 

Case 
Chendo
ng 
[15] 

De Pablo 
[16] 

Dong 
[17] 

Stebbin
s 
[18] 

Chaoh
ui 
[19] 

Propos
ed 

A 7,5% 14,7% 11,0% 20,1% 19,3% 0,85% 

B 7,3% 10,2% 8,6% 22,3% 21,8% 0,37% 

C 7,0% 6,6% 6,5% 24,2% 24,0% 0,07% 

D 7,8% 16,1% 12,1% 19,1% 18,8% 0,35% 

E 9,2% 24,8% 20,7% 12,3% 13,6% 0,64% 

F 8,1% 24,4% 30,6% 5,6% 4,3% 2,16% 

G 6,6% 19,1% 35,4% 2,9% 1,6% 1,77% 

H 8,1% 16,7% 12,9% 18,5% 18,6% 0,09% 

I 8,9% 15,6% 13,5% 18,2% 19,8% 0,74% 

It is observed that the proposed formula produce accurate 
estimates with an approximation not exceeding 2.2% from the 
measured service lifetime.   

Table 9: Error of estimation: % of transformer service life 

Case 
Chendo
ng [15] 

De Pablo 
[16] 

Dong 
[17] 

Stebbin
s 
[18] 

Chaoh
ui 
[19] 

Propos
ed 

A 10,8% 21,3% 15,8% 29,0% 27,8% 1,22% 

B 10,2% 14,2% 11,9% 30,9% 30,3% 0,51% 

C 9,5% 8,9% 8,8% 32,7% 32,4% 0,10% 

D 11,5% 23,6% 17,8% 28,1% 27,5% 0,52% 

E 15,9% 42,8% 35,6% 21,2% 23,4% 1,10% 

F 19,8% 59,4% 74,7% 13,7% 10,4% 5,27% 

G 21,3% 61,7% 114,5% 9,5% 5,1% 5,71% 

H 12,0% 24,8% 19,0% 27,4% 27,5% 0,13% 

I 13,2% 23,1% 19,9% 26,8% 29,2% 1,09% 

It is observed that the proposed formula produce accurate 
estimates with an approximation not exceeding 5.8% from the 
measured percentage service lifetime.  

At large, the overall assessment of the proposed formula 
presented in this work presented the highest precision in the 
estimation of the DP of the cellulose insulation in comparison to 
the other 5 models.  

4. Conclusion 

The knowledge of the transformer service lifetime and the 
specific point in time that is suitable to replace transformers is 
critical for utility owners. These determinations are dependent 
upon the condition of the cellulose and liquid insulation. In 
practical terms, knowledge on the condition of insulation is 
crucial to undertake adequate life cycle and reliability 
management of transformers in the facility.  In the transformer 
industry, the physical chemistry of oil is prevalent in the 
evaluation of the transformer life cycle considering that oil 
samples can easily be extracted at site to the laboratory for 
analysis. 
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In the current work, an extension of the author’s previous 
work [14], a novel approach for estimating the service lifetime of 
transformers within DSPV Systems in South Africa was 
introduced. This experiential form has been derived by extensive 
experimental trials. The proposed approach was initially 
employed to evaluate the DP of cellulose insulation based on 
measured 2-FAL contents (in ppm) of 9 case scenarios. The 
calculated DP was then used to evaluate the service lifetime of 
these units. In efforts to authenticate the proposed approach, a 
comparative study was conducted against 5 other models. Finally, 
the proposed approach was compared with the results of the 
measured DP. It was observed that the proposed approach produce 
accurate estimates with an approximation not exceeding 1% and 
2.2% from the measured DP and service lifetime respectively. 

In future work, the authors will test the proposed formula 
with other different transformers. Further, the authors will carry 
out work related to the reliability analysis of DPSV transformers 
based upon their operating hours in service by apply the Weibull 
distribution technique and support vector machine to classify their 
reliability.  
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 Distributed Solar Photovoltaic (DSP) Plants are one of the fastest growing renewable energy 
systems in South Africa. The primary components forming an integral part of the point of 
common coupling (PCC) are, the inverter used to convert dc voltage to ac voltage and step-
up transformers which step-up low voltage input to the desired output level. However, DSP 
plant step-up transformers are considered to be one of the most sensitive equipment on the 
plant. These transformers are challenged with various electrical problems including 
abnormal levels of harmonics. The presence of harmonics in these transformers results in 
higher service losses thereby raising the hotspot (HS) temperature, in which, consequently 
introduce the stray gassing phenomena of the insulating oils. This calls for understanding of 
the nature of the problem and possible remediation to ensure enhanced power quality. 
Present work, an extension of previous work, investigate a reported case of peculiar stray 
gassing of transformer insulation oils during service.  Initially, the harmonic spectrum of the 
DSP plant is presented and the related service losses at fundamental and under harmonic 
conditions are computed. Furthermore, the thermal performance of the transformer under 
these conditions is investigated. Lastly, the Dissolved Gas Analysis (DGA) results of the oil 
samples are presented. Novelty, findings of this work indicate that the generation of 
hydrogen arising from stray gassing may stem from severely hydro-treated mineral oil, but 
is also strenuously affected by transformer thermal aging of polymers, choice of core steel 
grade, zinc tank walls and vanishes. The production surplus of methane and ethane are also 
witnessed in the first years of service and reaches substantial concentration levels. 
Potentially, these occurrences also arises from the thermal aging of polymers. The authors 
make some recommendations to utility owners to make a distinction of stray gassing from 
transformer fault by means of routine inspection aside from DGA value basis withal to the 
increase in gas diffusion rate. Further, the authors make some significant contribution by 
further recommending procedures that can be employed as remedies during the design phase 
and manufacturing processes.  Lastly, the authors highlight the need to establish standards 
that will provide support for transformers intended to operate in DSP applications. 
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1. Introduction  

In line with the objectives of solving South Africa’s power 
generation constraints, the Government’s Integrated Resource 
Plan enacted in 2010 (IRP2010) [1] revealed the determination to 
produce 17.8 GW generation capacity from renewable energy 
resources by the year 2030. The additional electrical energy fed by 
the Independent Power Producers (IPPs) into the national grid has 
provided sustainable and supplemental solution to the heavy load 
shedding suffered by many South Africans. Despite this 
unquestionable success, the substantial growth in the South 

African renewable energy market including DSP plants is 
associated with many technical challenges. One of the foremost 
challenges is the irregular penetration of high voltage and current 
harmonics on the step-up transformers connected to the PCC. This 
phenomenon is a result of the switching action caused by inverters, 
nonlinear loads and resonances generated when the DSP plant is 
connected to the medium voltage (MV) network. 

As a result, the inclined operational cost of the DSP plant due 
to high energy cost per kilowatt is incurred by the increase of the 
harmonic no-load and load losses in the step-up transformer. 
During service, the no-load losses are steady losses and are 
independent of the loading of the transformer [2]-[7]. The 
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magnetizing current necessary to energize the transformer core 
generate the no-load losses. In harmonic rich environments, no-
load losses are impelled by voltage harmonics which increase 
hysteresis and eddy current losses in the core laminations. The last-
mentioned problem initiate core vibrations, core saturation and 
electrical stresses in the insulation materials. The current 
harmonics predominantly affect the load losses of the DSP plant 
transformer. The load losses are dependent on the transformer 
loading profile and are widespread upon the copper conductors 
which then affect the alternating current (AC) resistance of the 
windings and other metallic parts [2], [3]. As a result, the winding 
temperature is increased and spread into the tank walls, flitch 
plates, core clamps and other metallic components of the active 
part. The hottest spot on the winding, which is generally located in 
the area nearby the top of the DSP plant transformer, restricts the 
loading capacity of the transformer. Furthermore, it determines the 
insulation service life and the probable risk of emancipating gas 
bubbles during extreme loading conditions [8]-[10]. Over time, 
excessive HS temperature brings upon thermal aging and the 
degradation of the cellulose insulation which determines the end 
of transformer service life.  

Authors in [11]-[13] expressed the view that emancipation of 
gas bubbles or stray gassing in the service lifetime of the 
transformer is dependent on the insulating oils. For several years, 
DGA has been regarded as the most crucial procedure for assessing 
health condition of oil-immersed transformers. Drawn up on the 
basis regular inspection and characteristics of dissolved gases 
mined from transformer oil samples, an evaluation can be made on 
the transformer internal anomalies and severity thereof. Many 
authors have investigated the insulating oils status based on the 
DGA [14], [15] and [16]. In the past ten years, with the rise in the 
deployment of DSP plants in South Africa, empirical experience 
has indicated that dissolved gases can also materialize at relatively 
lower temperature (90–200°C) in the absence of anomalies or 
transformer fault. It should be noted that this gassing should not be 
misconstrued with gassing patterns of insulating oils by means of 
Partial discharges (PD) or catalysed reactions for case in a point of 
core steel grade zinc tank wall surface and coating. The DGA- 
evaluation tools also take into account this thermal stray gassing 
occurrences to permit clearer distinction between permissible stray 
gassing and peculiar gassing on account of PD and generation of 
HS temperatures in various active part components [14]-[16].  

This work, an extension of previous work [16] presents the 
results of stray gassing results that were carried out on a 2500kV, 
mineral-oil filled transformer. Particularly, solution oriented on the 
impact of harmonic currents on the service losses and thermal 
performance of the studied DSP the plant transformer.  Moreover, 
the observed stray gassing occurrences of the unit as a result of (1) 
the generation of HS temperatures in the active part components; 
and (2) the core steel grade, zinc tank wall surface and coating. The 
authors make a significant contribution by further recommending 
procedures that can be employed as remedies during the design 
phase and manufacturing processes. 

2. Case Scenario 

In this section, a harmonic study is carried out on a 2500kVA, 
mineral-oil filled DSP plant transformer to evaluate the no-load 
losses and load losses. The detailed classification of these losses 

are detailed by the authors in [17] and [18]. The advancement of 
computational power has enabled the development of tools capable 
of simulating complex geometries, mapping of electromagnetic 
fields and accurate evaluation of these transformer losses. A 
software tool embedding analytical methods with Finite Element 
Method (FEM) is used to estimate the transformer losses. The tool 
is automated to simulate complete transformer model geometries, 
magnetic field quantities and computation of eddy current losses 
in tank walls, flitch plate, core clamps, bus-bar’s and windings. 
Figure 1 shows the complete model of the transformer 2-D 
geometry with the main parts that are susceptible to the leakage 
flux.  

 
Figure 1: 2D geometry of the DSP plant transformer 

2.1. Design based on the International Electrotechnical 
Commission (IEC) harmonic spectrum 

The no-load losses and stray losses in windings and structural 
parts evaluated at nominal tap position are tabulated in Table 1. In 
order to compute these losses to account for the presence of 
harmonics it is necessary to obtain the values of the harmonic loss 
factors using the IEC 519-2014 [19] standard. Generally, from a 
manufactures perspective, the case of considering the harmonic 
spectrum proposed by this standard for a transformer intended to 
operate in a DSP plant is when there is no full harmonic spectrum 
supplied by the IPP. The harmonic spectrum recommended by IEC 
is shown in Figure 2. 

 
Figure 2: IEC 519-2014 Harmonic spectrum [2] 
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To estimate the service losses due to this harmonic spectrum, 
the transformer is initially designed at fundamental frequency to 
produce the rated losses as shown in Table 1. Thereafter, a 
harmonic loss factor is computed based on the supplied harmonic 
spectrum. The authors have presented a detailed computation of 
the harmonic loss factor in [17] and [18].  The Harmonic factor is 
in essence intended to predict the increase in the transformer losses 
under harmonics condition. The resultant service losses that will 
occur in transformer is as tabulated below.  

Table 1: Tabulated loss computation under a harmonic spectrum 

Type of loss Rated 
losses 
(W) 

Harmonic 
factor 

Service 
losses 
(W) 

No-load 0.180 1 0.180 

I2R 11.041 1.055 11.654 

Winding Eddy 0.213 3.986 0.921 

Other stray 1.194 1.252 1.495 

Tank-HV side 0.249 1.252 0.312 

Tank-LV side 0.494 1.252 0.619 

Bus-Bar 0.013 1.252 0.129 

Top yoke Clamp 0.029 1.252 0.036 

Bottom yoke Clamp 0.046 1.252 0.058 

Flitch plate 0.02 1.252 0.003 

From both the fundamental and harmonic losses above, it can 
be noticed that the loss percentage error is higher for winding stray 
losses. Additionally, the core losses are observed to be constant, 
indicating that the no-load losses are independent of the harmonic 
currents. The minimum winding stray losses as a result of axial and 
radial leakage fields are computed by optimizing the selection of 
conductor dimensions while maintaining the permissible flux and 
current density of the winding [20] and [21]. The transformer 
winding subject to harmonic distortion is designed using 
continuously transposed cable epoxy (CTCE) with minimum axial 
and radial dimensions of each conductor to reduce the eddy losses 
[20] and [21]. The tank is designed using mild steel which hold a 
nonlinear permeability. The quantity of the magnetic field in the 
tank walls is evaluated by eliminating the impact of nonlinearity. 
Thereafter, the losses in the LV and HV tank walls are computed 
taking into account the effect of nonlinearity through repetitive 
estimation. The flitch plates are also mild steel type and contain 
slots at the upper and lower positions. While their loss quantity is 
low compared to winding eddies and tank losses under harmonic 
effects, the magnetic field quantity is high which results in the 
flitch plate being more susceptible to HS temperature. 

2.2. Design based on the harmonic studies 

The harmonic current level at the PCC is presented in Figure 
3. The results are obtained by modelling the DSP plant in 
DigSILENT Power Factory as a single line diagram which is 
composed of the DSP plant passive components. The highest 
harmonic current order corresponds with the measured harmonic 

data. Notably, this high harmonic order exceeds the recommended 
IEEE spectrum presented in the last section. 

 
Figure 3: Simulated transformer harmonic spectrum at the PCC 

The corresponding results when the design philosophy is 
tailored with the simulated harmonic spectrum are shown in Table 
2. There are extreme differences in the percentage error between 
fundamental losses and the services losses. The transformer losses 
are observed to be even more extremely sensitive towards the 
simulated harmonic spectrum compared to the previous case. At 
large, these results outline the obligation for IPP's to conduct 
harmonic studies in order to provide technical information to 
manufactures which reflect the actual harmonic distortions that 
will be realised by the transformer and to design transformers 
suitable for such extreme conditions. 
Table 2: Transformer losses based on actual DSP plant harmonic spectrum 

Type of loss Rated 
losses 
(W) 

Harmonic 
factor 

Service 
losses 
(W) 

No-load 0.180 1 0.180 

I2R 11.041 1.055 11.654 

Winding Eddy 0.213 3.986 0.921 

Other stray 1.194 1.252 1.495 

Tank-HV side 0.249 1.252 0.312 

Tank-LV side 0.494 1.252 0.619 

Bus-Bar 0.013 1.252 0.129 

Top yoke Clamp 0.029 1.252 0.036 

Bottom yoke Clamp 0.046 1.252 0.058 

Flitch plate 0.02 1.252 0.003 

 
To analyse the complete transformer harmonic response 

(THR), Figure 4 shows the results of the predicted transformer 
losses by IEC harmonic spectrum and compares them with the 
simulated harmonic spectrum the transformer is subjected to while 
in service. The transformer under inspection was designed without 
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the provision of a full harmonic study from the IPP, and judging 
from the results, the indication is that it was under-designed for the 
environment it was intended to operate, which would explain the 
reported high temperature rise and oil gassing patterns. 
Subsequently, this knowledge gap led to insufficient design of the 
winding conductor sizes and cooling system for this application.  

 
Figure 4: Loss comparison (IEC vs. Simulated Harmonic Spectrum) 

In the next section, the temperature rise due to the increase in 
service losses is presented. 

3. Thermal design 

At tender stage, the transformer technical specifications 
supplied by IPP’s to the manufacture generally include 
information about the permissible top oil, mean winding and HS 
temperatures. Electrical designers are then challenged to optimize 
transformer designs such that they adhere to the IEC 60076-2 [22] 
and IEEE C57.91-1995 [23] standards and to design the thermal 
and cooling requirements at an ambient temperature. During the 
manufacturing stage, as part of the Factory Acceptance Tests 
(FAT’s) for newly manufactured transformers, the temperature 
rise test is conducted with the intent to demonstrate these 
temperatures, at full load and specified ambient temperature. The 
loading capability of the transformer is predominantly regulated by 
the HS temperature. In accordance with the IEC, the HS 
temperature is described as the mean winding temperature rise 
over the mean oil temperature multiply by a HS factor [22] and 
[23].  

 

Figure 5: Simulated transformer harmonic spectrum at the PCC 

A simplified thermal model of the transformer at fundamental 
frequency, IEC spectrum and simulated spectrum are shown in 
Figure 5. In this case, an IEC factor of 1.1 for DSP plant 
transformers is used in the calculation of the HS temperature. In 
Figure 5, the temperature rise within the windings is observed to 
increase linearly from the winding bottom to the top. A constant 
temperature difference between the oil duct and winding conductor 
along the winding is also observed.  Moreover, the HS temperature 
is greater than the winding temperature rise as a result of the 
transformer losses.  

The maximum error for the hot spot temperature between the 
fundamental values against the actual spectrum is 153%. That is 
70% more than the HS temperature it was designed for under the 
IEC spectrum. This outcome clearly indicate that the transformer 
oil pumped through the winding conductors to execute the required 
cooling is not sufficient for transformer loading of actual harmonic 
spectrum. For the cooling system, the transformer oil viscosity and 
density vary with temperature rise, as such heat affects the fluid-
flow sequence. Moreover, the quantity of the thermal fields 
resulting in such high HS temperature is derived from joule losses 
as a result of current flow in the windings and increased 
electromagnetic fields under harmonic conditions.  

4. Stray gassing patterns 

This section present findings of oil samples taken from the oil-
filled hermetic DSP plant transformer under study for laboratory 
tests. The transformer was suspected to have oil gassing as 
indicated by the installed Oil Temperature Indicator (OTI). The 
results of Dissolved Gas Analysis (DGA) are given in Table 3. 
These results were taken after the transformer was in operation for 
about 4% of the predicted service life based on the design 
philosophy considering the IEC 519-2014 [19] to compute the 
losses, thermal and cooling requirements.  

Table 3: DGA oil sample results (ppm) 

Type of gas Limits Gas 
concentration  

H2 <100 1478 
O2 - 28899 
N2 - 72484 
CO <1000 28 
CO2 <15 000 860 
CH4 <80 438 
C2H4 <150 36 
C2H6 <35 561 
C2H2 <7000 18 
TCG <720 2541 

 
The adverse effect for under-designing this transformer for 

requirements such as suitable conductor choice and size, and 
cooling system can be observed from the gas concentration 
exceeding the permissible IEC limits as shown in red in Table 3.  
Due to the excessive nature and production rates of hydrogen, a 
possible solution would be to replace the oil in all the affected units 
in case there were contaminants in the oil that resulted in the 
production of the abnormal gassing patterns. If the observed 
gassing patterns persist after the oil replacement, then a redesign 
of the transformer units might be needed. A proper harmonic study 
of the DSP plant as well as the loading conditions should be 
conducted in order to design for the DSP conditions. For the above 
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case, the oil in the transformer was replaced to counter the 
abnormal gassing phenomena. As can be seen from Table 4, 
replacing the oil had a positive impact on the gases in that new 
DGA results showed that all of the gasses were within the specified 
limits. This then proved the suspected oil degeneration.  
Table 4: DGA oil sample results after oil replacement (ppm) 

Gasses Limits [23] Gas 
concentration  

H2 <100 150 
O2 - 19455 
N2 - 90800 
CO <1000 89 
CO2 <15 000 2291 
CH4 <80 84 
C2H4 <150 0 
C2H6 <35 222 
C2H2 <7000 0 
TCG <720 545 

 
Air and moisture are generally the main determinants of gas 

pressure in the transformer oil. The progression of these 
components are determined by the transformer tank design and 
loading profile. The above irregular gas bubbling patterns are 
observed at hot spot temperature [22] far beyond the maximum 
permissible temperature of 78°C by the IEC. These patterns 
instigate rapid ageing of oil and cellulose insulation.  

5. Findings and possible remedies for stray gassing   

Novelty, remedial measures proposed on the current work from 
a transformer manufacture perspective in addressing stray gassing 
problems are summarised. These measures are based on collated 
data from many case studies conducted in the factory.   During 
transformer service, these studies have been found to be linked up 
to the generation of hydrogen arising from stray gassing, in which 
stems from severely hydro-treated mineral oil, but is also 
strenuously affected by transformer thermal aging of polymers, 
choice of core steel grade, zinc tank walls and vanishes. 

5.1. Harmonic spectrum 

It was observed that an underestimation of the harmonic 
spectrum may affect the application of adequate winding design to 
account for the actual harmonics. Moreover, an improper cooling 
system is designed for the reduction of the HS temperatures in the 
windings and structural parts. In addressing these shortcoming, 
during the design stage, a complete harmonic spectrum of a DSP 
plant must be provided as it is critical for electrical designers in the 
computation of transformer load losses. The authors, recommends 
collaboration between the IPP and the manufactures to carry out in 
depth harmonic studies. The latter will enable adequate winding 
design and sufficient cooling system for the generated hotspot 
temperatures.    

The main problems linked up to the tank walls include 
apertures, bubbling, orange peel and fissures. During the 
transformer manufacturing assembly line, these problems arises 
during processes linking up the tanking and painting phase.  

 

5.2. Gummy tracks on the transformer tank walls: After drying 
out 

Gummy tracks on the transformer tank walls arises from the 
addition of a sluggish drying dissolvent resulting to poor 
dissipation of the dissolvent and an insufficient hardening agent to 
the tank walls coating. The gaps among layers have been observed 
to be deficient when the coating is extremely dense and the coating 
layer is still wet. Additionally, the gummy tracks on the tank walls 
has been found to be due to contaminated tanks walls prior to 
coating.    

5.3. Apertures in transformer tank walls  

Apertures in tank walls during the assembly line may arise 
when the tank steel sheets are not cautiously handled. This 
phenomena has been observed as voids of diameter of about 
0.1mm. Additionally, if the coating has not been settled for a 
certain period, the coating viscosity will be high and potentially the 
air bubbles have not been cleared.  Additionally, prior to the tank 
welding, shot blasting must not be carried for the spare parts.   

An adequate drying dissolvent and hardening agent must be 
designated and moderately added. The manufacture must also 
maintain the coated tank walls pollution-free. A best practice might 
be coating of the top-coat after the undercoating has completely 
dried out. When the climate is inimical during the assembly line, 
then the manufacture must ascertain excellent airing. The coating 
must not be carried out at high temperature and moisture.   

6. Conclusion  

This work, presents the results of stray gassing results that were 
carried out on a 2500kV, mineral-oil filled transformer. 
Particularly, solution oriented on the impact of harmonic currents 
on the service losses and thermal performance of the studied DSP 
the plant transformer.  Moreover, the observed stray gassing 
occurrences of the unit as a result of (1) the generation of HS 
temperatures in the active part components; and (2) the core steel 
grade, zinc tank wall surface and coating. 

In the case of an IPP who is not well informed about the actual 
harmonic levels occurring in the DSP plant, the authors 
recommend that manufactures make provision of the harmonic 
spectrum simulation prior to the electrical design process. In any 
case if the IEC harmonic spectrum meet the needs of the IPP, there 
should be a clear written agreement between the IPP and the 
manufacturer regarding the maximum permissible harmonics 
being in accordance with the IEC spectrum. 

Novelty, findings of this work indicate that the generation of 
hydrogen arising from stray gassing may stem from severely 
hydro-treated mineral oil, but is also strenuously affected by 
transformer thermal aging of polymers, choice of core steel 
material and tank walls vanishes. The production surplus of 
methane and ethane are also witnessed in the first years of service 
and reaches substantial concentration levels. Potentially, these 
occurrences also arises from the thermal aging of polymers. The 
authors make some recommendations to utility owners to make a 
distinction of stray gassing from transformer fault by means of 
routine inspection aside from DGA value basis withal to the 
increase in gas diffusion rate. Finally, the authors highlight the 
need to establish standards that will provide support for 
transformers intended to operate in DSP applications. At large this 
work identifies the shortcomings of the design considerations for 
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transformers intended to operate in DSP applications and 
recommend corrective measures to address these challenges.  

The authors make a significant contribution by further 
recommending procedures that can be employed as remedies 
during the design phase and manufacturing processes. 
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 The TAM is a model that is widely used to understand IT adoption and usage process 
accordingly and the reason for its popularity is that the model clarifies variances like 
behavioral intention (BI) relevant to IT appropriation and use over a broad range of 
settings. The model's main factors for system use is perceived usefulness (PU) and 
perceived ease of use (PEOU). Likewise, the T-O-E framework is a popular framework for 
three stimuli that influence organizational adoption namely technology, organization, and 
environment. Much literature has dealt with the use of TAM and T-O-E frameworks 
together with their derivatives without looking at the shortfall of these models. This paper 
reviewed one hundred and seventeen papers that used or reviewed TAM or TOE models. 
The contribution of this paper is the address of the usefulness, limitations, and criticism of 
the two models and also how the TAM and the T-O-E frameworks can be integrated into a 
hybrid model using a generic framework. In conclusion these models can be used separately 
or as a hybrid depending on the situation at hand. In future it important to harmonize the 
so many factors of the models that have been suggested and used in literature. 
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1. Introduction  

Research studies on IT adoption have rapidly evolved over the 
last three decades. A diverse number of theoretical models have 
been created such as Innovation Diffusion Theory (IDT), Theory 
of Planned Behavior (TBP), Diffusion of innovations (DOI),  
Electronic Data Interchange model (EDI), etc. Two of the most 
valued research studies that contribute to IT adoption are 
Technology Acceptance Model (TAM) and Technology-
Organization-Environment (T-O-E).   

In the 1970s, anticipating system growth became a niche of 
attraction to many researchers due to the growing technology 
demand and system adoption failure that goes with it [1]. 
According to [2] the vast majority of  studies neglected to deliver 
solid estimates that could clarify framework acknowledgment or 
dismissal and recommended Technology Acceptance  Model in 
1985 [1].  Davis proposed that the user interaction with any system 
is a reaction that can be interpreted and foreseen by user 
inspirations, shaped by foreign catalyst [1]. As per [1] user 
inspirations are shaped through a foreign catalyst that abides 
system's features and capabilities.  Davis, who counted on 
preceding  work done  by [3]  continue  amend his model and 

propose the Technology  Acceptance  Model in which  he advises 
that user motivation can be driven by three factors: 

• Perceived Ease of Use (PEOU) 

• Perceived Usefulness (PU)   

• Attitude towards using the system. (A) 

According to [1] Davis's thesis on user's attitude towards a 
system is a major factor that determents if a  user will use or reject 
a system. A user’s attitude is leverage by perceived usefulness and 
perceived ease of use.  

Broad literature on Information Technology (IT) appropriation 
demonstrates that there are a few investigations at the individual 
level [4]. Numerous theories and models uses IT adoption at the 
individual level such as Technology Acceptance Model (TAM) 
[1,2,4], Theory of  Planned Behaviour (TPB) [3], TAM 2 [5] 
Unified Theory of Acceptance and Use of Technology (UTAUT) 
[5]. However, studies show that there is less investigation at 
organisational level.  

According to [6] the whole process is an innovation from 
development by engineers and business people to the adoption and 
execution of those advancements by clients inside the context of 
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an organization. As per [7] the T-O-E framework performs the 
process of how the organisation impacts the appropriation and 
execution of  innovations. As per  [7] the T-O-E framework is an 
association hypothesis which clarifies three unique components 
association's setting impact reception choices. The components are 
technology, organisational and environmental context, and each of 
the three is set to impact technological innovation. [6] built up a 
structure for hierarchical reception dependent on the Contingency 
Theory of Organisations. According to [3] the strength of a  
organisation is determined by both internal and external elements 
which can be described as environment, organisation size, and  
organisation strategy. Upon decision making three key elements 
environmental, organisational and technological needs to be 
factored in, and organizational adoption is based on technology, 
organisation, and environment [4].  

The contribution of this paper is to determine and understand 
usage and modifications, progression, limitations, and criticisms of 
the Technology Acceptance Model (TAM) and Technology-
Organisation-Environment (T-O-E). The paper also looks at how 
these two models can be integrated to complement one another. 

2. Technology Acceptance Model (TAM) Overview 

 As per [8], [2] established the Technology Acceptance Model 
(TAM) by assuming that users will perceive usefulness to 
technology through ease to use as they become willing to use the 
technology. When employees realize that the new technology will 
make their life easier and more productive the greater the odds are 
for them to use and accept it [8]. 

As per [1], with the rapid technological growth in the 1970s, 
many organizations struggled to adapt to system failure. Due to the 
increasing system failures, numerous researchers started to study 
the area of predicting systems [9]. The TAM was then proposed by  
[10] in 1985 during his studies at  MIT Sloan School of  
Management [1]. According to [1], Davis proposed that system 
usage is a human behavior that is user motivation driven and 
directly influenced by external stimulation like system's 
components and efficiency. This can be seen in the Figure1 below. 

     

 

 

 

           Stimulus                        Organism                       Response 

Figure 1: Model for technology acceptance  [22]. 

Davis then continued with his research by relying on prior work 
done by  [11] on the Theory of  Reasoned  Action. The refined 
model of Davis can be seen in Figure 2.  

In Figure 2, [11]  propose that user motivation can be described 
by three factors: Perceived Ease of Use, Perceived Usefulness, and  
Attitude Towards  Using the systems [1]. As per the [9] Davis 
model, TAM hypothesized that attitude towards the system is a 
considerable factor whether used or rejected by the user. User's 
attitude is influenced by two primary convictions namely 
perceived usefulness and perceived ease of use.  

 

 

 

 

 

 

 

 
Figure 2: Original TAM  [11]. 

According to  [12] on the contrary, states that the  TAM theory 
is based on social behavior by someone's attitude which is 
predicted to use an information system. [3] argue that when it 
comes to personal use of technology, social influences like friends 
and colleague is a major factor.  However, when it comes to the 
organisations, the work climate cannot be controlled by follow 
workers but the organisation regulate direct the conduct of the 
workers as there is rule-administered conduct at organisations for 
utilizing a system. [8] states that  TAM  is simple and easy to 
understand and is mention by [13] to be the most popular means of 
measuring the scale of acceptance of technology by users.  

TAM studies the individual relationship of technology 
acceptance, adoption, and BI to use [6,14].  As per [13] and [14], 
the main factors for system use with TAM  is PU and PEOU. PU 
can be described as "the prospective user's subjective probability 
that using a specific application system that will increase his or her 
job performance within an organisational context," and PEOU is 
defined as "the degree to which the prospective user expects the 
target system to be free of effort" [2]. As per [15], PEOU 
influences PU because of its ease of use making TAM a popular 
model. It has been proven by numerous research studies that these 
two variables are frequently used for testing and  [14] stated that 
these  PU and  PEOU variables are mentioned 40 percent for 
people's goal to utilize (admission) and resulting execution 
(transformation) of technology. TAM hasn't only been developed 
to predict user adoption, but it was also designed to predict user 
behavior after the individual has interacted with the system  [16].  
The TAM model is supported as a goal-based model which 
specifies that the goal to embrace innovation is a decent indicator 
of its genuine use [16]. Henceforth, it very well may be reasoned 
that the TAM model got solid ramifications for technology 
endorsements from conceptual  and theoretical perspectives. [6].  
[17] declares the primary reason why TAM was developed was to 
model user consent for IT with the desire to explain the BI system 
usage that was a  footing for  IT dealing with BIs and usage of IT 
[17]. [6] states that to have a better overview on IT adoption and 
acceptance, the primitive framework (i.e. TAM2 and TAM3) had 
to be extended and includes PU and  PEOU  categories. There were 
four modifications that assisted with the TAM evolution, these can 
be named as adjusting outer precursors; changing prescient factors; 
controlling mediator factors, and shifting outcome measures [13] 
and [18]. The underlying center segment basic to all alterations of 
TAM comprises of three builds: PU, PEOU, and BI [13,18] and in 
the centre part, BI is influenced by PU and PEOU, PU is affected 
by PEOU. It is concluded by [18] and [3] PU and PEOU are two 
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centre develops that shape client perspectives and aims in adopting 
a technology system. 

In summary, the TAM model  is widely used to understand  IT 
adoption and usage process according to [6]. The reason for its 
popularity as per [16] is that the model clarifies variance like 
behavioural intention (BI) applicable to IT adoption of use 
overbroad contexts. Another reason why TAM is so famous is that 
it foresees an owner's IT consent by the user and the job usage [14].  
[1] on the contrary, states that the reason why it is widely used is 
that  TAM  explains the determinants of user acceptance of a wide 
range of end-user computing technologies. 

3. Limitations and Criticism of TAM 
Even though TAM is popularly used, it does come with 

limitations and these are found in moderating and external 
variables [13]. TAM looks at future behaviour and not on actual 
behaviour [15, 18] as this also aids to its limitations.  [13] confesses 
that TAM is known for its restricted chance of clarification and 
expectation, detail and absence of common-sense worth.    

A crucial extension to TAM by [19] was to introduce  TAM2 
as  TAM had some limitations in illustrating reason for a  person 
to perceive system usefulness. For this reason, additional variables 
were added to the perceive usefulness variable in TAM [9].  A 
second important alteration to TAM by [19] was identifying the 
decedent to the perceived ease of use variable in the TAM model. 
For this reason, two new decedents namely anchors and 
adjustments were added.  As per  [9] anchors were thought-about 
personal computers and the usage of it, well adjustment was 
thought-about as direct involvement with the target system.  Other 
limitations  stated by [9] has  been  flagged  by numerous 
researcher and has grouped the  criticism into three  categories: 

3.1. Limitations in the methodology used for testing the TAM 
model 

The biggest criticism of  TAM is the model makes use of self-
report use data instead of measuring against real system data. 
According to [20] self-report data is abstract and inaccurate when 
measuring system usage. Even so, many studies still make use of 
self-report use data. As per [21] the  TAM model makes use of 
students as participants in a  controlled environment to obtain test 
results and for this reason, these test results cannot be generalized 
to the outside world as studies have distinctive intentions like 
obtaining grades, rewards, etc. [20, 22]. 

3.2. TAM model variable and relationship limitations. 

According to  [23] attitude is an important factor for system 
usage and TAM needs to review it. The TAM  model was clone in 
1998, but the attitude variables were not removed as proposed by 
[21], instead, two additional attitude variables, affective and 
cognitive were added. [21]. A survey by [23] requested 
participants to rate their usage of spreadsheet applications. The 
outcome of the survey shows that the effective attitude variable did 
not portray the statistical connotation to anticipate system use 
however the results on the cognitive attitude were very significant. 

3.3. TAM model theoretical foundation limitations. 

According to [24], the poor hypothetical relationship was 
defined among the various builds detailed in TAM. He scrutinized 

the hypothetical quality of the goal real use connect, and saw that 
conduct couldn't be considered as a terminal objective. [24] claims 
that conduct should be treated as a way to a more terminal intention 
and behavior should be a fundamental target. Besides, he clarified 
that the aim may not hold delegate enough of real use, because the 
time-frame among goal and appropriation could be full 
vulnerabilities and different elements, that may impact a person's 
choice to embrace innovation. In [24], likewise scrutinized the 
chance of deciding conduct by including measures for perceived 
usefulness and perceived ease of use. 

"There is a scope of investigating the role of certain other 
variables such as technological influences, the role of firm size in 
the technology make/buy decisions, the innovativeness of the firm, 
a firm's level of technology readiness, security, trust, marketing 
effort and also on evaluating the consequences of technology usage 
on performance such as responsiveness and financial 
performance"  [15, 18, 25]. It must be noted by  [26] that the  TAM  
has been used in almost every IT  research adoption theory and 
because of its frequent use, the quality of  TAM  could be at risk, 
as this could lead to degreed in the research field. Another 
limitation mentioned by [20] shows that TAM experimental 
investigations don't deliver predictable or clear outcomes and 
proves that demonstrates  the TAM model needs to be incorporated 
with other IT reception models and hypotheses. 

4. Technology Acceptance Model (TAM) progression 

As per  [13, 27, 28]  the TAM is a principal adoption theory in 
the IT sector. TAM discloses how external variables can have an 
impact on adoption decision making on fundamental financial, 
functional, and beliefs and therefore recommends PU  and  PEOU 
as the central reason for adoption in IT [9]. An individual’s  goal 
to exploit an application is interpreted and forecast by his view of 
the innovation's handiness and its straightforwardness. According 
to [19] perceived usefulness can be determined by both perceived 
ease of use and predict attitudes. Over the years  TAM has shown 
great acceptance, utilization, and reproduction but the model failed 
to give essential data on the user's assumption for only PU and 
PEOU. Based on this limitation it was necessary for the model by 
expanding or integrating with other  IT acceptance models [9]. The 
integration of TAM  with different models enhanced TAM by 
including utilization and putting premiums in explicit settings and 
outside factors that impact an innovation's appropriation procedure 
[9]. 

According to [7] many studies have been made to the original 
TAM  model the causes the model to evolve. TAM-TBP was a new 
model introduced by [16] to integrate TAM and the theory of 
planned behaviour (TBP). In 2000, TAM2 was developed by  [19] 
that extended new variables to the existing model. In 2003, the 
Unified Theory of  Acceptance and the Use of  Technology 
(UTAUT) model was proposed. There have been numerous studies 
made by scholars to alter the  TAM by adding new variables. The  
Construct of  Compatibility variable was added in 1998 by [13]. 

New playful factors were added by [29] to examine the 
acceptance of the  Internet. Variables like “experience”, “self-
efficacy”,  “perceived risk”, and “social influence” were added to 
the  TAM model by [30].  An additional study made by [17] helped 
to extend cognitive absorption, playfulness, and self-efficacy. In 
1996 two types of perceived usefulness namely near-term and 

http://www.astesj.com/


B.D. Julies et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 137-145 (2021) 

www.astesj.com     140 

long-term were added  [2]. In 2000, two new constructs were added 
to TAM namely perceived entertainment value and perceived 
presentation attractiveness, [11] was the scholar for this addition.   
Peer influence was then combined with TAM in 2002 by  [3, 7]. 

 

 

 

 

 

 

 

 

 
Figure 3: Technology Acceptance Model [30]. 

TAM  has been used by scholars around the globe to perceive 
the acceptance of completely different sorts of information 
systems. A newly developed model by [6] based TAM named the 
shopping acceptance model (OSAM) was created to study online 
shopping behaviour. In 2003, in [31], the author developed an e-
commerce model based on TAM with new variables trust and 
perceived risk. 

5. Technology-Organization- Environment (T-O-E) 
Overview 

As per [4], T-O-E  Framework was developed by  [6] for 
organisational adoption based on the Contingency  Theory of  
Organisations. Well, it is claimed by [9] that [6] expect a 
nonexclusive arrangement of components to anticipate the 
probability of adoption. The framework proposes that an 
organisation should be consistent with its surroundings and 
environmental needs and its strength is determined by both 
internal and external factors like environment, organisation size, 
and organisation strategy [3]. Three key determinants were 
distinguished that influence organisational adoption: technology, 
organisation, and environment. It is imperative when one is 
making a decision, three factors of influence need to be looked 
into namely technology development [80] organisational 
conditions, business and organisational re-configuration [2], and 
industry environment [27].  

Within the T-O-E framework, technological development 
presents the technologies accessible to an organisation. The 
organisation context outline the organisation characteristics well 
the environment context outlines the business field that consists 
of industry, competitors, regulations, and relationships with the 
government. As per [6], these are external factors that can have 
restraints and opportunities for technological innovations. The 
drawback of  T-O-E is the assumption that the model will apply 
to large organisations, where customers make certain of congruity 
and fewer grievances, than to SMEs [9]. 

According to [6] there are three contexts that leverage 
technology innovation adoption and implementation process and 
these contexts of the T-O-E framework can be listed as follows. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: The technology–organization–environment framework [7]. 

 

 

 

 

 

 

 

Figure 5: The derivative of T-O-E framework of BIM technology [30]. 

5.1. Technology context 

In [2] and [16], the author defines that the technology context 
consisting of variables that has an impact on an individual, an 
organisation, and an industry's adoption of innovations and 
comprises of five innovation attributes as per [32] and [16] and 
also other attributes. Aside  from innovation variables,   other  
significant variables like system absorption, digestion, trail ability, 
intricacy, seen direct advantages, seen backhanded advantages and 
normalization has  been  included  by  several research studies 
while observability is found insignificant [1, 2, 9, 12, 18, 22, 32–
34]. 

5.2. Organisation context 

Adoption aptitude is impacted by explicit and spontaneous 
intra-hierarchical components for correspondence and 
supervision; along with resources and creativity of the organisation 
[32]. In [4], the author states that organisational context comprises 
of organisation scope, organisation size, and legislative belief. As 
per [1–3, 9, 12, 18, 22, 32, 33, 35] the most important variables of 
organisational context includes "financial resources, firm 
structure, organisational slack, innovation capacity, knowledge 
capability, operational capability, strategic use of technology, 
trust, technological resources, top management support, support 
for innovation, quality of human capital, organisational knowledge 
accumulation, expertise and infrastructure, and organisational 
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readiness while financial capacity and technology competence are 
identified as insignificant". The clarification explained by the 
makers is, relationship of all sizes have perceived the fundamental 
meaning of development for the achievement of their associations, 
consequently are glad to contribute enthusiastically to progressions 
to improve their high grounds. [12, 32, 34]; states that the role of 
top management is not the same and differs in context. As per  [2] 
some inter-organisational variables context are on EDI that 
identifies the power of partners, an expectation in the partner and 
tie responsibility with a partner and dependency of the partner. 

5.3. Environmental context 

Environmental context is an area where the company targets 
business operations like government incentives and regulations 
[4]. The environmental context consists of variables like rivalry, 
relations with buyers and suppliers, and areas of the industry life 
cycle [2, 4, 6, 9,12, 18, 22, 24, 32-34] says the environmental 
context variables covers  client order, serious weight, outer weight, 
inside weight, exchanging accomplice pressure, merchant uphold, 
business reliance, ecological vulnerability, data power and 
organisation force. 

In summary, T-O-E  has materialized to be a  widespread 
framework used for theoretical perspective on IT adoption [24].   
Consideration of technological, organisational, and environmental 
variables has made the T-O-E frame invaluable over other 
selection models in contemplating innovation appropriation, 
innovation use, and worth creation from innovation development 
[2, 8, 9, 32, 36]. 

6. Limitations and Criticism of T-O-E framework 

As per [32] the T-O-E  framework limitation as glossary of  
variables  that is  not well integrated or well developed and needs 
more research study on organisational  adoption. [1] likewise 
featured that T-O-E system has no significant develops in the 
model and the factors in every unique circumstance [33] states that 
there lack in power of technology and adoption variance is 
unexplained. On the contrary [12] declares that the major 
constructs and the variables in the T-O-E framework are not 
concise and differ from context to context. For this reason as by  
[9,35] and [3, 12, 24, 32, 36] other variables like sociological 
variables, cognitive variables, technology readiness, ability to 
leverage IT investment through different channels professionals' 
experience and skills, managerial capabilities of change 
management, security concerns, government promotion and 
factors salient to the country context such as government 
policy/regulation, technology infrastructure, and culture is needed 
to refine the  T-O-E  framework. 

7. Technology-Organisation-Environment (T-O-E) 
progression 

According to [37], the T-O-E framework lack change for 
different reasons from original development. This lack of 
evolution can be described as follows.  Firstly, as per [24], T-O-E 
characterizes as a universal theory as T-O-E is used as a framework 
in which a large group of different elements can be set. For this 
reason, researchers and scholars saw little need to change or refine 
the T-O-E framework.  Second, the T-O-E structure may have seen 
generally little advancement because it has been seen as lined up 

with other adoption model theories. For this reason, pressure has 
been seen by the T-O-E framework and other theories for the T-O-
E framework to assimilate in contesting innovations. As per [38], 
it can be seen that the T-O-E framework has been persistent with 
the theory of the diffusion on innovation (DOI). For example, DOI 
adoption on individual leader characteristics and internal 
characteristics of organisational structure is equally yok to T-O-E's 
organisation context element. Another consistency can be seen 
with DOI's external characteristics of the organisation with T-O-
E's environmental context. Lastly, consistency can be seen in the 
technological characteristics of the innovation with T-O-E's 
technological context [39, 40]. Since these theories are portrayed 
as notably comparable, the T-O-E system has not been adjusted 
because of DOI [37]. 

As per [9] several research studies explains the essence of the  
T-O-E framework which can be explained as e-commerce 
Enterprise Resource Planning, e-business, , open systems, 
Knowledge Management Systems, Electronic Data Interchange 
etc. in Table  1. 

Table 1: Organisational Adoption of Information Technologies 

Author(s) Domain 
[22] “Internet/E-Business” 
[21] “HRIS” 
[2] “Green IT Initialization” 
[67] “E-Business” 
[3] “KMS” 
[32] “Enterprise Systems” 
[37] “Mobile Commerce” 
[18] “E-Business” 
[16] “ERP” 
[2] “Web Site” 
[6] “E-Commerce” 
[41] “IT” 
[32] “E-Signature” 
[3] “E-Commerce” 
[37] “E-Business” 
[2,25] “E-Business” 
[6] “Internet” 
[6] “E-Business” 
[32] “E-Commerce” 
[27] “IT” 
[2] “Open System” 

Over the past 30 years, the T-O-E framework has exhibit 
influence across many technological, industrial, and 
national/cultural contexts [7].  The  T-O-E  framework has been 
used across various industries to explain the adoption of inter-
organisational systems [2, 42]. E-business [2, 6, 7, 15], electronic 
data interchange (EDI) [42], open systems[2], enterprise  systems 
[32] and a broad spectrum of general IS applications [2].  The T-
O-E model has been used to clarify the selection of advancements 
in a large group of ventures, including manufacturing [2, 15] health 
care [34] retail, wholesale, and financial services [15]. According 
to [2, 7, 15] and [6] the  T-O-E model has been approved in 
European, American, and Asian contexts, as well as in both 
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developed as well as developing countries. In every one of the 
experimental investigations that test the T-O-E system, analysts 
have utilized somewhat various elements for technological, 
organisational, and environmental contexts. [7] claims that 
researchers agree with [6] that the three T-O-E contexts affect 
adoption, however, they have speculated that for every particular 
innovation or setting that is being contemplated, there is a special 
arrangement of components or measures. [6] argues that one  
relevant factor in technological context that influences the 
adoption of e-business is " technology readiness." [6] also states 
that "firm size", global scope" and "financial resources are the 
appropriate elements that ought to be concentrated to see how 
organisational context influences the adoption of e-business. When 
looking at environmental context influences, "regulatory 
environment" and "competition intensity" are suitable in the 
adoption of e-business. 

8. Integration of TAM and T-O-E framework 

As per [30] the creation of TAM  by  [2] was in light of the 
Theory of Reasoned Action (TRA) in 1989. [2] perceived that a 
person's behavioural intention to use a newly created system is 
associated with their perceived usefulness and ease of use. 
Meanwhile, the perceived ease of use influences perceived 
usefulness, and the perceived usefulness and ease of use are 
influenced by foreign variables. 

As per [43] the T-O-E framework persuades models of 
technological, organisational, and environmental  backgrounds to 
adopt and achieve technological  innovations. he goes on to say the 
technological context indicates internal and external technologies 
by firms, organisational  context refers to company size, 
organisational structure, and  human resource, well environmental 
context looks at components like competition, partners, and 
industry environment that out-side the control of a firm [30]. 

The Technology Acceptance Model and Technology 
Organisation Environment System have been generally applied in 
I.T. and data innovation across various research studies [30]. The 
two models complement each other as TAM  is flexible with 
external variables and can abduct a person's acceptance behaviours 
while on the other side of the coin T-O-E   acknowledges the 
technical, environmental and organisational elements that have an 
effect on technology acceptance and adoption at organizational 
level. Many research studies where TAM and T-O-E   are 
integrated can be found. [24] has integrated TAM and T-O-E   to 
illustrate cloud adoption at organisational level. Another study by 
[34] evaluates system factors in the adoption of ERP in 
manufacturing companies. Lastly, [28] set up the UTAUT-T-O-E 
technology acceptance model framework and investigated the 
components influencing IT selection [30]. Figure 6 illustrates the 
integration of TOE External variables to TAM.   

Joining the TAM in Figure 3 with the TOE structure in 
Figure 5, an incorporated TAM-TOE model for BIM innovation 
was created as seen in Figure 7. 

The impact scale of each factor on different variables are 
determined through their logical relationship in the system to shape 
the immediate impact network, at that point the reason and focus 
level of each factor is determined to decide the circumstances and 
end-result between the elements. This strategy can visually 
demonstrate the logical relationships between factors through 
determinant analytics and can disentangle complex issues. 
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Figure 6: TAM-TOE derivative integration model  [30]. 
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Figure 7: The derivative integrated TAM-T-O-E model of BIM technology [30]. 

8.1. Technical factors 

According to [30] technical factors can be classified into three 
past research studies, namely localization,  standardization, and 
compatibility. 

• Localization: Localization as per [13], Building Information 
Modelling (BIM) consists of software operating environment, 
the adaption of ventures, and management process. 

•  Standardization: Specifies milestones, deliverables, and 
objectives to accomplish. 

• Compatibility: This describes the strength and challenges of 
different application software from a different corporation, 
their integration, and are compatibility with each other. 

8.2. Economic factors 

According to [30] there two economic factors: cost and return 
in investment. 

• Cost: Cost normally consist of hardware, software, training 
and consulting fee for professionals [59]. 

• Return on investment: Refers is a new technology that would 
have the potential and opportunities for new revenue income. 
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Table 2: A summary of the literature on external variables in the Building Information Modelling (BIM) TAM-T-O-E model. 

Notes. A = [44] B = [19] C = [77]; D = [45]; E = [6]; F = [18] G = [26]; H = [46]; I = [24] J = [23]; K = [34]; L = [34]; M = [47]; N = [72]; O = [59]; P = [23]; Q = [24]; 
R = [48]; S = [8]; T = [26]; U = [22]. 

8.3. Organisational factors 

As per  [30], the four organisational factors can be listed as 
organisational mode and workflow,  traditional thinking mode, 
support from senior management, and several experts and 
technicians. 

• Organisational model and Workflow: It is normally fixed 
and is difficult to change the organisational model and 
workflow. Roles and responsibilities and work context 
frustrate application extension to a degree [30]. 

• Traditional Thinking mode: People are hesitant to 
change and handle issues in the same way  [30], [24]. 

• Top Management Support:  top management duty is one 
of the significant achievement factors for receiving BIM 
innovations [33]. 

• A number of BIM experts and technicians: The 
requirement of professionals with related technical 
experience and insights. 

8.4. Environmental factors. 

As per [30], environmental factors are shown at national, 
industrial, and enterprise levels for perceptions and attitudes in 
adoption and have been classified as national policy requirements, 
popularity in the BIM industry, and competition from other 
companies. 

Category  Code  External Variables 

References sum 

A B C D E F G H I J K L M N O P Q R S T U   

Technological  

Context 

EV1 Localization of BIM       ●  
                  ● ● ● ● ●     ●  

7 

EV2 
Standardization  

of BIM 
● ● ●   ● ● ● ● ● ● ● ● ● ● ●   ● ● ● ● ● 19 

EV3 
Compatibility of  

BIM ●  
  ● ● ●   ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● 19 

Economic  

Context 

EV4 Cost of using BIM ● ● ●   ● ● ●   ● ● ●     ● ●   ● ● ● ●   15 

EV5 
Return on 

investment 
  ●  

      ● ● ●   ●  
            ●  

      ●  
7 

Organisational   

Context 

EV6 

Organisational  

pattern and 

workflow 

● ● ● 
  
● ● 

  
● ● ● 

  
● ● ● ● 

  
● ● 

    ●  
15 

EV7 
Traditional  

thinking mode 
● ●     ● ● ● ● ● ●   ●  

  ●  
    ● ●     ●  

13 

EV8 Executive support ● 
  ● ● ● ●   ● 

  ● ● ●     ● ● ● ●   ● ● 15 

EV9 

Number of BIM  

experts and 

technical staff 

● ● ● 
  ●  

  ●  
    

● ● 
    

● ● 
  
● ● ● 

  ●  
13 

Environmental   

Context 

EV10 Requirement from in the  
industry   ● ●     ● ●           ●  

  ● ●   ● ● ●   10 

EV11 
Popularity of BIM  

in the industry 
  ● ● ●     ● ●   ●  

  ● ●     ●  
  ● ● ●   12 

EV12 

Competitions  

from other 

companies 

    
● ● 

    ●  
        

● ● 
  
● ● 

      ●  
  8 
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• National policy requirements: As per [15], national policies 
is crucial to the development of information technology. For 
instance, the British government has assumed a significant 
part in advancing the application and the improvement of 
BIM [18]. 

• Popularity in the BIM industry: With greater acceptance, 
BIM adoption is becoming more popular. 

• Competition from other companies: Completion can be 
clarified in two ways of competition namely, cost and 
differentiation. 

 
The study merges TAM and TOE and proposes a Building 

Information Modelling (BIM) TAM-TOE model that consists of 
12 external variables. An informative questionnaire was derived 
from the  12  external variables and 3 internal variables. A span 
number DEMATEL strategy was utilized to figure the impact 
degree, affected degree, centrality degree, and causal level of every 
factor. By ascertaining the centrality and reason for each factor, the 
key components influencing the selection of BIM are acquired, an 
'impact and cause chart' was made dependent on the absolute 
relations between factors. 

The study significant discoveries can be summed up as: 

Firstly, the Requirement from public arrangements (EV10) is 
the most grounded driving variable, followed by Traditional 
thinking modes (EV7), Standardization of BIM (EV2), 
Compatibility of BIM (EV3), Competitions from other companies 
(EV12), Popularity of BIM in the industry (EV11), Localization of 
BIM and Return on investment (EV5). 

Secondly, the re-enactments and emphases of the eight 
propulsive variables affirm that the objective variable Intention to 
use (IV3) fluctuated essentially and is responsive with changes of 
firstly, The Requirement from national policies  (EV10), and then 
the Standardization of BIM (EV2).  

9. Conclusion 

TAM is a powerful adoption theory in the IT sector and has 
been used by numerous research studies. The model looks at an 
individual's goal when utilizing a system or application and 
recommend PU and PEOU as the central reason for IT adoption.   
Over the years  TAM has shown great acceptance, utilization, and 
reproduction but the model failed to give essential data on the 
user's assumption to only PU and PEOU.   Based on this limitation 
it was necessary for the model by expanding or integrating with 
other  IT acceptance models [9]. The  T-O-E  framework proposed 
a generic set of factors of technology adoption. The T-O-E 
framework looks at three contexts namely  Technology, 
Organisation, and  Environmental. TAM and its all-encompassing 
forms have a high ability to clarify the innovation reception while 
the meaning of the T-O-E system is likewise perceived in 
clarifying technology adoption. The marriage of these two models 
brings a new and unique developed redesign that takes TAM and 
T-O-E models to a more extensive level to advance and encourage 
improved informative and prescient focal points of IT adoption. 

 The TAM and T-O-E framework can be used separately or as 
a hybrid depending on the situation at hand. In future it important 
to harmonize the so many factors of the models that have been 
suggested and used in literature. 

This review paper doesn't overrule the acknowledgment of 
other reception models, yet it investigates the writing to create a 

selection model for study comparable data advances as referenced 
before. 
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In this paper a synchronization methodology of two fractional-order chaotic oscillators under
the framework of identical synchronization and master-slave configuration is introduced. The
proposed methodology is based on a fractional-order feedback control design under the frame
of control theory, the feedback controllers provide synchronization convergence. A comparative
study between a proportional control, a nonlinear fractional-order proportional-integral control
and an active control is presented. The above is showed via an analysis of the dynamic of
the called synchronization error. Numerical experiments using the mathematical model of the
fractional-order unified chaotic system and its equivalent electronic circuit corroborate the
satisfactory results of the proposed schemes.

1 Introduction

A significant development of chaos occurred after the publication
by Lorenz [1] of a work related with the existence of non-periodic
solutions in a model formed by nonlinear differential equations.
Lorenz’s contribution provided the interest in studying deterministic
systems that generate dynamic trajectories strongly influenced by
sensitivity to initial conditions. However, it was until 1975 when
the term chaos was introduced [2], since then chaotic systems have
been studied intensively, and this is one important area of current
research in physics, mathematics, and engineering. The analysis of
nonlinear complex dynamic behaviors has led to important techno-
logical application. In particular the analysis of chaotic oscillators
has had important advances in process engineering, cryptography
of images, secure data transmission, life science, and information
processing, between others [3]–[5].

There are several definitions about chaotic systems. However, in
general terms, a chaotic system is a deterministic dynamic system
that exhibits irregular behavior, similar to random behavior [6, 7].
A very important aspect in relation to chaos theory is the synchro-
nization of chaotic systems. Since Pecora and Carrol [8] showed

that two seemingly random and unpredictable chaotic behaviors can
converge in a single trajectory, new expectations arose around chaos
theory, trying to solve its control, understanding and prediction.

The synchronization of chaotic systems consists of coupling
two or more chaotic systems, after a transitory time, they exhibit
identical chaotic oscillations. Synchronization can be solved from
the point of view of control theory, designing a slave system which
follows the variables of the master system. In the open literature
has been presented a lot of important contributions for the design of
control schemes for synchronization purposes in chaotic oscillators
[9]–[11], observer based controllers [12, 13], adaptive algorithms
[14, 15], optimal controllers [16, 17] and so on [18]–[20].

From the above, control theory has been looking for advanced
techniques in order to reach a high performance in the operation of
processes, in particular with dynamic systems with complex behav-
ior, such as the nonlinear fractional-order systems [21]–[23]. The
fractional calculus for the study of dynamic systems with chaotic
behavior has emerged as an alternative framework, since it has been
proved that it is possible that a class of systems exhibits chaos de-
spite its order is fractional [24]–[27]. Generally, nonlinear systems
display complex dynamic behavior as steady state multiplicity, in-
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stabilities, complex oscillations and so on under different initial
conditions, external disturbances and time-varying parameters, lead-
ing to chaotic dynamic behaviors. However, besides of the scientific
interest on the study and analysis of nonlinear system with exotic
dynamic behaviors, the applications for engineering purposes have
been growing importantly [28]–[31].

There are many engineering applications based on dynamical
systems with fractional operators, for instance: fractional modelling
of the human arm dynamics [32], modelling and identification of
viscoelastic mechanical systems [33], modelling of electrical sys-
tems [34], analysis and control of economics and financial systems
[35, 36], vibration and acoustics phenomena [37], modeling of
friction in electric machines [38], problems in electrochemistry, bio-
physics and bioengineering [39]–[41], methods for signal and image
processing [42, 43], applications in automatic control, mechatronics
and robotics [44]–[46], among others [47]–[51]. However, there are
a few practical applications in this field to prove the feasibility of
the physical realization of the proposed techniques [52]–[54]. Some
works deal with the master-slave synchronization of fractional-order
systems via unidirectional linear coupling [55]–[58], where the pro-
posed methods are applied in the synchronization of fractional-order
Rössler, Chua, Chen, unified systems and so on.

The main contribution of this work is to achieve the synchro-
nization of a class of fractional-order systems and its verification via
the equivalent electronic circuit by means of a proportional control,
a nonlinear fractional-order proportional-integral control and an
active control. The synchronization implies that all trajectories of
the slave system tend to follow all trajectories of the master system.
In this sense, the main problem is to find a control input such that
the synchronization is possible. The suitable conditions for the syn-
chronization are obtained by solving the dynamical equation of the
synchronization error. Furthermore, to verify the effectiveness of the
suggested approach we have implemented an electronic circuit using
Matlab-Simulink’s Simscape library to obtain the synchronization
regime between two fractional-order unified chaotic systems for the
same order.

2 Fractional-order feedback controllers

The master system of fractional order α can be represented by,

Dαxi = fi(x1, x2, . . . , xn), (1)

with xi(0) = xi0, i = 1, 2, . . . , n, x = [x1, x2, . . . , xn]T ∈ Ω ⊂ Rn is
the state vector, and f : Ω→ Rn is a nonlinear continuous function.

In (1), the fractional derivative of xi is defined as [? ],

Dαxi = t0 Dα
t xi(t) =

dαxi(t)
dtα

=
1

Γ(m − α)

∫ t

t0

dmxi(τ)
dτm (t − τ)m−α−1 dτ,

(2)
where: α ∈ R+, m − 1 ≤ α < m, m ∈ N, dm xi(τ)

dτm is the m-th time
derivative of xi and Γ is the gamma function.

2.1 Proportional control

Let us propose the controlled slave system of fractional order α as
follows,

Dαzi = fi(z1, z2, . . . , zn) + ui (3)
ui = ki(xi − zi) (4)

with zi(0) = zi0, i = 1, 2, . . . , n, z = [z1, z2, . . . , zn]T ∈ Ω ⊂ Rn is
the state vector of the slave system, and ki is the proportional gain.

Let us define the synchronization error as,

εi = xi − zi. (5)

The synchronization performance is obtained by means of the
analysis of the dynamics of the synchronization error.

First, we take the time derivative of order α of (5),

Dαεi = Dαxi − Dαzi (6)

Now, replacing the fractional dynamics of equations (1) and (3)
into (6),

Dαεi + kiεi = fi(x) − fi(z) (7)

Then, the solution of (7) is given by,

εi(t) = εi0Eα(−kitα)+

+

∫ t

0
(t − τ)α−1Eα,α(ki(t − τ)α)

[
fi(x) − fi(z)

]
dτ

(8)

where εi0 = xi0 − zi0.
In (8), the Mittag-Leffler function is defined as [? ],

Eα(q) =

∞∑
j=0

q j

Γ(α j + 1)
, q ∈ C, Re(α) > 0 (9)

Eα,α(q) =

∞∑
j=0

qi

Γ(α j + α)
, q, α ∈ C, Re(α) > 0 (10)

To guarantee the convergence of the synchronization error in (8),
Assumption 1 and 2 are introduced,

Assumption 1 | fi(x) − fi(z)| ≤ Li < ∞

Assumption 2 The proportional gain is positive.

Applying Assumption 1 in (8) we have,

|εi(t)| ≤ |εi0Eα(−kitα)|+

+Li

∫ t

0
|(t − τ)α−1Eα,α(−ki(t − τ)α)|dτ

Finally, by Assumption 2,

lim
t→∞
|εi(t)| ≤

Li

ki
(11)

From the previous analysis, the following proposition is estab-
lished.

Proposition 1 If Assumptions 1 and 2 are fulfilled, then the syn-
chronization of the master system (1) and the controlled slave system
(3)-(4) is achieved, where, the trajectories of εi belongs to a closed
ball with radius proportional to Li/ki. �

www.astesj.com 147

http://www.astesj.com


J.L. Mata-Machuca / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 146-154 (2021)

2.2 Nonlinear fractional-order PI control

Let us consider (1) as the master system. In this case, the slave
system is described by,

Dαzi = fi(z1, z2, . . . , zn) + ui, i = 1, 2, . . . , n (12)
ui = fi(x) − fi(z) + kiεi + KIi ei (13)

Dαei = εi (14)

where, εi = xi − zi, ki is the proportional gain and KIi is the integral
gain.

Property 1 (see [59]) Let Iα be the fractional integral of order α.
Then,

Iα(Dαei) = ei (15)

Applying Property 1 in both sides of (14),

ei = Iα(Dαei) = Iαεi (16)

We analyze the dynamics of the synchronization error,

Dαεi = fi(x1, x2, . . . , xn) − fi(z1, z2, . . . , zn) − ui (17)
ui = fi(x) − fi(z) + kiεi + KIi ei (18)

Dαei = εi (19)

Proposition 2 Let P be a matrix defined by,

P =

[
−ki −kIi

1 0

]
For 0 < α < 1, the interconnected system (17)-(19) is asymptotically
stable if,

|arg(eig(P))| >
απ

2
(20)

where, eig(P) are the eigenvalues of P.

Proof. The closed-loop system could be expressed as,[
Dαεi

Dαei

]
=

[
−ki −kIi

1 0

]
︸           ︷︷           ︸

P

[
εi

ei

]
(21)

The eigenvalues of P are obtained in terms of proportional and
integral gains,

eig(P) =
−ki ±

√
k2

i − 4KIi

2

Hence, (21) is asymptotically stable if |arg(eig(P))| >
απ

2
. �

2.3 Active control

Let us represent the master system (1) as,

Dαx = Ax + g(x), (22)

In (22), g : Ω → Rn is a nonlinear continuous function and the
matrix A ∈ Rn×n is defined by,

A =


a11 a12 · · · a1n

a21 a22 · · · a2n
...

...
...

an1 an2 . . . ann

 =


A1
A2
...

An

 (23)

where, ai j are constant coefficients and Ai =
[

ai1 ai2 · · · ain

]
denotes the i-th row of matrix A, for i = 1, 2, . . . , n.

Then, master system (22) can be rewritten as,

Dαxi = Aix + gi(x)

=

n∑
j=1

ai jx j + gi(x), i = 1, 2, . . . , n (24)

The corresponding slave system is proposed as,

Dαzi =

n∑
j=1

ai jz j + gi(z) + ui, i = 1, 2, . . . , n (25)

Then, the dynamics of the synchronization error is obtained by (24)
and (25),

Dαεi =

n∑
j=1

ai jε j + gi(x) − gi(z) − ui, i = 1, 2, . . . , n (26)

Proposition 3 Equation (26) is asymptotically stable if the signal
ui is active,

ui =

n∑
j=1, j,i

ai jε j + gi(x) − gi(z) + kiεi, i = 1, 2, . . . , n (27)

and the following condition is satisfied,

ki > aii (28)

Proof. Substituting 27 into (26),

Dαεi = (−ki + aii)ε j, i = 1, 2, . . . , n (29)

or, in matrix form

Dαε =


−k1 + a11 0 . . . 0

0 −k2 + a22
...

...
. . . 0

0 . . . 0 −kn + ann

︸                                                       ︷︷                                                       ︸
Ā

ε (30)

Matrix Ā is Hurwitz stable if ki > aii, i = 1, 2, . . . , n. Then (30) is
asymptotically stable. �
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3 The fractional-order unified chaotic sys-
tem

Consider the fractional-order master system [54],

Dαx1 = (25β + 10)(x2 − x1)
Dαx2 = 28x1 − x2 + 29βx2 − 35βx1 − 10x1x3 (31)

Dαx3 = 10x1x2 −
β + 8

3
x3

With β = 1 and α = 0.9 system (31) exhibits chaotic behaviour, in
the sense of Definition 1.

Definition 1 ([6]) An attractor is said to be chaotic if it is bounded
and all the trajectories starting form it are Lyapunov unstable. Then,
a dynamic system is chaotic if it has at least one chaotic attractor.

System (31) is simulated through the Matlab-Simulink diagram
shown in Figure 1, where blocks F1, F2 and F3 correspond to the
approximation of the integral operator with order α = 0.9.

Figure 1: Simulation of system (31) using Matlab-Simulink

For simulation purposes, initial condition of block F1, was set
to -0.001. Figure 2 shows the numerical simulation of system (31)
via the phase portraits.

Now, in order to illustrate the behavior of system (31), we
change the weight parameters (α, β). The simulation results are
given in Figure 3 with parameters: (a) α = 0.9, β = 0, (b)
α = 0.9, β = −1, (c) α = 0.8, β = 0.5 and (d) α = 0.7, β = 1.
Clearly, system (31) is not chaotic with these set of parameters,
where the integral operator with orders α = 0.8 and α = 0.7 is
defined by [24],

1
s0.8 ≈

5.235s3 + 1453s2 + 5306s + 254.9
s4 + 658.1s3 + 5700s2 + 658.2s + 1

(32)

and

1
s0.7 ≈

5.406s4 + 177.6s3 + 209.6s2 + 9.197s + 0.01450
s5 + 88.12s4 + 279.2s3 + 33.30s2 + 1.927s + 0.0002276

(33)

Figure 2: Simulation results of system (31), β = 1 and α = 0.9.

Figure 3: Phase portraits of system (31) with different values of (α, β)..

4 Synchronization results and discussion

The fractional-order slave system that synchronizes with system
(31) is represented as,

Dαz1 = (25β + 10) (z2 − z1) + u1

Dαz2 = 28z1 − z2 + 29βz2 − 35βz1 − 10z1z3 + u2

Dαz3 = 10z1z2 −
β + 8

3
z3 + u3

(34)

where β = 1, α = 0.9 and u1, u2 and u3 are the control signals.
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It is necessary to calculate the control gains values. First, for the
proportional control, we obtain the constants Li over the bounded
set Ω = {x ∈ Rn | |xi| ≤ Mi},

Li = max
1≤i≤n

‖ f ′i (x)‖ (35)

where f ′i (x) is the Jacobian matrix.
Then, considering that M1 ≈ 2, M2 ≈ 3 and M3 ≈ 4, we have

that L1 = 35, L2 = 47, and L3 = 30.
According to Proposition 1, the maximum synchronization er-

rors are defined as
εimax =

Li

ki
= 0.05 (36)

In Equation (36) we consider the synchronization errors are bounded
by 0.05, they are acceptable for complete practical synchronization.
Equation (36) yields to k1 = 700, k2 = 940, and k3 = 600.

For the nonlinear PI controller, the gain values are obtained in
order to guarantee a settling time of 0.02s and an overshoot of 1% in
the three coordinates, then ki = 400 and KIi = 58613, for i = 1, 2, 3.
And for the active controller we have the following conditions,

k1 > −25β + 10 (37)
k2 > 29β − 1 (38)

k3 > −
β + 8

3
(39)

In this case, we choose k1 = 200, k2 = 100 and k3 = 100.
Figure 4 shows the phase portraits of the master and slave sys-

tems when the control signals are off, clearly all systems are un-
synchronized due to the initial conditions are different. However,
when the feedback controllers are activated the synchronization is
achieved since the trajectories of the controlled slave system tend to
follow the trajectories of the master system.

Figure 4: Unsynchronized systems.

In Figure 5 the synchronization performance is verified via the
synchronization errors. We observe that the synchronization errors
converge to zero when the feedback control is activated. As we can

note, the corresponding slave trajectory reach almost immediately
the master trajectory for the proportional control, also, when the
nonlinear PI control acts, the corresponding trajectory has a higher
oscillatory overshoot and a settling time of 0.02s, and for the active
control, the synchronization errors converge exponentially to zero
at 0.02 s.

0 0.005 0.01 0.015 0.02
0

50

100

x 1
-z

1

P control
Nonlinear PI control
Active control

0 0.005 0.01 0.015 0.02

-200

-100

0

x 2
-z

2
0 0.005 0.01 0.015 0.02

time (s)

-200

-100

0

x 3
-z

3

Figure 5: Synchronization errors.

The above-mentioned behaviors for the state variables under
feedback controllers can be explained for the performance of the
three controllers under comparison. Figure 6 is related to the control
effort performance, it can be observed that the control effort for the
proportional controller is very high due to the magnitude presented
at the startup and transient condition. On the other hand, PI and
active controllers show a smooth behavior, leading the trajectory
to the controlled slave system to the required master trajectory in a
larger settling time.

0 0.002 0.004 0.006 0.008 0.01
0

5

u 1

104

P control
Nonlinear PI control
Active control

0 0.002 0.004 0.006 0.008 0.01
-4

-2

0

u 2

105

0 0.002 0.004 0.006 0.008 0.01

time (s)

-1

0

1

2

u 3

105

Figure 6: Control signals.
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5 Equivalent electronic circuit
System (31) is translated to the electric circuit shown in Figure 7.

Figure 7: Electrical model of master system (31) using Simulink’s Simscape library.

Component values are taken as: R4 = R13 = R18 = 100 kΩ,
R1 = R5 = R7 = R8 = R10 = R14 = R16 = R20 = 10 kΩ,
R2 = R3 = R6 = R21 = 33 kΩ, R9 = R11 = R15 = 27 kΩ and
R12 = R17 = R19 = 100 kΩ.

Fractional integrators blocks F1, F2 and F3 are represented as
1

s0.9 . Figure 8 shows the approximation of 1
s0.9 as an electric circuit

using the Simscape libraries.

Figure 8: Integrator blocks F1, F2,. . . , F12.

6 Verification of the master-slave synchro-
nization

The synchronization is verified via the equivalent electronic circuits
of master and slave systems. The controlled slave electronic circuit
is given in Figure 9, where u1, u2 and u3 are the control inputs

introduced in Section 2. In order to obtain −z1, −z2 and −z3, in this
circuit, for each signal z1, z2 and z3 is added an inverting operational
amplifier with unity gain, the value of R is equal to 10kΩ. To avoid
the crossing of physical lines we employ connection labels. The
label block makes connections between two blocks without using
lines.

Figure 9: Electrical circuit schematic for the slave system (34).

Master circuit of Figure 7 and slave circuit of Figure 9 are cou-
pled since the control inputs require information signals from both
circuits.

The equivalent circuit for the proportional control (4) is shown
in Figure 10. Resistors RP1, RP2 and RP3 are related with the control
gains of Section 4 as follows,

RP1 = 10
R3

k1
= 471 Ω (40)

RP2 = 10
R11

k2
= 287 Ω (41)

RP3 = 10
R17

k3
= 1.67 kΩ (42)

Figure 10: Proportional control.
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The nonlinear fractional-order PI control (13)-(14) is proposed
by means of the circuit of Figure 11.

Figure 11: Nonlinear fractional-order PI control.

The parameter values are obtained as,

RP4 = 10
R3

k1
= 825 Ω (43)

RP5 = 10
R11

k2
= 675 Ω (44)

RP6 = 10
R17

k3
= 250 Ω (45)

RI1 = 10
R3

KI1

= 5.63 Ω (46)

RI2 = 10
R11

KI2

= 4.6 Ω (47)

RI3 = 10
R17

KI3

= 17 Ω (48)

RF1 = 10 R3 = 330 kΩ (49)
RF2 = 10 R11 = 270 kΩ (50)
RF3 = 10 R17 = 1 MΩ (51)

Finally, the equivalent circuit for the active control (27) is given
by Figure 12. The active control (27) has been rewritten as,

ui = Fi(x) − Fi(z) + kiεi, i = 1, 2, . . . , n (52)

where, Fi(x) =

n∑
j=1, j,i

ai jx j + gi(x) and Fi(z) =

n∑
j=1, j,i

ai jz j + gi(z).

Figure 12: Active control.

The corresponding parameter values are: RF1 = 330 kΩ,
RF2 = 270 kΩ, RF3 = 10 R17 = 1 MΩ and,

RA1 = 10
R3

k1
= 1.65 kΩ (53)

RA2 = 10
R11

k2
= 2.7 kΩ (54)

RA3 = 10
R17

k3
= 10 kΩ (55)

Figure 13 shows the phase portraits of the master-slave syn-
chronization obtained by means of the equivalent electronic circuits
given by Figures 7 and 9 along with the control inputs of Figures
10, 11 and 12. For all simulations, initial voltage on capacitor of
0.69 µF takes several arbitrary values: 1 V (block F1), -2 V (block
F4), 1 V (block F5), 1 V (block F6), while the rest of capacitors
remain at 0 V. Notably, the whole phase portrait of the controlled
slave system is synchronized with the corresponding phase portrait
of the master system using the proposed controllers, for arbitrary
initial conditions. However, an important characteristic is that the
nonlinear fractional-order PI control and the active control lead to
complex circuit structures.
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Figure 13: Master-slave synchronization.

7 Conclusions
This work studied the master-slave synchronization in a class of
chaotic systems with fractional-order via feedback control. First,
the feedback controllers were designed. In this sense, a proportional
control was proposed, it guarantees that the synchronization error is
bounded, as well as, a nonlinear fractional-order PI control and an
active control were introduced, where the stability of the closed-loop
system depends on the control gains, here for both controllers the
synchronization error is asymptotically stable. Next, as application
example, the fractional-order unified chaotic system was considered
as master system. In fact, a set of numerical simulations based on
the mathematical models of master and slave system showed that
the synchronization is fulfilled by means of the proposed feedback
controllers. It is important to mention that the proportional control
exhibited the higher control effort, which could be a restriction in
another class of systems, for instance, in those involving actuators.
On other hand, in the transient condition, the active control is slower
than the other ones. Finally, the synchronization was verified with
success using the equivalent electronic circuits. As can be noticed,
the proportional control has a simple circuit structure.
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During the past years, a lot of research work have been done on the topic of smart grids and more
specifically on the charging of electric vehicles (EVs), which will become an essential aspect in
the coming years. The various works carried out on these themes have allowed the development
of efficient tools to organize energy exchanges within these networks and to make this energy
available to electric vehicles on certain time intervals. However, the problems related to the
compatibility between the different elements of these networks seem to be largely underestimated.
The collaborative work between IETR and Dropbird highlights the technological challenges
that significantly hinder the deployment of relevant charging algorithms and experiments with
dynamic programming-based algorithms to circumvent these obstacles.

1 Introduction
The advent of many electric vehicles implies some environmen-
tal changes, however, the conversion of a number of motorists to
electric vehicles implies a growth in electricity demand and adds
additional constraints on the power grid. Figure 1 shows the growth
(estimated by the french grid operator) in the number of EVs and
their demand for electricity on the French electrical grid in the
coming years

Figure 1: Evolution of EV energy needs (France)

The need for electricity corresponds to the virtual demand (in
the scenario where all electric vehicles charge simultaneously), the
calculation of the annual energy needed is based on a scenario of
15kWh/100 km and 13,000 km/year (source: ENT2008, datas in per-
petual variation) and on a storage possibility of 20kWh of on-board
batteries (again, these data are constantly changing). On the basis

of these elements, we note that the energy required to recharge the
vehicle is always moderate compared to the total annual electricity
consumption (consumption of electric vehicles in 2030: 10 TWh,
-total grid consumption in 2016: 470 TWh), while the electricity
needs can be very large (several tens to several hundreds of GW,
compared to the total installed power in 2016 of 130 GW). The
development of EVs seems feasible without significantly increas-
ing electricity production, but the punctual need for energy can be
problematic if judicious recharging methods are not planned. A
research work carried out in Spain in 2011 [1], shows the interest of
smart charging planning methods. In this work, a simple decrease
in the concurrency factor can decrease the additional costs of EVs
by 60-70%. On the other hand, the application of strategies that
allow charging during off-peak hours could also avoid up to 35% of
the necessary additional expenses. In conjunction with this limited
increase in electricity consumption, it is important to highlight the
storage opportunities that several million EVs will provide, and
the new possibilities for controlling an increasingly intermittent
electricity grid. In this paper, we will develop the implementation of
a smart parking with renewable energy generation and fixed storage
taking into account the constraints of the grid, while showing the
difficulties encountered due to interoperability issues. The load
management of an EV fleet is a subject that is widely covered in the
literature, around five main axes: bi-directional charging [2], decen-
tralised [3], mobility management [4], [5], integration of renewable
energies [6], adding ancillary services to the grid [7].

Many algorithms based on different methods have been devel-
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oped and tested in simulation for the intelligent management of en-
ergy flows in a network with multiple sources and loads. Multi-agent
systems (MAS) allow the decentralisation of the energy manage-
ment system based on the collaboration of different actors. Initially
designed to model the collective behaviour of groups of individu-
als evolving together while being able to make their own choices,
MAS are today frequently used for energy management systems in
micro-grids with several sources [8]. The energy management of
a system is usually carried out by an EMS (Energy Management
System) with centralised control. The use of multi-agent systems
is tantamount to decentralising energy control by giving decision-
making power to different actors. Another application example is
given by Taesic Kim et al. in their paper [9]. It is an application on
a micro-grid composed of a set of dwellings, each with production,
storage and load devices (domestic, electric car ...). An SMA so-
lution is proposed to optimise the energy flows within the network
in order to minimise peak load, reduce the energy costs of the in-
habitants and maximise the energy efficiency of the storage system.
Despite their wide use, the use of SMAs is controversial in the sci-
entific community, as the results of the interaction between agents
are sometimes unpredictable, therefore predicting the behaviour of
the overall system from these constituent entities can become very
complex.

Fuzzy logic is an extension of classical logic which allows the
imprecision of data to be taken into account and thus seeks to come
closer (to some extent) to the flexibility of human reasoning. It is
based on Lotfi Zadeh’s mathematical theory of fuzzy sets, which
presents an extension of classical set theory to imprecisely defined
sets. As opposed to Boolean logic, fuzzy logic allows to add a
degree of truth to a condition, which allows this condition to be in a
state different from true or false. In their paper [10], Kyriakarakos
et al. give an example of the use of fuzzy logic for energy man-
agement in a microgrid with multi-source power supply for remote
areas. The network in question consists of an AC bus on which are
connected production elements : PV panels with their inverter, wind
generator, hydrogen fuel cell, loads : seawater desalination module,
various domestic loads, an electrolyser to create hydrogen from
water, and an electrochemical storage battery connected through an
AC/DC converter. Simulations have shown that the use of fuzzy
logic for energy control makes it possible to respect the constraints
imposed for a much smaller system dimensioning and therefore to
save a lot of energy and money. Another example of fuzzy logic
energy management including intelligent load management of elec-
tric vehicles is given in [11]. The performance of the algorithm is
evaluated from the point of view of peak consumption and charging
cost. Fuzzy logic makes it possible to implement inference systems
with seamless, flexible and non-linear decision making, closer to
human behaviour than conventional logic. Moreover, the rules are
expressed in natural language. This has many advantages, such as
including the knowledge of a non-computer expert at the heart of a
decision-making system or even modelling certain aspects of natural
language more finely. However, fuzzy logic has some drawbacks,
such as not being able to predict that the system will behave opti-
mally. Performance will therefore have to be measured a posteriori
and adjustments will be made by trial and error. For these reasons,
fuzzy logic hasn’t been chosen for this specific experimentation.

Artificial neural networks (ANN) are a family of bio-inspired

algorithms : their principle is borrowed from the functioning of
biological neurons (in a simplistic way). They are designed to repro-
duce certain characteristics of biological memories by the fact that
they are parallel, capable of learning, able to store information in the
connections between neurons, able to process incomplete informa-
tion. An example of the use of neural networks for the control of a
generator in a micro-grid is given in [12]. The system is a micro-grid
for the production of energy and drinking water for regions isolated
from the power grid; it is composed of solar photovoltaic panels, a
diesel generator, an electrochemical storage battery, a desalination
unit, and conventional domestic loads. A neural network is used
to control the diesel generator (On/Off and intensity) in order to
minimise dependence on the generator, greenhouse gas emissions
and engine wear due to incomplete combustion. Another example
is given in [13], where the design and validation of an innovative
control system based on an artificial neural network for a hybrid
micro-grid is proposed. The use of neural networks for energy flow
management is however complex to implement and may require a
large computing capacity.

In this paper, we will develop a supervision method for the intel-
ligent charging of electric vehicles based on dynamic programming.
This optimization method, developed by Richard Bellman in 1957,
consists in solving a global problem by breaking it down into sub-
problems, each with its own solution. After presenting the concept
of the microgrid, this method will be developed in section III of this
paper. The results obtained will be presented and analysed

Figure 2: Experimental bench structure

2 Context and Experimental Bench

Dropbird is working on EV charging station management solutions
and also on a planned charging organization in order to improve
the performance of charging sites. The objective is to ensure max-
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imum access to energy for EV users and to reduce the negative
consequences for parking lot/network managers. This objective can
manifest itself in two ways: with a given set of constraints, ensure
that a maximum number of EVs can be charged or, with a given
amount of EVs, minimize the strain on the power grid.

In order to carry out our studies, a flexible experimental environ-
ment has been created. It consists of an energy management system
connected to multiple elements: EVSEs, DN, ESS, PV, remote con-
trol as shown in figure 2. Despite the fact that the environment is
experimental, the users are various real local workers so the user
satisfaction has to be respected the owned data is limited. The only
data gathered on the PEV is the vehicle characteristics (battery ca-
pacity) and the initial SoC. Communication is also allowed between
the EMS and the DN to receive requests of load demand response.

Figure 3: Normative context

Figure 4: Energy flow within the experimental micro-grid

The development of such an experimental platform requires to
meet normative constraints and standards. The main international
standards associated to EV charging can be seen in figure 3.

Figure 4 sums up the energy flows exchanged by the different
equipments connected to the micro-grid.

3 Algorithm structure
The energy management algorithms developed here are primarily
EV recharge control algorithms; however, they are intended to con-
trol not only the EVSEs but also all elements of the system. We can
speak of an EMS (energy management system) that will interact
with the different elements described in figure 2: the EMS com-
municates with the EVSEs of course, but also with the inverter of
the solar production, the fixed storage system, the distribution grid
manager. The figure 5 shows the exchanges of measurements or
control between the EMS and the other elements: an instantaneous
measurement of the photovoltaic production, of the battery state of
charge, of the charge power of each connected EV is transmitted to
the EMS at each time step of the algorithm.

Figure 5: Information and control links

4 Dynamic Programming
Energy management in a parking lot with renewable energy sources
consists in making a sequence of decisions spread over a day. The
behavior of the users not being modeled, a simulation on an indeter-
minate day (working week or weekend) is rational. The concepts
of artificial intelligence and more particularly of decision support
are perfectly adapted to our problem. Enumeration (the simplest
principle) is used [14].

4.1 Choosing the right energy management tool

In order to develop an independent intelligent energy management
system, different strategies based on artificial intelligence were an-
alyzed in simulation: multi-agent systems, fuzzy logic, artificial
neural networks and dynamic programming.

4.2 Energy management uses

The method, defined by Bellman and used for sequential optimiza-
tion problems, was developed in the 1980s to manage water reser-
voirs in hydroelectric installations [15]. Since the beginning of the
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2000s, it has been used for the optimized use of energy in electric
vehicles (such as the simultaneous management of several motors)
[16]–[17], and, recently, for the management of electric energy
storage from wind power and the management of a fleet of electric
vehicles in [18], [19].

4.3 Principle

Bellman’s principle of optimality forms the basis of the concept of
dynamic programming. This principle states that ”every optimal
policy is composed of optimal sub-policies”. The simplest (and
most time-consuming) way to construct an optimal decision-making
scenario is to list all possible choices at each step time and deter-
mine the least costly path. The number of possible paths can be
considerably reduced using Bellman’s principle by considering only
the optimal subpaths at each computational step. As we elaborate
the different possible paths, at each time step k, we keep only the
best path that allows us to reach this state at this time: x(k). To use
this method, it is necessary to discretize the time in time steps k,
with 1¡k¡N, as well as each of the state variables x1, x2, x3, x4, x5.

Dynamic programming is both a mathematical optimization
method and a computer programming method. It is an algorithmic
method for solving optimization problems.
Dynamic programming is used in particular for problems requiring
a sequential decision-making sequence. It allows to determine the
optimal trajectory by considering the problem as an optimal path to
compute, and by decomposing it into sub-paths.

For example, if you want to solve the following optimization
problem :

min
u0,...,uT−1

T−1∑
t=0

Ct(xt, ut) + K(xT ) (1)

xt+1 = ft(xt, ut), for x0 given (2)
ut ∈ Ut(xt)

where

• Ct(x, u) is the cost to go from t to t + 1 starting from the state
x by applying the u command;

• K(x) is the final cost for the final state x;

• ft is the dynamic function of the system;

• Ut(xt) is the set of possible commands at time t starting from
state x.

Problem can be written as follows :

min
u0,...,uT−1

L0(x0, u0) + min
u1,...,uT−1

T−1∑
t=1

Ct(xt, ut) + K(xT )

 (3)

xt+1 = ft(xt, ut) (4)
x1 = f0(x0, u0) (5)

ut ∈ Ut(xt)

Or again :

min
u0

C0(x0, u0) + V1( f0(x0, u0)) (6)

Where V1(x) is the value for the problem starting from the state
x1 = x at time t = 1.

The optimal value Vt0 (x) starting from the state x at time step t
can thus be written :

Vt0 (x) = min
u0,...,uT−1

T−1∑
t=t0

Ct(xt, ut) + K(xT ) (7)

with xt+1 = ft(xt, ut), xt0 = x

ut ∈ Ut(xt)

The Bellman equation appears:

VT (x) = K(x) ∀x ∈ XT (8)
Vt(x) = min

u0,...,uT−1
Ct(xt, ut) + Vt+1 ◦ ft(x, ut)︸  ︷︷  ︸

xt+1

∀x ∈ XT (9)

And the optimal strategy is given by :

π∗t (x) ∈ arg min

Ct(xt, ut) + Vt+1 ◦ ft(xt, ut)︸   ︷︷   ︸
xt+1

∀x ∈ XT (10)

5 Simulations and Results

5.1 Validation of the operation of the dynamic pro-
gramming algorithm

Before carrying out complex simulations using dynamic program-
ming algorithms, a first series of tests was performed on a simple
case that is easy to grasp in order to verify the behavior of the system
controlled by the dynamic programming algorithms, and to validate
that its behavior seems intuitively coherent. For this purpose, a
simulation with a single EV (always connected) and a fixed battery
was carried out, with the parameter to minimize the cost of charging.
The simulation does not take into account photovoltaic production.
The electricity tariff is variable depending on the time of day and
defined so that the EV is not able to charge 100% while the cost is
at its lowest (consistent with the values of nominal charging power
and battery capacity). Thus, to enable the EV to charge at minimum
cost, the system must necessarily be controlled so that the storage
battery also charges during the low cost period, and provides the
EV with this low-cost energy purchased from the EV outside the
off-peak period. The state of charge of the battery must also be the
same at the beginning and end of the simulation.
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Figure 6: Test of the dynamic algorithm : after DP algorithm has been implemented,
a simple intuitive case has been used to check its correct behaviour. The figure shows
the battery is charged when electricity price is low according to cost function as long
as it is possible

The results of the simulation are given in figure 6. The first
graph describes the variation of the hourly rate of electricity for
our simulation, the second graph represents the charge of the elec-
tric vehicle in blue (1 for in charge and 0 for no charge) and the
variations of the state of charge of its internal battery in red. The
third graph represents the charge and the variation of the state of
charge for the fixed storage battery. It is immediately apparent that
the algorithm controlled the system logically: the EV was charged
when energy was cheapest (cost function to be minimized: total
price of recharge). Since this was not enough time for the EV to
receive enough energy to fully charge, the fixed battery was used
well: it was also recharged when electricity was cheap, so that
enough energy was stored to complete the charge of the EV outside
the period of low price, and end the day with exactly the same level
of charge as at the beginning. The timing of the energy delivery
is random, from a cost minimization point of view, so it makes no
difference whether the EV is charged with battery energy before
or after the off-peak period, since the battery starts the day with a
fairly high state of charge (70 percent), and no setpoint has been
implemented for this action. This result allows to validate this first
test of consistency of the dynamic programming algorithms.

In this paper, a simulation based on elementary rules makes it
possible to judge the efficiency of the dynamic programming algo-
rithms implemented: cases 1 and 2 are designed by implementing

simply-expressed rules to control the system.

• 1. In case 1, the EV is always charged at nominal power as
long as the demand exists (presence of EV and SoC less than
1), the power taken from the grid corresponds to the difference
between the demand and what can be produced by the solar
panels.

• 2. In case 2, the EV is also charged at constant nominal power,
the fixed batteries tend to compensate for solar production
(they produce if the power demanded Pve is higher than the
power of the solar panels Ppv and are charged otherwise).
The energy in the fixed batteries must be the same at the be-
ginning and end of the day (battery state of charge at 70%)
to justify the consistency of the simulation, and to compare
with the case without fixed storage.

• 3. In the third case, a decision-making process is based on
a single decision at each time step: charging EVs at rated
power or not charging, which allows the cost matrix to be
filled quickly (no use of the fixed battery). The cost func-
tion chosen is to minimize the total energy consumed by the
network, as modeled by equation14.

minJ = min
N−1∑
k=1

Pgrid(k) ∗ cost(k) (11)

= min
N−1∑
k=1

(PEV (k) − PPV (k)) ∗ cost(k) (12)

• 4. A fourth case is also added for comparison purposes, simi-
lar to case 3, but this time to minimize the cost of energy over
a day, as modeled by equation12.

minJ = min
N−1∑
k=1

Pgrid(k) (13)

= min
N−1∑
k=1

PEV (k) − PPV (k) (14)

5.2 Simply-expressed rules (cases 1 and 2)

For the first case, the results are given in the figure 7 : in blue, the
photovoltaic production over the day, in cyan the hourly energy
pricing, which was defined in collaboration with the distribution
network manager in order to limit the consumption of the EVs over
3 periods corresponding to morning, midday, and evening peaks. All
the electric vehicles arrive at 6:00 am and are automatically charged
without planning as soon as they arrive (red curve on the figure).
The charging is not optimized and does not take into account the
pricing or the photovoltaic production.

For the second case, the fixed storage battery is added, allowing
to store the energy produced by the solar panels in order to increase
the self-consumption of renewable energy. The first graph of the
figure 8 shows the use of the battery (in red, the power supplied by
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the battery, and in green the state of charge). On the second graph,
we find the behavior of case 1, since it is still a simulation without
load planning intelligence.

Figure 7: Reference case 1 : without battery

Figure 8: Reference case 2 : with battery

5.3 Minimizing energy consumption

We have now integrated the dynamic scheduling algorithm to plan
the charging in an intelligent way. In the figure 9, we can see on
the top graph the hourly charging, and on the bottom one, we find
in green the PV production, in blue the charging power, and in red,
the state of charge of the EV batteries. In this case, the algorithm
is designed to minimize energy consumption, so EV charging is
favored during the time slots when renewable production is at its
maximum.

Figure 9: Results for minimal energy consumption

5.4 Minimizing charging cost

For the last case, the cost function to minimize is the total cost.
Thus, we can see on the figure 10 that EV charging is planned on
periods when electricity is cheaper and renewable generation is also
available.

Figure 10: Results for minimal charging cost

5.5 Experimental test

The developed dynamic programming algorithm has been imple-
mented and tested for minimizing charging cost in a real parking
lot with 22kW AC EVSEs, which is illustrated on figure 11. The
experimentation environment has been created and developed on
the experimental site of the French distribution network operator.
We also developed a supervision interface to remotely monitor the
system and energy supply strategies. Figure 12 shows the web
monitoring interface. Experimental data is confidential but the first
experimental results are consistent with the simulations.

Figure 11: Experimental environment : part of the EVs, EVSEs and PV panels used
for our study
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Figure 12: Screen capture of the web monitoring interface used for experimental
data

6 Limits of deterministic model
Difficulties in using a deterministic model for inconsistencies with
reality and planning is due to a lack of access to system data. Unlike
the EV driver, the operator responsible for managing the charg-
ing stations is unable to easily visualize the SoC visible on the
dashboard. Data exchanges between the EV and the EV charging
infrastructure (IRVE) are governed by the IEC 61851 standard (and
soon by the IEC 15118 standard). However, the access to the SoC
through the EVSE will not be facilitated by EV manufacturers. This
decision, political and commercial above all, limits the development
of smart charging stations. The relevance of the criteria to be used
for efficient load planning is discussed in [20]. The need to have
access to certain data (arrival / departure of VE, SoC, etc.) for ro-
bust management algorithms is also mentioned. The unpredictable
behaviour of people using ESVEs is considered a non-deterministic
aspect.

6.1 Data gathering

In order to compensate for the lack of information described above,
a system for collecting data from users can be set up. In the case of
a fleet of electric vehicles of a company or that of people having a
subscription to a public or private parking, the collaboration of the
people in charge of the recharging of the electric vehicles and their
agreement to provide the data necessary for the correct sequencing
of the algorithm is the main drawback of this method. One solution
to retrieve the data is that each user declares the EV’s expected
departure time, model and state of charge. Without going through a
declarative process, an experiment was carried out to recover useful
data for recharging EVs. The company Dropbird was tested a com-
munication system between the EV and the EVSE through on-board
diagnostics (OBD). The first tests carried out seem very promising.

6.2 Users behaviour modelling

Modelling user behavior is a key issue, whether access to the SoC
is available or not. So far, all users have been modelled as arriv-
ing at the same time to charge their EV. This particular case is not
realistic. Also, an optimization taking into account more realistic

user behaviour was carried out. An optimized management law for
a family of random cases (in the sense of ”average”) is preferred
over the search for a list of optimal choices for a given case. An
identification of the recurring behaviours of the users will be car-
ried out from real behaviour data, which will make it possible to
create a matrix of transitions between the different possible states.
Each transition will be associated with a probability of passing from
one state to another (present/absent) depending on the arrival time,
presence time and/or state of charge.

Figure 13: Attendance factor added to model to take into account the probability of a
new incoming vehicle to the parking, depending on the time of the day

6.3 Users behaviour quick approximation

A study of fictitious cases was carried out with the aim of making
a first approximation of user behavior. Fictitious users whose be-
haviour is modelled by several random variables (initial state of
charge, battery capacity, arrival time) were simulated.

Fictitious users whose behaviour is modelled by several random
variables were simulated: initial state of charge, battery capacity,
arrival time. These variables are initialized for each EV when it ar-
rives by picking a random value from a range of realistic values. An
“attendance” variable was defined on the basis of our observations.
This variable gives the probability that an EV will arrive to recharge,
depending on the time of day, as illustrated to the Figure 13.

In order to observe the impact of user behaviour on the load
planning and to compare the planning in cases where access to the
state of charge is possible or not, a simulation was carried out on a
parking lot. not having renewable energies. Figure 14 shows, for
different scenarios, the distribution of the final state of charge and
the final energy on board for all the electric vehicles that have used
the parking lot during the day. For the same user behaviour but with
different management methods, 3 simulations were performed. In
Fig. 14a), the state of charge of the incoming vehicles is unknown
to the parking manager, the energy is allocated first to the earliest
arrived EV.
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Figure 14: Number of EVs for each value of final energy and final SOC at departure
time, for three different strategies of allocation of available energy : first come first
served (a), minimum energy (b), random (c)

Figure 15: Cumulative probability of EV final Energy / final SOC at departure time.
Cumulative distribution is given for 2 strategies : priority to first arrived or priority
to lowest energy

In Figure 14 (b), it is considered that the SoC and the battery

capacity of each EV are accessible. The energy is then allocated
to the EV with the lowest autonomy, that is to say to the EV with
the minimum stored energy. In Fig. 14c), the SoC of the incoming
vehicles is unknown. Energy is assigned to the EV when it comes
to connect. To allow another waiting EV to start charging, we must
wait for an EV to reach full charge or for an EV start. The choice
is made randomly if several EVs are on standby. The simulation
of figure 14b) shows that it is possible to significantly reduce the
number of EVs with final energy less than 15 kWh (the distribution
is shifted to the right). Figure 15 compares more explicitly the cases
illustrated in Figures 14 (a and b).

In figure 13, the criterion used is the energy available in the
EVs from the car park (at the end of charging). The distribution
of this data is used to qualify our load planning algorithm. This
distribution is given for 2 planning algorithms: in red for the case
where the energy allocation is given to the EV with the minimum
energy (the SoC is accessible) and in blue for the case where the
energy allocation is given on first arrival (the SoC is not accessible).
A criterion corresponding to a range of approximately 100 km is
set, i.e. approximately a minimum energy at the end of charging of
15kWh. For the case without access to the SoC, this value is guaran-
teed for 60% of the EVs, while for the case with access to the Soc,
this value is guaranteed for 70% of the EVs. To ensure a minimum
energy level for each EV at the end of charging, knowledge of SoC
is essential.

7 Conclusion and perspectives

In this paper, the optimization of energy flows within a network
of micro-parking lots with EV charging stations and energy pro-
duction was carried out using dynamic programming algorithms.
Their proper functioning has been first validated in simulation by
considering a predetermined use. The implementation of the algo-
rithms in a real experimental demonstrator has been made. The first
results obtained validate the effectiveness of the algorithms. This
is the first step in a long process, the final objective of which is the
creation of an energy management system. The final objective is
to propose an optimal management law for all types of car parks
equipped with recharging infrastructures, taking into account their
specificity. Among the work to be developed, we can cite the in-
creasing complexity of dynamic simulation by adding degrees of
freedom, but also the strengthening of the study of user behavior in
order to define random cases based on reality.
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 Encouraged by the huge publicly available genomic databases, research in the field of 
steganography was recently extended to utilize DNA sequence data to conceal secret 
information. As an extension of the work presented earlier by the author, this paper 
proposes an approach for a secure data communication channel between two parties. At 
one side of the communication, the sender starts the hiding process by encrypting the secret 
message using a bio-inspired 8x8 play-fair ciphering algorithm. Next, the secret sequence 
is randomly spliced and merged into the cover sequence replacing its non-coding regions. 
Using the secret key shared in advance, the receiver, on the other side of communication, 
can extract and concatenate the segments of the encrypted message and reveals the original 
message after deciphering. The method was proven to be robust to brute-force attacks while 
providing a hiding capacity up to two bit-per-nucleotide. A comparison with some existing 
techniques showed that the proposed method outperforms most of them not only in terms of 
the hiding capacity but also for the feature of blind extraction.  
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1. Introduction 

Despite the proven efficiency of cryptography in protecting the 
security of information during communication, this protection is 
not guaranteed after the sent information is received and decrypted. 
On the other hand, Steganography introduced innovative ways to 
hide the existence of the secret information into innocent looking 
cover media in such a way that the resultant stego-media is hardly 
distinguishable from the original one. This makes it almost 
impossible to discover the concealed information or even suspect 
its existence. The first use of steganography dates back to the fifth 
century BC as documented in “Histories” of Herodotus [1]. The 
story happened during the conflict between Persia and Greece 
when Demaratus sent a secret message to warn the Spartans about 
the surprise attack planned by Xerxes, the tyrant king of Persia. 
The message was carved on a wooden tablet and covered with wax. 
Being apparently blank, the tablet was not intercepted by the 
Persian guards along the road. When the tablet reached its 
destination, the message was revealed after scrapping the wax off. 
With the element of surprise lost, the Persian fleet was lured in the 
harbor and damaged in less than a day. A modern model for a 
steganographic system was formulated by Simmons in terms of a 
prisoner’s problem [2]. It assumes that Alice and Bob are trying to 
prepare an escape plan and need to exchange messages without 
drawing the attention of the warden. So, they embed their secret 

messages some cover-object using a secret key. Only using the 
same key, the message can be extracted from the transmitted stego-
object. 

In the digital era, modern steganographic techniques use a 
variety of digital media for the purpose of data hiding. Examples 
of such media include: images [3], audio tracks [4], video files [5], 
3D Objects [6], and even file systems [7]. Recently, researchers 
attempted to use Deoxyribonucleic Acid (DNA) sequence data as 
a cover medium. In 1999, a paper published in Nature [8] presented 
one of the earliest methods for using biological DNA as a cover 
for the purpose of information hiding. The authors used a 
synthesized a DNA strand to encode the secret data that was then 
copied and camouflaged within an enormous number of similarly 
sized fragments of human DNA. Later, a small amount of the 
resultant DNA-containing solution was printed as a dot on a period 
in a typed letter. When mailed, the recipient of the letter was able 
to successfully recover the secret message after laboratory 
analysis. Another interesting example is live data storage, where 
digital data can be stored in the genome of a living organism; 
preserved for thousands of years and protected even from nuclear 
explosions [9]. The authors of [10] proposed a watermarking 
technique for RNA sequences in such a way the functionality of 
the organism remains intact. The main application for such a 
technique is protecting genetic discoveries such as gene therapy, 
transgenic crops, and tissue cloning. A similar approach was 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Amal Khalifa, Email: khalifaa@pfw.edu 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 164-171 (2021) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

https://dx.doi.org/10.25046/aj060319  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060319


A. Khalifa. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 164-171 (2021) 

www.astesj.com     165 

proposed in [11] where the message is encrypted before hiding and 
block-sum checking is used to detect errors in mutations. 

Another category of DNA-based steganographic methods was 
motivated by the huge publicly available genomic databases that 
store DNA sequence data on digital files following a simple 
format. In [12], the authors proposed that both the sender, and the 
receiver should agree or share a reference sequence before the 
communication takes place. The secret message can then be 
embedded into the reference sequence using one of three different 
methods. With the help of the reference sequence, the reverse of 
the hiding process can be performed by the rreceiver to extract the 
hidden message. However, communicating a sequence twice can 
draw suspicion and may affect the security of the steganographic 
channel itself. Secondly, the reference sequence is randomly 
modified without any consideration to the biological functionality 
of the DNA sequence. Addressing this later point, the authors of 
[13] introduced a hiding method that exploits the codon 
redundancy feature of DNA to hide data into sequence data 
without affecting the type nor the structure of protein it encodes 
for. Reversible hiding techniques, on the other hand, works in a 
way such that the cover sequence can be recovered from the stego-
DNA sequence. an example of such technique was proposed in 
[14] where the cover sequence is coded into symbols that have 
integer values and the hiding process is then implemented using 
multilevel histogram shifting. Other methods added the power of 
encryption to provide more security to the hidden messages [15]. 
Some of these ciphers are actually bio-inspired and can be used to 
represent the message into a DNA sequence such as [16], [17] and 
[18]. A more recent research investigated using DNA 
steganography and PCR technology for the purpose of quantum 
key distribution (QKD) [19]. The authors of [20] provide a more 
comprehensive review on recent DNA-based steganographic 
methods.  

In this paper, we present a method for securely hiding 
information into DNA sequences. The method is an extension of 
the work published by the author in [21]. The original research 
hides a secret message into a reference DNA sequence where both 
the message and the reference sequences are divided into random-
length splices that are eventually merged to form the setgo-
sequence. Before embedding, the binary message is encrypted and 
encoded into a DNA sequence using an 8x8 playfair cipher. In 
order to perform the extraction process correctly, it was proposed 
to add a header section before the embedded message to store the 
length of the hidden message. In this research, however, we 
propose a novel splicing technique based on the genes detected in 
the cover sequence. Therefore, the need for the message-size 
header information is eliminated. Finally, since the message 
splices are replacing the non-coding regions of the cover, the 
resultant stego-sequence is shorter. Although the aforementioned 
modifications don’t increase the hiding capacity but it enhances 
both applicability and security of the method. The rest of the paper 
is organized as follows: section 2 provides a brief overview on 
some useful characteristics of DNA sequence data. Section 3 
describes the details of the hiding and the extraction modules of 
the proposed method. In section 4, the performance of the 
proposed approach is measured, analyzed, and compared with 
some other techniques. Finally, section 5 concludes the paper. 

 

2. DNA Sequence Data 

The genetic information of all living organisms, as well as 
viruses, is stored in DeoxyriboNucleic Acid (DNA) molecules. A 
DNA molecule consists of two polynucleotide strands coiled 
around each other in the form of double helix structure. Each 
individual strand of DNA is made up with 4 different types of 
nucleotides. Nucleotides can contain either a purine base : adenine 
(A) and guanine (G) or pyrimidine base: thymine (T) and cytosine 
(C). In nature, A pairs only with T and G pairs only with C [22]. 
As a data medium, DNA can be represented as string of characters 
over the alphabet {A, C, G, T}. Using some coding rule, a DNA 
string can be converted into a string of binary digits where each 
base is mapped into two bits. Figure 1 shows an example of such 
coding rule along with a sample sequence encoded using this rule. 

 

 

 

AGTAGTCATCAT 

001011001011010011100011 

Figure 1: An example digital coding of DNA sequence data 

The information stored in the DNA molecule plays a vital role 
in controlling all aspects of cell functionality. Through the 
complicated process of Central Dogma, the DNA sequence is read, 
copied, and eventually translated into a chain of amino acids that 
forms a protein [23]. Although the reading and the copying process 
is made one base at a time, the translation process reads the 
sequence into units of three adjacent nucleotides; called codons. 
With only 4 possible bases; there are 64 (4³) distinctive ways to 
form 3-base long codons. As shown in figure 2, a three-letter 
abbreviation designates the type of amino acid molecule as in 
“Phe” and “Leu”. Notice that some codons code for more than one 
amino acid. This is a feature called codon degeneracy [22]. 
Furthermore, three of the codons; indicated as STOP, identifies the 
end of the protein chain and doesn’t actually code for any amino 
acid. 

 
Figure 2: The genetic code table 
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In fact, not all parts of the DNA sequence code for proteins. 
That segment of the DNA that code for a protein is called a gene 
and hence other segments are referred to as non-coding regions. 
Genes can be identified by searching the DNA sequence for open 
reading frames (ORF). An ORF is a long stretch of codons that is 
preceded by a start codon (ATG) and will be uninterrupted by stop 
codons (TGA, TAG or TAA) [24]. This searching process 
proceeds by dividing the DNA sequence into a set of consecutive, 
non-overlapping triplets. This can start at the first, the second, or 
the third base in the sequence resulting in three different reading 
frames in that direction. The reading frame that has the potential to 
be translated into protein is identified as an ORF. Since DNA is 
double stranded and either strand could include a gene, there is a 
total of six reading frames: three in forward direction and three in 
the reverse complement direction. Figure3 shows an example of a 
sample a sample sequence and the three reading frames in its 
forward direction. The potential ORFs found in each frame are 
highlighted well. Notice that this sequence has three potential 
genes, one in each reading frame. The gene identified in frame 2 
for instance consists of exactly three codons in between the start 
and the stop codons. 

 

 

Figure 3: An example of Open Reading Frames (ORF) for gene identification 

3. The Steganographic method 

A steganographic communication channel consists of two main 
processes: hiding and extraction. Whereas the hiding process is 
normally carried out by the sender, the extraction process is 
performed by the receiver to reveal the secret message. As shown 
in figure 6, the proposed hiding process starts with ciphering the 
message and encoding it into a DNA sequence. Next, the cover 
sequence is spliced to identify the ORFs. The embedding process 
then moves forward by infusing the message sequence into the 
cover sequence splices. On the other side of the communication, 
the receiver extracts the secret message from the stego-sequence 
simply by reversing the hiding steps. Here we assume that both of 
the sender and the receiver share a secret key in advance. This key 
is used in different steps of the hiding process to make sure that 
only the intended recipient will be able to retrieve the hidden 
message. 

3.1. The Hiding Process 

The detailed steps of the hiding process are listed in Algorithm 
1. It starts with an encryption step that utilizes a DNA-inspired 
implementation of Playfair cipher [17]. The classical Playfair 
cipher uses a 5 by 5 table to substitute a pair of letters (digraph) 
and with another one following a few simple rules. This 
implementation was originally proposed to work plaintext 
consisting only of alphabets without punctuation, or even 
numerical values. The cipher also requires a preprocessing step in 
order to remove spaces and handle double-letter digraphs. 
However, in [17], the author proposed using a randomly 
constructed 8x8 matrix representing the 64 different DNA codons. 

This technique is capable of ciphering any type of digital data not 
only text. In addition, the preprocessing step is no longer required 
since the digraphs are represented over the DNA not English 
alphabet. The final output of this cipher can be coded back into 
characters or left in its DNA data representation. In this research, 
we decided to use the cipher proposed in [17] to encrypt the secret 
message and use its intermediate DNA representation of the 
cipher-text. The encrypted message sequence is then infused into 
the cover sequence following a structured splicing methodology. 

The splicing process is performed on both the cover and the 
message sequences. However, the splicing is carried out 
differently on each one of them. First, the cover sequence (C) is 
divided into coding and non-coding regions through an ORF 
analysis. Guided by the ORF result, the coding genes (Cg) are 
identified, and the cover sequence is spliced out at those specific 
locations. On the other hand, the message sequence (M) is 
randomly spliced into random-length segments (mi) similar to the 
insertion method proposed in [12]. Finally, the message splices and 
the cover genes are merged to form the stego-sequence (S). The 
merging process is done in a very special way. As shown in figure 
4, the merging process starts with a message segment followed by 
the first cover gene and then another message segment that is 
followed by the second cover gene and so on.  

In fact, the base composition of message sequence can vary 
depending on several factors such as the message content, the 
secret key, and binary coding rule. Therefore, and like any random 
sequence, a message sequence will comprise of coding and non-
coding regions as well. This may introduce a challenge in the 
extraction process on how to distinguish between a cover gene and 
a message gene. Therefore, we suggest adding a separator codon 
at the end of each message segment to uniquely identify the start 
of a cover gene.  

: Merging message splices with cover genes. 

Theoretically, this codon can be any of the 63 codons (except 
the start codon). However, we suggest using one of the three stop 
codons (STOP) to avoid forming new genes in the message 
sequence that may overlap with the cover genes causing issues 
during the extraction process. Figure 6 shows an example of such 
a situation. The figure shows four ORFs (highlighted in blue). The 
first two of them are part of the message sequence, while the other 
two are cover genes since they are proceeded with the stop codon 
(TAA in this case). 

 

 

Figure 5: An example of a ORFs formed in message splices. 
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3.2. The Extraction Process  

The extraction is obviously the reverse process of hiding. As 
listed in Algorithm 2, the message retrieval starts with sequence 
splitting based on the specified reading frame. The locations of the 
start and the stop codons of the genes can then be identified. It is 
expected to find more genes in the stego-sequence than those used 
from the cover during the hiding process. As mentioned above, 
depending on the message contents and the randomness of the 
encryption algorithm, the message sequence can form new genes. 
Therefore, the proposed algorithm checks, for every detected gene, 
the codon that proceeds its start codon. If it is the specified STOP 
codon utilized during the hiding process, the gene will be skipped 
and the message segment that follows will be extracted. Otherwise, 
this detected gene actually belongs to the message sequence. 

Figure 7 uses the same stego-sequence example shown in 
figure 6. Here only the highlighted segments belong to the message 
sequence. Notice how the first message segment spans the range 
of bases from 1 to 357 but when extracted, it will be concatenated 
from four different segments because of the two ORFs formed in 
its content. Furthermore, since the third and the fourth detected 
ORFs are cover genes, the segment following each one of them is 
extracted and appended to the message sequence extracted so far. 
Once all ORFs are processed, all segments of the message will be 
extracted, concatenated, and deciphered. Thus, there is no need to 
embed any header information to store the length of the hidden 
message as required in [21]. It is important to mention that, the 
extraction process here is done blindly without the need to 
reference the reference cover sequence.  
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Algorithm 1: Message Hiding 
Input: C : A reference DNA sequence, used as a cover  

Msg : a secret message 
Key :  a secret key-word 

Result: S : A Stego-DNA sequence 
 

1. Message Ciphering 
1.1 Encode Msg into MsgDNA using a DNA binary coding 
rule 
1.2 Build an 8x8 codon matrix 
1.3 Shuffle the matrix based on the Key  
1.4 for each pair of codons in MsgDNA do 

if the pair appears on the same row of the matrix, 
replace each codon with its immediate right with 
wrap around 
else if the pair appears on the same column of the 
matrix, replace each codon with its immediate 
below with wrap around. 
else replace the pair with the pair at the corners of 
the rectangle defined by the original pair. 
end 

end 
1.5 Build a column-wise square matrix filled with bases in 
MsgDNA in reverse order  
1.6 for each column and row in sequence matrix do 

1.6.1 Rotate circular upward on the column 
1.6.2 Rotate circular left on the row 
end  

1.7 Rearrange encrypted message into a linear sequence 
Msgcph 
 

2. Cover Splicing 
2.1 Locate genes in C considering one of the ORFs.  
2.2 Let ( 𝐶𝐶1  ,𝐶𝐶2  ,𝐶𝐶3  , … …  𝐶𝐶𝑡𝑡𝑐𝑐  )  be the detected cover 
genes. 
 

3. Message Splicing: 
3.1 Let i be a value derived from Key  
3.2 Generate a sequence of random numbers 
( 𝑖𝑖1  , 𝑖𝑖2  , 𝑖𝑖3  … ) using i as the seed  
3.3 Find the smallest integer tm such that : 
           ∑ 𝑖𝑖𝑘𝑘   > � 𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐ℎ �𝑡𝑡𝑡𝑡

𝑘𝑘=1  
3.4 if tm < tc 

Divide Msgcph into tm -1 segments 
( 𝑀𝑀1  ,𝑀𝑀2  ,𝑀𝑀3  , … …  𝑀𝑀𝑡𝑡𝑚𝑚−1  )  with lengths 
( 𝑖𝑖1  , 𝑖𝑖2  , 𝑖𝑖3  , … …  𝑖𝑖𝑡𝑡𝑚𝑚−1  ) respectively and keep the 
residual part of Msgcph in 𝑀𝑀𝑡𝑡𝑚𝑚   

else 
return. 

end 
 

4. Segment merging: 
4.1 Initialize S as an empty sequence 
4.2 for each k = 1 to tm -1 do 

Append 𝑀𝑀𝑘𝑘   to S  
Append STOP to S 
Append 𝐶𝐶𝑘𝑘   to S  

4.3 Append 𝑀𝑀𝑡𝑡𝑚𝑚   to S 
5. return S 

 
end 

   

Algorithm 2: Message retrieval 
Input: S : A Stego-DNA sequence  

Key :  a secret key-word 
Result: Msg : the embedded secret message 
 
1. ORF Splicing 

1.1 find location of genes in S for the specified ORF 
1.2 Let ( 𝑆𝑆1  , 𝑆𝑆2  , 𝑆𝑆3  , … …  𝑆𝑆𝑡𝑡  )  be the detected cover genes 
1.3 Let 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑖𝑖 )   return the location of the start codon 
for the gene 𝑆𝑆𝑖𝑖   
1.4 Let 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑖𝑖 )   return the location of the stop codon for 
the gene 𝑆𝑆𝑖𝑖   
 

2. Message extraction: 
2.1 Initialize Msgcph as an empty sequence 
2.2 let k = 1 
2.3 for k = 1 to t -1 

if 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑘𝑘 )   is proceeded by STOP 
extend Msgcph by adding the bases from 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑘𝑘 )   to 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑘𝑘+1 )  

else 
extend Msgcph by adding the bases from 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑘𝑘 )   to 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑘𝑘+1 )   

end 
 
end 

2.4 Append the bases following 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠( 𝑆𝑆𝑡𝑡 )   to Msgcph 
 

3. Message Deciphering: 
3.1 Build an 8x8 codon matrix 
3.2 Shuffle the matrix based on the Key 
3.3 for each pair of codons in MsgDNA do 

if the pair appears on the same row of the matrix, 
replace each codon with its immediate right with 
wrap around 
else if the pair appears on the same column of the 
matrix, replace each codon with its immediate 
below with wrap around. 
else replace the pair with the other pair at corners of 
the rectangle defined by the original pair. 
end  

 
end 

3.4 Build a column-wise square matrix filled with bases in 
MsgDNA in reverse order  
3.5 for each column and row in sequence matrix 

Rotate circular upward on the column 
Rotate circular left on the row 

end 
3.6 Rearrange deciphered message into a linear sequence 
MsgDNA 
3.7 Convert  MsgDNA into Msg using the specified coding 
rule 
 

4. return Msg 
 
end 
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Figure 7: An example of detecting and extracting message splices. 

4. Performance Analysis  

4.1. Hiding Capacity 

Usually, the hiding capacity of a steganographic technique is 
measured by the maximum number of bits that can be hidden into 
the cover media. For DNA data, this capacity is measured in bit-
per-nucleotide (bpn) which reflects how many bits can be hidden 
for each nucleotide in the cover sequence. Since the proposed 
algorithm requires only that the number of message segments 
should be less than or equal to the number of genes in the cover 
sequence, this doesn’t impose any restrictions on the length of 
message. Theoretically, fine tuning the embedding parameters 
would allow us to hide a message sequence that is as long as the 
cover sequence itself. Furthermore, since each encoded nucleotide 
in a message sequence represents 2 bits, the hiding capacity of the 
proposed method can be expressed as follows: 

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

  

 =  2∗|𝐶𝐶|
| 𝐶𝐶 |

= 2 𝑏𝑏𝑏𝑏𝑏𝑏 (1) 

where C represents the cover sequence and |C| refers to the length 
of C in base pairs (bp). 

4.2. Security  

Generally speaking, the harder for an attacker to crack the 
implementation of a steganographic method, the more secure this 
approach is. Therefore, the proposed method was designed in way 
that the details of the hiding process are based on several 
parameters the attacker needs to guess correctly in order to extract 
the hidden message. Beside the value of the secret key, the attacker 
needs to know: the binary rule used to encode the DNA 
nucleotides, the random number generator used during the 
message splicing, the ORF selected for cover splicing, and the stop 
codon used to separate between message and cover segments. 

First, given the fact that there are only 4 nucleotides, there are 
4! = 24 possible binary coding rules. So, the probability of a 
successful guess on this parameter is 1/24 . Similarly, there are 6 
different ORFs and 3 different stop codons. This makes the 
probability of predicting each one of them to be 1/6 and 1/3 
respectively. More importantly, to find the sequence of numbers 
generated to randomly slice the message sequence, an attacker may 
need to make a number of guesses [12] up to the value computed 
in (2). Where n represents the length of the message sequence and 
 �𝑛𝑛𝑘𝑘� is the set of all k-combinations of n. 

�
𝑛𝑛

𝑛𝑛 − 1
� + �

𝑛𝑛
𝑛𝑛 − 2

� +  �
𝑛𝑛

𝑛𝑛 − 3
� + … + �

𝑛𝑛
0
�  

 = � � 𝑛𝑛
𝑛𝑛−1−𝑘𝑘� =  2𝑛𝑛 − 1

𝑛𝑛−1

𝑘𝑘=0
 (2) 

Since the summations of the k’s can be as long as the cover 
sequence, the probability of a successful guess for this parameter 
can reach  1

( 2|C|− 1 )
, where C represents the cover sequence and |C| 

refers to the length of C in base pairs (bp). In conclusion, the 
probability of cracking the hiding process of the proposed method 
can be estimated as follows: 

 𝑃𝑃𝑏𝑏𝑏𝑏
1

( 2|C|− 1 )
 x 1

24
 x 1

6
 x 1

3
 (3) 

Considering the fact that |C| may reach hundreds of thousands 
bases, it is almost impossible for an attacker to retrieve the hidden 
message based on a successful guess. In addition, the message 
itself is protected by a powerful cipher that adds another layer of 
security to the hidden message in case the steganographic method 
fails.   

5. Results and Discussions 

In this section, the proposed method is tested using 10 different 
cover sequences. The discussion is then followed by a comparison 
with some existing methods based on different performance 
measures.  

5.1. Experimental results 

The sequence data was drawn from the Genbank database on 
the National Center for Biotechnology Information (NCBI) 
website using their unique accession numbers. The downloaded 
files in the FASTA format which is a text-based format that starts 
with a single-line description followed by lines of sequence data 
using the {A, C, T, G} alphabet. Furthermore, in this set of 
experiments, we choose to randomly generate 30KB of textual data 
and use it as a sample secret message. However, this should not 
limit the applicability of the proposed algorithm to hide any type 
of digital data as long as it is encoded using a rule similar to the 
one given in Fig. 1. 

Table 1 summarizes the experimental results for 10 sequences 
using the secret key “12345”. It lists the lengths of the cover- and 
stego- sequences as well as the number of ORFs detected in the 
first reading frame of the sequences in each case. The payload is 
computed as the ratio of message to cover nucleotides in the stego-
sequence. Notice that the results show an increase in the number 
of genes detected in the stego-sequence compared with those of the 
cover sequence. That was expected because the encoded message 
sequence will probably form some genes that will add to the 
detected ORFs in the resultant stego-sequence. For example, in the 
case of the AAEX03000038 sequence, the message was sliced into 
343 segments. this means that only 342 genes out of the 364 cover 
genes are needed for hiding. However, during the extraction 
process, 657 genes were detected in the stego-sequence 
representing not only cover genes but also genes formed by the 
message content.  
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Furthermore, the embedding process was not successful for 
sequences AAEX03000001, AAEX03000010, and 
AAEX03000999 because none of them has enough ORFs to hide 
the message segments. For example, AAEX03000999 is a sequence 
that is 22,099 bases long with only 48 ORFs. Since the message is 
sliced into 832 segments, we need at least 831 cover genes to 
infuse those segments into. It is also worth to notice that the 
number of message segments changes in each case. In fact, in our 
implementation, the randomness of the splicing process does not 
only depend on the secret key, but also on the number of bases in 
the longest ORF in the identified the cover sequence.  

5.2. Comparisons  

In this set of experiments, the performance of the proposed 
technique was compared with some existing methods in terms of 
capacity, blind extraction, and security against brute force attacks. 
With blind extraction we mean that the original cover sequence is 
not required during the extraction process to retrieve the embedded 

message. With non-blind methods, the cover sequence needs to be 
communicated in advance which can draw suspicion and affect the 
security of the channel. 

The results listed in table 2, show that the insertion method 
proposed in [12] may be more robust to brute-forth attacks than the 
proposed method, but it is not blind. On the other hand, the 
proposed method achieves a higher hiding capacity than all the 
methods in [12] while maintaining the advantage of blind 
extraction. The same is true for the GCBC method, despite it is 
also a blind technique, its hiding capacity is less than that offered 
by the proposed method. The methods proposed in [12] were not 
evaluated in terms of robustness, so there is no way to compare 
them to the proposed method in that regard. However, it is obvious 
though that they did not succeed to offer a better hiding capacity. 
Finally, although the technique introduced in [21] offers the same 
hiding capacity, the details of the proposed method added more 
parameters to the hiding process that enhanced its security.  

 
Table 1: Experimental results for hiding 30KB of text 

Cover Sequence 

Number of 

message segments 

Stego-Sequence 

Accession 

number 
Length (bp) 

Number of 

detected ORFs 
Length (bp) 

Number of 

detected ORFs 

Payload 

(bpn) 

AL645637 207,629 588 222 147,239 525 1.69 

AC168892 197,841 563 452 167,027 743 1.49 

AAEX03000080 305,811 823 437 162,125 750 1.54 

AAEX03000038 133,800 364 343 157,811 657 1.59 

AC153526 200,117 521 281 151,259 592 1.65 

AC168874 206,488 523 466 169,277 771 1.48 

AL645625 226,754 553 490 178,616 790 1.40 

AAEX03000001 24,025 59 526 -- -- -- 

AAEX03000010 44,186 98 403 -- -- -- 

AAEX03000999 22,099 48 832 -- -- -- 

 

Table 2: A comparison with some existing techniques 

Author Method Capacity 
(bpn) 

Security 
(Pbf) Blind? 

[12], 2010  Insertion  0.58 1
1.63  x 108  x

1
n − 1  x 

1
2m − 1  x 

1
2s−1 x 

1
24 No 

Complementary  0.07 1
1.63  x 108  x 

1
242 No 

Substitution  0.82 1
( 2|S| −  1 )2

 x 
1
6 No 

[15], 2016 Generic Complementary Base 
Substitution (GCBS) 

1.5 1
( 2|S| −  1 )2

 x 
1
6  x 

1
24 Yes 

[16], 2018 Noncircular type (NHS)  1.243 NA yes 
Circular type (CHS) 1.865 NA yes 

[21], 2020 Random Splicing 2 1
( 2|C| −  1 )2

 x 
1

24 yes 

Proposed ORF-guided Splicing 2  1
( 2|C|− 1 )

 x 1
24

 x 1
6

 x 1
3
 yes 
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6. Conclusions 

This paper describes a steganographic method that extends the 
work presented in [21] and uses DNA sequence data for data 
hiding purposes. The proposed technique consist of two processes: 
hiding and extraction. The hiding module starts with an encryption 
step that encodes the secret message as a DNA sequence. The 
cover sequence is then spliced into coding and non-coding 
segments in a given reading frame. The encrypted sequence is also 
spliced; but is a random fashion, and infused into the cover’s gene-
coding segments. The extraction module, on the other hand, 
reverses the hiding process starting from gene detection and ending 
with a decryption step.  

The proposed method is blind, which means that parties of the 
communication don’t need to exchange anything in advance other 
than the secret key. Experimental results showed a superior 
performance of the proposed technique in terms of capacity and 
security. The proposed method achieved a hiding capacity of 2 bit 
per nucleotide, which is the highest among all methods except 
[21]. However, the proposed technique succeeded to eliminate the 
need for embedding header information about the size of the 
hidden message in [21]. Furthermore, the proposed method 
showed strong robustness against attacks making it almost 
unbreakable. Not to mention the ciphering step that protects the 
contents of the secret message in case the steganographic shield 
was cracked.  

This research can be extended in one of two directions. First, 
introducing randomness in the merging process of the message and 
cover segments. That is, message segments can be infused in a 
random order in between the cover ORFs. Secondly, encryption 
techniques other than the play-fair cipher can be explored as well. 
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 A competitive manufacturing environment dictates to be conscious of the real cost of 
production to increase profitability, to have a precise cost estimation, and to avoid cost 
distortion. Activity-Based Costing (ABC) is one choice to achieve these objectives. This 
paper aims to build an ABC method, consequently, to explore its application for a local 
Aluminum extrusion factory that producing variant Aluminum profiles. The considered 
Aluminum extrusion factory is investigated carefully. Production resources, processes, and 
activities are identified for each product type, cost rates for each processing step are 
estimated, cost- estimating relationship model that mathematically describes the cost of the 
extruded product as a function of all consumable properties is created. Cost stream mapping 
through the production centers is analyzed then costs of existing resources are assigned, cost 
rates are obtained, accordingly results are discussed and presented. A comparison between 
the traditional costing method and the ABC is conducted, the comparison reveals that the 
ABC Estimates of the unit production costs are closer to reality than those obtained by the 
traditional costing method, contributing to the determination of realistic profit margins that 
are appropriate to the competitive market situation. Finally, recommendations and avenues 
for future works are suggested. 
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1. Introduction  

Improvement of system performance plays an important role 
in many areas of research. For example, the Kanban methodology 
as an improvement approach is presented in [1], performance 
improvement of maintenance effectiveness in health care services 
was investigated by [2]. On the other hand, business performance 
using structural equation modeling was examined in [3],  a 
problem of multiple criteria decision making (MCDM) for a 
pharmaceutical system was solved in [4]. In other studies: 

- Improvement of pharmaceutical tablet production was 
investigated in [5].  

- A model to improve the constant work-in-process 
(CONWIP) using the continuous-time Markov chain 
modeling approach was presented in [6].  

- The implementation of Concurrent Engineering (CE) 
methodology for performance improvements of some 
Jordanian industrial sectors was described in [7]. 
 

- An Activity-Based Cost Estimation Model for steel foundry 
to improve cost estimation was explained in [8]. 
This paper aims to develop an activity-based cost estimation 

model to be suitable for use in aluminum profile extrusion plants 
of various shapes and types. The proposed model is expected to 
contribute to an estimate of manufacturing costs closer to reality 
with more accuracy and precision. 

The use of accurate and precise costing methods has become 
a major need in all fields of manufacturing as it enables managers 
to take appropriate planning and control decisions. Generally, two 
costing methods may follow in manufacturing [9], the first is the 
traditional Costing (TC) method that implies job ordering and 
process costing, and the second one is the Activity Based Costing 
(ABC) method, which was conceived in the mid-'80s by [10]. 
ABC method was mainly used to correct misleading overhead 
allocations. Furthermore, the method is elaborated to solve the 
distortion problems of the traditional costing system [10,11]. The 
Chartered Institute of Management Accountants [12] defines 
ABC as an "approach to the costing and monitoring of activities 
which involves tracing resource consumption and costing final 
outputs. Resources are assigned to activities, and activities to cost 
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objects based on consumption estimates. The latter utilize cost 
drivers to attach activity costs to outputs" [12]. ABC has aroused 
considerable interest in the last forty years, it produced precise 
cost estimates and designed to solve many obstacles and distortion 
costs [13], which cannot be solved by the traditional costing 
approach. Therefore, ABC is used with medium- and long-term 
planning horizon which is known as a strategic cost system [13]. 
Unlike the TCS method, ABC traces the overhead to an activity 
related to the product, rather than to the product itself [14]. The 
ABC method provides relevant and useful information for the 
decision-making process in various domains, such as the 
definition of cost and sales prices of products, the identification 
of processes where greater effort is needed to improve or adapt 
them to the new realities and needs, and the restructuring of some 
areas of the industrial unit [15]. A method for overcoming the 
limitations of TC was presented in [16]. ABC has received its 
name because of the focus on the activities performed in the 
realization of a product it has become a mature cost estimation 
and accounting method [13]. Recently, the main research on the 
ABC costing system had been highlighted in [17], the 
developments in growth and future research opportunities, and the 
mutual contribution on the topic between foundations, and authors 
over time had been also highlighted in [17]. In [18] the ABC 
method was applied on the inductor element for better precision 
in an electronic manufacture located at Pahang, Malaysia. 
Managers of manufacturing systems facing the challenges of 
estimating accurate costs and of setting a realistic profitable 
selling price of their products, specifically in a multi-products 
multi-process manufacturing system, where there is a high 
overlapping between production activities, and when the 
overhead costs are high. Setting a realistic profitable selling price 
that considers all costs elements also constitutes a challenge for 
most manufacturers. Referring to [19,20], the advantages of ABC 
can be summarized as; (1) Provides accurate cost estimate, (2) 
Flexible, (3) effective for long term planning, (4) Offers 
significant financial and non-financial measures at an operational 
level. (5) Supports better pricing policy. (6) Helps to understand 
the cost behavior of products, (6) helps management to highlights 
costing problems, (7) Highlight’s opportunities for 
improvements, and (8) assigning the overhead cost based on 
processes and activities. 

These advantages have inspired the authors of this paper to 
investigate the methodology of employing ABC principles in one 
local Jordanian Aluminum extrusion factory. The selected 
extrusion factory produces variant Aluminum profiles that fit with 
the market's demand. In particular, the objective of this work is 
to: (1) Develop ACB model that fits the selected Aluminum 
extrusion factory in Jordan, moreover, it can be implemented also 
for any aluminum extrusion factory. (2) Estimate the 
manufacturing costs of producing Aluminum profiles using the 
developed ABC method for the Aluminum profiles that can be 
produced by the considered factory. (3) Revealing the advantages 
of the ABC approach over the Traditional costing system (TCS) 
by comparing them. 

After investigating the literature referred to in this paper, 
other recently published scientific papers that examined the 
application of ABC to material extrusion processes in general and 
aluminum extrusion specifically were searched. The authors 
found that there are scientific papers close to the field of this 

research, such as [21–23], at the same time the authors were 
unable to find published papers that deal with the current research 
scope. Consequently, this paper has contributed to a unique and 
qualitative scientific contribution, which is the application of 
ABC as a modern accounting method to a specific manufacturing 
process, which is the aluminum extrusion process, which 
enhances the novelty of this research, considering the continuous 
search of production managers and industrial cost analysts, to find 
the most accurate, and objective accounting methods, as is the 
case in the ABC method. 

2. Modeling of Aluminum extrusion activities and resources 
consumption 

This paper is considering an aluminum extrusion factory that 
produces seven types of Aluminum profiles namely, (1) mill 
finish profile, (2) powder coated profile, (3) wood finish profile, 
(4) silver matt profile, (5) Bright silver profile, (6) champagne 
profile, and (7) bronze profile. These products are produced 
through the following main processes; (a) extrusion, (b) powder 
coating, and (c) anodizing. In the Anodizing process, silver matt 
profile, bright silver profile, champagne profile, and bronze 
profile are produced. As shown in Figure 1, the extrusion of 
aluminum is the transformation of raw aluminum logs into variant 
profiles shape, aluminum logs are fed to the manufacturing system 
and flow through the production line according to the layout 
shown by Figure 2. Details of the typical extrusion process of 
aluminum profiles are depicted in Figure 3. As shown in Figure 
3, the mill finish profile was produced after the extrusion process, 
then packed and shipped directly after finishing the heat treatment 
process at the aging furnace without any surface treatment.   

 
                                   Logs                                              Profiles 

Figure 1: Extrusion manufacturing system of aluminum profiles 

 
Figure 2: Layout of the proposed extrusion manufacturing system and its support 

departments 
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Mill finish profile may be transformed through the anodizing 
process into, silver matt profile, bright silver profile, champagne 
profile, or bronze profile upon request, the profile moves to a 
sequence of dipping stages of 18 baths. Mill finish profile may be 
transformed through the powder coating process to produce the 
powder-coated profile. Also, the mill finish profile may be 
transformed through the wood finish application process to 
produce the wood shape profile. Silver matt, silver bright, 
champagne matt, and bronze profiles are an anodized profile. 
Some Aluminum extrusion factories cost these four products as a 
unit one, although they have different processing sequences. 

Extrusion Factor (EF) is the ratio of the average yearly 
production to the standard designed production capacity over a 
year. As in Figure 4, production of aluminum profile over the last 
ten years are investigated, yearly production is found to be 300 
tons of different aluminum profiles, the average EF of a designed 
production capacity of a maximum of 600 tons is equal to (0.50).  

 
Figure 4: Actual capacity of Extrusion Factor (EF) over the past ten years 

The monthly production is estimated by spreading the 
average of the actual yearly production over 12 working months, 
therefore the actual Monthly Production (AMP) production 
quantity is: 

AMP  =  
Average Yearly actual production 

Working months per year
 

AMP =
300 
12

= 25 (Tons per Year) 

2.1. Activities and activity centers 

Cost allocation was defined in [20] as; "the process of 
assigning costs when a direct measure does not exist for the 
number of resources consumed by a particular cost object". Cost 
allocations in ABC consist of two stages [8], in the first stage the 
overhead costs are assigned to cost centers, while in the second 
stage, cost rate are assigned to the jobs according to activities 
required to accomplish the extrusion process, this stage needs to 
have an accurate cost set that accounts for how much it costs to 
create a product. Figure 5 illustrates the two stages of allocation.  

As shown in Figure 3, many activities being carried out in the 
system. The main activities are; acquisition long logs, sawing long 
logs into billets, billets preheating, preparation of extrusion press, 
extrusion, the extruded products then pass through cooling and 
inspection stages, then cut to the required length, heat-treated, 
products may move to preparation or fabrication. Anodized items 
may go through; degreasing, etching, smutting, coloring, or 
polishing, and painting. Fabricated items move to, pre-treatment, 
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painting, curing, and wood finish application.   Finally, any final 
product will be inspected, packed, and shipped to external 
customers. Such activity centers are traced, resources needed to 
accomplish each activity are identified, it is assumed that these 
activity centers consume certain levels of resources. The resource 
consumption is calculated using utilization levels of these centers 
per Kilogram of final extruded profiles. 

 

Figure 5: Two-stage allocation process for an activity-based costing system 

2.2. Resources consumption 

UPC) is the summation of the costs of activities that go on to 
produce that product. For every activity, one should calculate how 
much the cost of the consumed resources. Costs of activities that 
go on to produce certain aluminum profile can be classified - as 
shown in Figure 6-  into the following four categories: 1) Cost of 
resources related to the extrusion process (EPC), 2) Cost of 
resources related to the Manufacturing Overhead Cost (MOC), 3) 
Cost of resources related to Selling and Marketing (SMC), and 4) 

cost of resources related to the Administrative Cost (ADC), these 
classes are explained briefly as follows;  

I) Cost of resources related to the extrusion process (EPC). 
Represents values expenditures of direct labor and direct materials, 
EPC involved: 

Item 1. Cost of direct material (CDM): costs of materials 
directly charged to the extruded profile during its passage through 
the plant. This cost element considers long logs charging materials 
cost, painting materials, release agent, consumed materials for 
fabrication, consumed materials during the anodizing operations, 
and consumed materials in packaging and inspection. 

Item 2. Cost of direct labor, (CDL). Cost of employees directly 
involved in the extrusion of the aluminum profiles. Such as wages 
and salaries paid for the involved blue dress workers. 

II) Cost of resources related to the Manufacturing Overhead Cost 
(MOC). MOC embraces all expenditures incurred in the 
production of the aluminum profiles that are not direct material or 
direct labor. MOC implies: 

Item 3. Indirect material cost, (IDMC). Cost of materials that 
are not directly charged to the extrusion, such as; materials 
consumed in fabrication, aging, heat treatment, extrusion dies,  
tools, inspection devices, and supplies used include water, lighting, 
heating fuel, electric power, and maintenance supplies. Also, 
extrusion dies, consumed materials for cutting, painting, and heat 
treatment (heat treatment media, wooden materials, cutting off 
tools, etc.), lubricant, coolant, and painting materials. Engineering 
and planning cost, (EPC). Covers engineering department and 
technical, planning, quality engineering, Continual and agile 
improvements, maintenance, etc. 
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Figure 6: Main Components of the Developed ABC Structure
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Item 5. Cost of capital recovery (CCR). Encompasses 
deprecation cost of facilities covering equipment and production 
facilities, taxes, insurance, interest, rent, maintenance of 
production buildings, and other related hidden costs. 

Item 6. Maintenance and general technical services (MGTS), 
such as failure costs, prevention costs, surplus cost, and necessary 
maintenance services for the survival of the company. 

Item 7. Quality cost (QC). The cost spent to buy spare parts, 
standards, references, manuals, testing and inspection, and other 
materials supplies needed for quality management activities. It also 
includes rework cost, significant costs related to quality, and 
salaries of operators and calibration costs.  

III Marketing Expenditures (ME).  

Item 8. ME includes salaries of sales and marketing personnel, 
commissions, cost of using office equipment and different 
vehicles, traveling cost, surveying cost, entertainment of 
customers, sales space, and other related expenditures. 

IV) Administrative expenses (AE), which implies the followings: 

Item 9. AE is related to such items as; (10) salaries of 
administrative, secretarial, and clerical personnel; (11) office 
supplies; (12) traveling and transportation, (13) auditing services 
that are necessary to direct the operation, and other related issues.  

Item 14. Capital Recovery (CR). Represents the depreciation 
on such equipment as vehicles, cars, machines, land, offices, 
hardware and software systems, and other facilities belonging to 
the company but not related directly to the production. 

 It is worthy to mention in this regard that costs elements, such 
as hidden costs, surplus costs, rework cost, failure costs, 
prevention costs and other significant costs are present in every 
work center and are considered when estimating the cost rates 
within work centers. 

3. Mapping cost of resources with activity centers 

Twenty different activities are identified to produce the 
aluminum profiles, Figure 7, these are; (1) Long logs ordering, (2) 
Billets preparations, (3) Billets Preheating, (4) Preheating of dies, 
(5) Extrusion, (6) Cooling, (7) Inspection, (8) Billet-length fixing, 
(9) Aging (Heat treatment), (10), preparation for the production of 
non-standard profiles, (11) Anodizing, (12) Painting, (13) 
Fabrication, (14) Degreasing, (15) Etching, (16) Desmutting, (17) 
Coloring, (18) Polishing, (19) Wood application, (20) Packing. 
Consequently, resources are allocated, then the summation of costs 
of resources that are consumed by every activity center is 
calculated. Based on the cost structure model presented in the 
previous sections. The determination of which activity consumed 
which resource and how much of the resource is used by that 
activity is the key to cost calculation. Figure 7 demonstrates the 
relationship between resources and activities and how these 
relations contribute to the final production cost, the figure shows 
that the cost of the produced Aluminum profiles is estimated based 
on how starting components and raw materials physically flow 
within the activity centers through the deferent division of the 
factory. The production unit production cost (TUPC) of the 
produced profiles reflect the cost of resources and Work-In-
Process (WIP) items account at each activity center. 

4. ABC costing of total production unit production cost 

Notations presented in Table 1 are used for mathematical 
representation of the model. Figure 3 is a general illustration of the 
flow of any type of aluminum profile. For a specific profile type, 
some modifications may be required. Some profiles are not pass 
through all the activity centers and hence the allocated cost for the 
non-passed centers will be zero. For example, the mill finish 
profile is finally produced after heat treatment, Anodizing, 
Painting, Fabrication, Degreasing, Etching, Desmutting, Coloring 
are not visited by this product. 
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Figure 7: Contribution to final cost and relationship between resources and activity center 
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Table 1: Used Notations 

Symbol Description 

TUPC Total unit production cost, $/1000 
Kilogram 

I Total available number of 
resources 

i Resource index (i = 1, 2, . . . . I) 

J Total available number of activity 
centers 

j Center index (j = 1, 2, . . . . J) 

Rij 

Cost rate of consuming the ith 
resource at the jth activity center 
for producing a one-kilogram 
profile. ($/1Kg) 

 

∑∑
= =

=
I

1i

J

1j
ijR0001TUPC                   (1) 

4.1. ABC cost rates  

The primal target of this paper is to present an ABC approach 
for estimation TPUC, this work will not consider the detailed 
derivation of how the rates (Rij) are drawn. These cost rates 
represent the values of resources consumed by work centers. The 
computation of these rates is highly dependent on the skills and on 
the experience of the industrial engineers who computed them. As 
a result, cost rates are presented in Appendix 1. These cost rates 
cover the whole range of the profiles. Reference to the activity 
resource relationships shown in Figure 7, TPUC for any 
Aluminum profile type can be calculated using equation (1). The 
total production cost of any finished Aluminum profile is the sum 
of the allocated costs at each activity center the part undergoes 
during its journey of the production process. 

4.2. ABC calculations 

According to Figure 7, TUPC is the sum of the allocated costs 
for each activity center the part undergoes in its production 
process. TUPC for any profile type can be computed by equation 
(1) using the cost information given in Table 2. 

 
Figure 8: Cost-percentages allocation of mill finish profile. 

Consider a mill finish Aluminum profile of 100 Kilogram. 
TUPC of this item is the summation of cost for all consumed 
resources ($448). Cost-percentages allocation of the considered 
profile in terms of resource areas associated with its production 
processes is shown in Figure 8. Similarly, TPUC for all profiles 
are computed, then presented in Table 3. 

4.3. Traditional costing system versus Activity-Based costing. 

According to the Traditional Costing System (TCS) that is 
followed by the factory, the total costs of the considered profiles 
are shown in Table 4.  

Based on ABC, the most expensive Aluminum profile is Mill 
Finish, while the lowest cost is for   Powder Coated profile. Based 
on TCS, the most expensive profiles are Silver Bright, 
Champagne, and Bronze profile, while the lowest cost is for Mill 
Finish profile. ABC depicts the cost visibility that can be 
considered as a visual tool that shows how costs are contributed to 
total production unit production cost (TPUC) downstream the 
considered extrusion factory through the different production 
activities, Pareto chart in Figure 9 highlights how resources 
consumption contributes to TPUC through the different production 
activities for Mill Finish profile. ABC results can provide 
quantitative figures to how the costing process is appraised and the 
improved visibility of cost through the allocation of cost from 
resources to activities. ABC enables managers to recognize the 
hierarchy of all cost elements, not only the direct and indirect costs 
elements as in TCS. According to what had been presented in [23] 
a brief and purposeful, comparison between the benefits and the 
drawbacks of both the traditional and the ABC costing methods is 
presented in Table 5 where the critical characteristics of ABC 
versus TCS are examined. Figure 10 shows that the most important 
cost parameters are the cost of direct material (CDM), Cost of 
direct labor (CDL), Indirect material cost (IDMC), marketing 
expenditures (ME), salaries of administrative, secretarial, and 
clerical personnel (SAS) and cost of offices supplies. The final 
production cost is highly sensitive to such highlighted parameters. 
Verification of results is conducted by comparing results with 
those obtained by the traditional costing system TCS. 

The methodology pursued in this work is valuable for 
Aluminum extrusion with more accuracy and precision when 
comparing with the TCS. That enables managers to estimate the 
cost of WIP at any time during the production sequence. ABC has 
some limitations, as the number of activities increases, the cost of 
estimation becomes higher., in addition to the difficulties of 
gathering activity data in service organizations and labor-intensive 
companies due to the variant and overlapped human activities. 

5. Conclusions 

 The desired objectives of the research were successfully 
achieved, and the developed ABC model was suitable for use in 
estimating the costs of extruding aluminum profiles. Moreover, 
this costing model is used to compare the costs of extruding 
different profiles, which helps the management in ordering the 
consequent marketing and productivity priorities. It is concluded 
that the most expensive Aluminum profile is Mill finish, while the 
lowest cost is for Powder coated profile. ABC depicts the cost 
visibility that can be considered as a visual tool that shows how 
costs are contributed to total production unit production cost 
(TPUC). ABC enables managers to recognize the hierarchy of all 
cost elements, not only the direct and indirect costs elements as in 
TCS. The most important cost parameters are the cost of direct 
material (CDM), Cost of direct labor (CDL), Indirect material cost 
(IDMC), marketing expenditures (ME), salaries of administrative, 
secretarial, and clerical personnel (SAS), and cost of offices 
supplies. 
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Table 2: Computations of TUPC ($) for a mill finish Aluminium profile of 100 Kilogram weight. 
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TUPC of Mill Finish$/Kg 4.48 
TUPC of Mill Finish of 100 Kg Weight ($/Kg) 448.00 
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Table 3: TPUC of all Aluminum Profiles 

Profile Type TPUC ($/Kg) 

Mill Finish  4.48 
Powder Coated  2.03 
Wood Finish  2.11 
Silver Matt  2.04 
Silver Bright  2.59 
Champagne  2.95 
Bronze  2.51 

 

Table 4: Cost of all Aluminum Profiles based on traditional costing system 

Profile Type Cost ($/Kg) 

Mill Finish  2.75 
Powder Coated  3.18 
Wood Finish  3.50 
Silver Matt  3.89 
Silver Bright  3.89 
Champagne  3.89 
Bronze  3.89 

 

Table 5: Activity-Based Costing versus Traditional Costing 

Traditional Costing  Activity-Based Costing 
- Simpler and easier 
- Inexpensive. 
-  Low overhead costs  
-  With large production volume and low 

product’s Varity  
-  For external cost reporting 

- Difficult to implement.  
- Costly  
- High overhead costs 
- With low production volume and high 

product’s Varity 
- For internal cost reporting  
- Greater accuracy and precision. 

 

 
Figure 9: Resource consumption % by activity centers under ABC for Mill finish profile.   

http://www.astesj.com/


M. AL-Tahat et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 172-181 (2021) 

www.astesj.com     180 

 
Figure 10: Comparison between Cost rate for every cost element for three profiles’ type 
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Appendix 1:  Cost rates of resources at each activity center Rij ($/Kg) 
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Mill Finish 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.000 0.016 0.000 0.000 0.004 0.021 0.000 0.009 0.004 0.000 0.000 0.000 0.13
Powder Coated 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.000 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.003 0.000 0.000 0.000 0.11
Wood finish 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.004 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.003 0.000 0.000 0.000 0.11
Silver Matt 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.004 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.002 0.000 0.000 0.000 0.11
Silver Bright 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.020 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.003 0.000 0.000 0.000 0.13
Champagne 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.016 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.003 0.000 0.000 0.000 0.13
Bronze 0.025 0.023 0.016 0.000 0.001 0.004 0.000 0.002 0.016 0.000 0.000 0.000 0.004 0.021 0.000 0.009 0.003 0.000 0.000 0.000 0.13
Mill Finish 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.000 2.240 0.000 0.000 0.003 0.000 0.000 0.000 0.051 0.000 0.000 0.000 2.57
Powder Coated 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.040 0.000 0.000 0.000 0.32
Wood finish 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.067 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.036 0.000 0.000 0.000 0.39
Silver Matt 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.067 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.031 0.000 0.000 0.000 0.38
Silver Bright 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.335 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.036 0.000 0.000 0.000 0.65
Champagne 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.268 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.040 0.000 0.000 0.000 0.59
Bronze 0.240 0.020 0.020 0.000 0.000 0.000 0.000 0.000 0.268 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.040 0.000 0.000 0.000 0.59
Mill Finish 0.077 0.087 0.087 0.000 0.008 0.015 0.003 0.000 0.000 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.007 0.000 0.000 0.000 0.34
Powder Coated 0.060 0.068 0.068 0.000 0.006 0.012 0.003 0.000 0.000 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.005 0.000 0.000 0.000 0.28
Wood finish 0.055 0.062 0.062 0.000 0.005 0.011 0.003 0.000 0.009 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.005 0.000 0.000 0.000 0.27
Silver Matt 0.046 0.052 0.052 0.000 0.005 0.009 0.003 0.000 0.009 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.004 0.000 0.000 0.000 0.24
Silver Bright 0.055 0.062 0.062 0.000 0.005 0.011 0.003 0.000 0.045 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.005 0.000 0.000 0.000 0.31
Champagne 0.060 0.068 0.068 0.000 0.006 0.012 0.003 0.000 0.036 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.005 0.000 0.000 0.000 0.32
Bronze 0.060 0.068 0.068 0.000 0.006 0.012 0.003 0.000 0.036 0.000 0.008 0.003 0.001 0.045 0.000 0.001 0.005 0.000 0.000 0.000 0.32
Mill Finish 0.060 0.006 0.005 0.000 0.001 0.003 0.000 0.000 0.000 0.013 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.16
Powder Coated 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.13
Wood finish 0.043 0.006 0.003 0.000 0.001 0.002 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.13
Silver Matt 0.036 0.006 0.003 0.000 0.000 0.002 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.12
Silver Bright 0.043 0.006 0.003 0.000 0.001 0.002 0.000 0.000 0.010 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Champagne 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.008 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Bronze 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.008 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Mill Finish 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.000 0.007 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Powder Coated 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.000 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.37
Wood finish 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.010 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Silver Matt 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.010 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Silver Bright 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.050 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.42
Champagne 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.040 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.41
Bronze 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.040 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.41
Mill Finish 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.06
Powder Coated 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Wood finish 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Silver Matt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.034 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Silver Bright 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.000 0.000 0.000 0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Champagne 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Bronze 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Mill Finish 0.013 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.003 0.000 0.000 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.03
Powder Coated 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Wood finish 0.009 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Silver Matt 0.008 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Silver Bright 0.009 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Champagne 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Bronze 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Mill Finish 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.001 0.000 0.000 0.005 0.021 0.021 0.021 0.09
Powder Coated 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.09
Wood finish 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.09
Silver Matt 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.09
Silver Bright 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.030 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.12
Champagne 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.240 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.33
Bronze 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.024 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.11
Mill Finish 0.060 0.006 0.005 0.000 0.001 0.003 0.000 0.000 0.000 0.013 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.16
Powder Coated 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.13
Wood finish 0.043 0.006 0.003 0.000 0.001 0.002 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.13
Silver Matt 0.036 0.006 0.003 0.000 0.000 0.002 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.12
Silver Bright 0.043 0.006 0.003 0.000 0.001 0.002 0.000 0.000 0.010 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Champagne 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.008 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Bronze 0.047 0.006 0.004 0.000 0.001 0.003 0.000 0.000 0.008 0.000 0.000 0.000 0.000 0.027 0.009 0.012 0.001 0.007 0.007 0.007 0.14
Mill Finish 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.000 0.007 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Powder Coated 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.000 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.37
Wood finish 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.010 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Silver Matt 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.010 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.38
Silver Bright 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.050 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.42
Champagne 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.040 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.41
Bronze 0.087 0.080 0.010 0.000 0.004 0.015 0.010 0.019 0.040 0.000 0.001 0.001 0.002 0.007 0.000 0.000 0.030 0.007 0.007 0.093 0.41
Mill Finish 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.06
Powder Coated 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Wood finish 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Silver Matt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.034 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.04
Silver Bright 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.000 0.000 0.000 0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Champagne 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Bronze 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.000 0.000 0.000 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.05
Mill Finish 0.013 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.003 0.000 0.000 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.03
Powder Coated 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Wood finish 0.009 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Silver Matt 0.008 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Silver Bright 0.009 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Champagne 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Bronze 0.010 0.006 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.02
Mill Finish 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.001 0.000 0.000 0.005 0.021 0.021 0.021 0.09
Powder Coated 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.09
Wood finish 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.09
Silver Matt 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.09
Silver Bright 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.030 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.003 0.021 0.021 0.021 0.12
Champagne 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.240 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.33
Bronze 0.014 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.024 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.004 0.021 0.021 0.021 0.11
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 The article further extends the researched issue of the unmanned aircraft use in the pre-
flight and post-flight visual check of aircraft. Procedures of pre-flight inspection are 
fulfilled by the aircraft maintenance certified staff or the crew member before flight. The 
process is similar for all categories of aircraft, but its implementation differs for individual 
specific types of aircraft. Therefore, the article will deal only with small training aircraft, 
which will be used to verify the use of UAV (Unmanned Aerial Vehicle) in normal operation. 
It identifies and defines the problem of using multiple UAV in swarms and their usage in 
standard activities in aircraft operation. The outcome should be a reduction of the number 
of possible failures cause by the human factor with impact on the safety in operations. 
Proportionately important fact is the desirable minimization in the time necessary to carry 
out a pre-flight inspection process, which will improve the final indicator of the efficiency 
in aeroplane operations. 
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1. Introduction  

This article builds on the existing field of research by the 
authors on the use of UAV by maintenance and training 
organizations as well as commercial airlines. In this research field, 
the articles Use of Unmanned Aerial Vehicles in Aircraft 
Maintenance [1] and Unmanned Aerial Vehicles and Their Use for 
Aircraft Inspection [2] have been published. In aviation, defined 
legal regulations and standards are implemented and must be 
strictly applied.  Procedures related to aircraft periodic inspections 
and checks are performed during aircraft operations by certified 
organizations, always supervised by the Continuing Airworthiness 
Management Organization (CAMO). According to Commission 
Regulation (EU) no. 965/2012 laying down technical requirements 
and administrative procedures related to air operations pursuant to 
Regulation of the European Parliament and Council Regulation 
(EC) No. 216/2008 are aircraft operators at the same time also 
holders of an Air Operator Certificate (AOC). Aviation companies 
are obliged to implement a management system in operation with 
working management of safety risks in whole process of operation 
(Safety Management System - SMS). On top of that airlines are 
prior to each flight expected to perform own routine pre-flight 

inspections. An urge to utilize new technologies and equipment 
that reflect changing nature of industry was a result of these rapid 
changes. Similarly, as industry puts an emphasis on the new 
technologies in accordance with Industry 4.0 principles, so must 
certified maintenance organizations (MROs) and continuing 
airworthiness management organizations (CAMOs) follow suit 
and utilize “Smart Technologies" [3] The collective response of 
maintenance  and aviation industry organisations led to the 
creation of the concept "Smart Hangar", which enables CAMOs 
and MROs to conduct their business with a higher degree of 
objective accountability in detecting human error. 

The UAV operation worldwide is growing in numbers, as are 
the areas of human activity in which UAV are operated 
professionally. They are part of all areas of human life and are 
already an integral part of the equipment of law enforcements and 
rescue units, photogrammetry, transport, construction, industry, 
research, logistics, they can furthermore be used for youngsters to 
play with. [4]. Technology evolves and changes with their 
increasing use. At the same time a relevant legislation for a safe 
utilisation should be in line with technological progress. This field 
must be protected by European legislation and national in a manner 
that will not restrict freedom [5]. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: University of Žilina, Air Transport Department, 
Univerzitná 8215/1, 010 26 Žilina, Slovakia, Email: Novak30@uniza.sk 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 182-188 (2021) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

https://dx.doi.org/10.25046/aj060321  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060321


A. Novák et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 182-188 (2021) 

www.astesj.com     183 

Recently Intel and Airbus have started a cooperation in a bid to 
further improve this process. Intel delivers UAV equipped with 
video recording devices that enable recording images or data 
which can later be used to generate whole three-dimensional 
models of Airbus aircraft. Airbus Aerial a subsidiary established 
by Airbus S.A.S provides equipment inspection services in 
different aviation industry sectors [6]. There are also other similar 
companies that operate in this market, such as French Ubisense 
S.A.S, MRO Drone Ltd from Great Britain and Canard Drones 
from Spain. These have lately developed particular procedures to 
provide inspection solutions for airports as well as aeroplanes [7], 
[8]. 

The goal of our project is to demonstrate the possible use of 
UAV system for aircraft inspection by a small aviation 
organization. 

2. Definition of Smart Hangar concept 

Smart Hangar can be defined as a set of actions including 
digitization of analytical tools, automation of its environment, 
smart manufacturing and logistics. If we should specify the 
concept of "Smart Hangar" in detail, it is necessary for the 
maintenance organization to expand key areas as they are listed in 
Figure 1. 

  
Figure 1: Concept of Smart Hangar for MRO.  (Source: authors) 

2.1. Digitization of environment and virtualization of tasks 

In order to establish a functioning “Smart MRO” all work 
procedures and management systems that are effective at the 
moment need to be digitized to form a basic framework of the 
system. Maintenance organization, a continuing airworthiness 
management organization, hangar or even an airport that utilizes 
the electronic (paperless) system are able to achieve higher 
efficiency of operation. This can be done by online monitoring, 
assignment and approval of maintenance tasks. An MROs 
maintenance technician has access to the corporate network, 
therefore is able to work anytime from any location.  Electronic 
handheld devices enable him to track, compare and record 
maintenance task [9]. 

2.2. Analytical tools of intelligent hangar 

Digitization enables meaningful data analysis and 
improvement of internal processes. It also helps airlines optimize 
activities in cost planning, warehouse management and materials 
logistics. Employees can foresee errors in aircraft repair and 
maintenance and better plan their resources (both material and 

human). This is possible through the advanced analysis that results 
from data collection. The use of interactive prediction software 
bots not only enables better control of material logistics and 
supplies, it also helps to reduce costs in MROs and the amount of 
supplies [10]. 

2.3. Robotization and automation of an environment 

Introduction of collaborative robots brought increased 
productivity, work performance efficiency and directly increased 
work procedures and processes. Utilization of digitized end-to-end 
workflow monitoring resulted in higher level of safety and quality. 
After establishment of such innovative work environment 
unmanned aerial vehicles will be able to perform aircraft visual 
inspections prior, during or after the maintenance tasks are carried 
out. Further implementation of Automated Guided Vehicles 
(AGV) as well as Intelligent cabinet will help in search for and 
point-to-point transport of tools and aircraft parts from the storage 
to the place of the maintenance (point-to-use) in real time [9]. 

2.4. Intelligent manufacturing and logistics 

3D printing, free-form fabrication or rapid prototyping are 
terms used to describe process of additive manufacturing (AM). It 
describes a process of merging materials in order to create any 
object/product from 3D model data. Manufacturing aircraft 
components using additive manufacturing method of 3D Printing 
(3DP) is eco-friendly and presents an opportunity to optimize the 
design of components at fraction of costs. Adaptive manufacturing 
provides range of advantages compared to regular manufacturing. 
Waiting time when replacing specific low-volume components 
that need to be replaced as soon as possible can be significantly 
reduced. It also uses less resources compared to standard 
manufacturing process. On the other hand, significant engineering 
and certification experience is required to fully utilize such 
technology to meet exact requirements of national aviation 
authorities (or EASA) in order for new parts to be approved for 
installation. 

3. Research on pre-flight inspection process using UAV at 
University of Žilina (UNIZA) 

Organisation and performance of aircraft maintenance at the 
University of Žilina conforms to the legislation of European 
Union. UNIZA is an Approved Maintenance Organization (AMO) 
with the appropriate permits and licence that conform to the 
requirements of Commission Regulation (EU) No. 1321/2014 
under number SK.MF06. It sets out requirements for aircraft 
(EASA aircraft) that meet the requirements set out in Article 2 (1) 
of Regulation (EU) No.182/2011 of the European Parliament and 
of the Council No.1139/2018. Maintenance organizations have to 
meet the following requirements: 

• for complex engine-powered aircraft and aircraft used by air 
carriers licensed in accordance with Regulation (EC) No 
1008/2008 and their components (Part 145). 

• for aircraft other than complex engine-powered airplanes and 
their components (Part-M Subpart F or Part-CAO). 

Aircraft at University of Žilina are maintained in line with the 
certification and according to the latest regulations. Only trained 
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and certified personnel with corresponding technician's licence is 
authorized to release aircraft into the service. 

Pre-flight aircraft inspection is always performed in line with 
the approved aircraft manual as well as the organization's 
operations manual. 

3.1. Pre-flight inspection  

PAA34-220T* SENECA* V* is a modern twin-engine aircraft used 
by University of Žilina for pilot trainings as well as aerial work. 
We have selected this aircraft for the research purposes. Inspection 
instructions listed in the following paragraph are extracted from 
the flight manual of the aircraft. In addition, procedures that are 
unique for the aircraft type have been also considered. First, it is 
required to inspect the general state of aircraft. It has to be 
inspected from outside as well as from inside. In case of winter 
weather conditions any build-up of snow or even icing on the flight 
and control surfaces has to be removed. Functionality of all lights 
and flashlight has to be ensured prior to the planned night flight. 
Operational manual section of Airplane Flight Manual offers in-
depth clarification of information regarding the pre-flight 
inspection procedures [12]. Inspection process of PA34-220T 
SENECA* V aircraft must be done in order depicted in figure 2. 
Aircraft cabin is first on the pre-flight inspection checklist (Figure 
2, Point 1). According to the flight manual, correct operation of 
individual lightning, power supply, navigation and communication 
elements has to be ensured. In addition, all mechanical and safety 
elements together with correct fixation of luggage and flight 
documentation have to be inspected as well.  

 
Figure 2: Inspection sequence of PA34-220T Seneca V aircraft. (Source: 

authors) 

After this is completed an exterior inspection follows. Aircraft 
inspection starts with the check of the starboard wing following 
with a right engine in a counter clockwise direction. During this 
inspection every mechanical wing part such as flaps and ailerons 
are checked. Among other elements that are inspected are engine, 
propeller, amount of fuel, removal of fuel sludge as well as 
fuselage elements and chassis of the aircraft; at the front (Figure 2, 
point 3) we inspect windshield, tires, front landing gear leg, cargo 
compartment in the nose of aircraft together with landing reflector. 
While inspecting the top port wing (Figure 2 point 4), every 

mechanical wing parts such as flaps and ailerons and flaps are 
checked together with an engine, propeller, fuel quantity, fuel 
sludge removal, icing indication, pitot tube, chassis control and 
fuselage parts. Inspection then continues with the fuselage on the 
left side (Figure 2, point 5). This segment consists of checks of 
fuselage for the presence of snow and ice, antenna, cargo bay, 
pitot-static system and side door. Similarly, the rear part of the 
aircraft is inspected for the presence of any snow or ice residues. It 
is followed by an inspection of elevator, rudders, air intake system. 
Moving to the right (Figure 2, point 7) it is required to check the 
fuselage for the presence of snow and ice. As on the left side of 
aircraft antennas and pitot-static system must be checked for any 
debris or dirt that may hamper their operation. 

4. Use of UAV in pre-flight inspection  
When inspecting an aircraft using a UAV this has to be 

performed outside. Movement and equipment of the UAV has to 
meet certain requirements when operating in the Control Zone 
(CTR) of particular airport. These include propeller cover, outdoor 
movement sensors and navigation including GNSS navigation. 
The decisive factor for the use of UAV in an aircraft monitoring 
and control system is the software and subsequent applications for 
data evaluation. 

4.1. Methodology for aircraft object identification and changes 

When performing pre-flight inspection, it is important to 
correctly recognize and identify the individual components and 
significant parts of the fuselage, engine and propeller blades to be 
inspected. Correct identification of individual components is a 
very important task. The recognition of any objects in general can 
be expressed by the following sequence of steps: 

1. “Image acquisition”; 

2. “Pre-processing”; 

3. “Segmentation”; 

4. “Representation”; 

5. “Classification”. 

After obtaining an image from a source (captured by a camera 
or from video), it is pre-processed, which means the image is 
prepared into such a form that it is possible to implement 
algorithms for further processing. This step can include converting 
a colour image into an image in shades of grey (see Figure 3), or 
using filters to remove, or suppress noise. Image processing 
algorithms are deployed in this step. The next step is segmentation, 
which extracts objects of interest, thus separating the foreground 
(what interests us) from the background (everything else). In the 
picture, the objects of interest are rivets on wings, but undesired 
objects (noise) also got there. 

This is a general model, which means that not all blocks may 
always be followed. Their order may be changed, or the steps may 
be completely replaced by other procedures or combined into 
separate blocks. Formally, we can model the image as a continuous 
(image) function of two variables f(x,y), where f represents the 
value of brightness and (x,y) represent the coordinates on the 
surface. In the case of a dynamic image (video), we can also 
express the image as a function of three variables f(x,y,t), where t 
means time. 
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"Smart Hangar" solutions depend on partial systems and 
applications that safeguard the functioning of the whole system. 
“Model - driven Software Development” (MDSD) (see Figure 4) 
based on an automatic code generation of system requirements 
specification, it is typically used to providing specific properties to 
the whole system [13]. The module “DeRoS” safety specification 
“DSL” provides a simple and declarative syntax that makes the task 
of implementing the safety-related requirements accessible to 
robotics experts with less software engineering expertise. The risk 
of errors is reduced because the Declarative Robot Safety (DeRoS) 
declaration controls the automatic generation of all safety-related 
code. Our model approach directly enables implementation-
independent reuse of the safety-relevant part of a robot controller 
between different versions, since the DeRoS declaration does not 
need to be changed when the underlying software changes (with 
the exception that names shared between DeRoS rules and 
component interfaces must be kept consistent) [14]. Such an 
approach can be utilized when enforcing safety regulations for 
unmanned systems or to state and improve system cross-sectional 
properties, as power unit energy balance, safety and timing or to 
supervise and organize the behaviour of number of UAV in a fleet 
system such as UAV swarm when inspecting more than one 
aircraft for example [15]. 

 
Figure 4: UAV Software platform for MDSD. (Source: authors) 

PA34-220T Seneca V aircraft pre-flight inspection process has 
been detailed in chapter 3.1 of this article. If we are to carry out an 
aircraft pre-flight inspection, input variables and environmental 
properties, the core elements of the aircraft sensing model that 
identifies the state of the aircraft, need to be defined first. Next, the 

UAV flight and scanning trajectory, the time intervals of UAV 
movement relative to the defined trajectory, and the incremental 
termination of the scanning process must be defined and 
established. [16]. In the 3D-space of the proposed model, UAV 
will be characterised by a material point. We need to establish the 
start (and end) point of UAV take-off, then the altitude for 
individual reference points within specified trajectory, the total 
estimated period of its entire pre-flight inspection in the aircraft 
scanning phase [17, 18]. However, this describes the initial part of 
a complete aircraft pre-flight inspection. As soon as possible after 
the UAV inspection data are captured, they need to be processed 
and evaluated. Result of this operation should be a comprehensive 
information regarding the state of the aircraft which is then sent to 
the pilot. After inspecting the information, pilot decides whether 
an in-depth personal inspection of the aircraft or its parts that that 
deviate from the UAV sensing model is required. The pattern 
furthermore explains certain tasks included in the aircraft pre-flight 
examination, (see Figure 5) which must be carried out physically 
in accordance with the prescribed pre-flight inspections in the 
relevant aircraft documentation. 

In order to create a functional model, it has to contain an 
information about the beginning point of UAV pre-flight 
inspection procedure. In the essence it surely is an exactly defined 
point at which the UAV take-off as well as the landing takes place. 
Such point is created during the planning of flight trajectory model 
by defining the default position. The flight route must respect the 
procedure of in-person pre-flight inspection carried out by a pilot 
as shown on the Figure 2. Model of pre-flight inspection can be 
seen on the Figure 6. 

During the creation process of this functional model, based on 
the defined field of partial position points X1 to Xn; Y1 to Yn; Z1 
to Zn. The initial take-off position of UAV is defined as: 

 X1 = 0; Y1 = 0; Z1 =0 (1) 

The UAV initial position at its start should be identical to its 
final position after its flight performance.  In order to model the 
entire trajectory (see Figure 6), a sequence of position points must 
be defined. To ensure the safety of the scanning process and to 
obtain relevant data, a requirement for the constant altitude of the  
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Figure 5: Aircraft inspection flowchart with image classification and evaluation (Source: authors) 

UAV during the execution of the aircraft inspection was 
formulated. The determination of the constant altitude is based on 
several assumptions, namely: 

• sufficient resolution value of the scanning device,  

• security aspect,  

• type of information obtained from the UAV. 

 
Figure 6: Model of UAV trajectory. (Source: authors) 

In order to prevent potentially dangerous contacts with an 
aircraft it is of a paramount importance to design a so-called 
restricted no-go zone for UAV. Otherwise, the damage an aircraft 
may sustain can translate to considerable operational and financial 
consequences as a Figure 7. The minimum distance from any part 
of the aircraft has been set at: 

 ∆𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑋𝑋𝑋𝑋,𝑌𝑌𝑌𝑌) = 0.5m (2) 

 
Figure 7: Restricted no-go zones for UAV. (Source: authors) 

After the default starting position is defined, other reference 
points, meaning points where the flight trajectory has to be altered, 
are programmed. Each point is determined by its position: 

 B1 (“X1,Y1,Z1”); B2 (“X2,Y2,Z2”); ....... Bn (Xn,Yn,Yn) (3) 
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 𝐷𝐷 = 𝐷𝐷𝑥𝑥,𝑦𝑦 = �(𝑋𝑋𝑋𝑋 − 𝑋𝑋𝑋𝑋)2 + (𝑌𝑌𝑌𝑌 − 𝑌𝑌𝑌𝑌)2  (4)  

Where Xi and Yi determine the i-th point B, Xj and Yj 
coordinates present position of j-th point B of the set path of 
movement. The final trajectory is specified by reference 
coordinates and distances between determined UAV positions. 
The trajectory must be defined by data describing proposed 
restricted area around the aircraft. Suggested UAV flight trajectory 
model stands as: 

 𝐷𝐷 = 𝐷𝐷𝑥𝑥,𝑦𝑦 = �(𝑋𝑋𝑋𝑋 − 𝑋𝑋𝑋𝑋)2 + (𝑌𝑌𝑌𝑌 − 𝑌𝑌𝑌𝑌)2, (∀𝐵𝐵 ∄ 𝑅𝑅𝑅𝑅(𝑃𝑃 ∈ 𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃))  (7)  

The B points are belonging to red zone (RZ) is described by 
points with coordinates "Pi" and "Pj" in such form. Model which 
defines the final UAV trajectory around aircraft is relevant and in 
such form also applicable in the phase of programming the UAV. 
Significance of this step lays in the mitigation of the damage that 
may be caused by a possible clash between the inspected aircraft 
and the UAV. Data gathered by the UAV during the pre-flight 
inspection must be processed. The processing takes place in the 
form of a comparison of the obtained data with an aircraft 
reference model. The reference model must meet all requirements 
placed on real flight aircraft condition before each flight inspection 
begins. 

4.3. Discussion 

The use of UAV during pre-flight inspection brings benefits in 
several areas. By eliminating the influence of the human factor, 
which can reduce the level of safety of the aircraft, it is possible to 
achieve an increase in safety. The use UAV pre-flight inspection 
tour around the aircraft following the manufacturer's checklist. It’s 
necessary pay special attention to lose or "smoking" rivets (which 
have a residue around them), the safety of all bolts and nuts, and 
safety-wired devices. At the same time, it is possible to increase 
efficiency by introducing automation.  UAV application could 
support both aviation and airport operations, it would decrease the 
maintenance costs and aircraft inspection procedures. [19]. Like 
other technologies, UAV bring a wide range of benefits. But 
besides the benefits, the sad truth about UAV is that there are 
certain burning flaws like sudden crashes, risks from hacking, and 
security and privacy issues that plague this part of the technology. 
[20] 

Another aspect of the UAV pre-flight inspection system is the 
development of a UAV communication system with a hardware-
software platform, which will be designed to automate the 
processes of processing and transfer of information between 
involved parties so that there are no security risks associated with 
the transfer and processing of acquired information. Although the 
use of UAV in any process in air transport is a very complex and 
lengthy process, its potential benefits are undoubtedly clear.  

5. Conclusion 

Significant technological developments in the field of UAV 
have recently caused conditions to be created for their use in 
specific areas of civil aviation. There are ever more use cases in 
this area for use of UAV, despite being perceived as a threat to 
civil aviation. The philosophy of Smart Airport consists of several 
advanced concepts, one of which is the use of UAV in the process 

of pre-flight inspections, this was also the subject of the presented 
article. Firstly, it was crucial to analyse and define technical and 
operational conditions for the UAV use in pre-flight inspection by 
detailed analysis of the environment, determining the nature of 
information that will form a set of input and output information 
and data and then creating a system to process and evaluate the 
data. The initial idea of creating this model of UAV application 
during a pre-flight inspection was to evaluate the overall aircraft 
condition. Potential threats were also described and a way of 
solving them was proposed. In the end, advantages of UAV 
application in the process of pre-flight inspections have been 
mentioned. Among the most important are the reduction of human 
factor influence in the performed pre-flight inspection, the time 
reduction allocated for this activity, which achieves a higher 
efficiency of the whole process. Further research actions would 
lead to a detailed definition of aircraft model reference samples for 
the purpose of obtained records comparison with the reference 
model. Furthermore, it will be required to develop a swarm model 
for UAV devices where several devices with diverse types of 
equipment (mechanical arm, laser scanner, digital camera, etc.) 
would cooperate with each other. Thanks to the use of modern 
digital and transmission technologies, it is possible to ensure real-
time data comparison. However, it is always necessary to ensure 
the maximum level of safety of these processes when using UAV 
during the pre-flight inspection 

Upcoming efforts will extend the experimental assessments to 
UAV simulations and actual flight tests to use probability numbers 
instead of frequencies which have been used in this case for 
demonstration purposes. In the author´s opinion and experience it 
is rather difficult to accomplish the certification and validation 
processes of safety functions as well as more efficient outcomes.  
For that reason, our strategy is to verify and validate already 
functioning safety system to guarantee that the safety system meets 
functional requirements and is suitable for risk mitigation. Besides, 
we will investigate how the UAV swarm can be implemented to 
monitor and ensure a safe flight operation of pre-flight inspection 
during this specific mission for example in aerodrome apron. 
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 Data mined from social media can be used in a variety of methods. The goal of this paper 
is to explore some of the various methods of mining data from social media and the different 
areas of its applications. From the analysis of other studies, it was clear that methods such 
as text analysis, classification, clustering, mapping, testing/validity methods, regression, 
and research methods were the overarching themes of the previously done research. Pros, 
cons, and possible extensions were examined for the current research evaluated in the 
social media data mining area. At the conclusion of this survey, our research team found 
that text analysis, sentiment analysis, and support vector machine classifiers were among 
the most common themes of the research methods in this field. In most cases, multiple 
methods were attempted for each topic to be able to cross compare results. 
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1. Introduction   
In this study, we examined the various techniques that have 

been used in data mining for social media data. With many social 
media platforms used by millions, such as Facebook, Twitter, 
Instagram, etc., all posts by users are collected and comprise the 
“big data” of social media. Social media data can be used in a 
variety of ways from predicting buying habits of users to 
generating information about emergency events.  

The idea of using social media to make predictions about 
individuals is more relevant than ever. Across all types of 
individuals, social media usage has shown to be on the rise. For 
example, Figure 1a-c shows the social media growth over three 
variables (age, race and income). In all cases, more social media 
use is being experienced allowing us to collect data on a wide 
range of individuals for a variety of applications. Similarly, Figure 
2 shows the frequency that these applications are being used. As 
seen, for the majority of the individuals, daily data is being 
obtained which can help better explain the behaviors showcased 
by people [1]. 

 Selecting efficient methods in the task of social media data 
mining is a critical consideration for researchers because the 
methods used need to be executed efficiently when there is a large 
amount of data. Researchers must also consider the various types 
of data that are present when analyzing social media data. 

A previous survey of data mining techniques in social media 
analyzed 66 reports on data mining in social media [2]. The 
authors of this paper mention the important fact that establishing 
successful data mining techniques in social media is difficult 
because of the amount of data and the velocity of that data; all 
social media data is collected in real time so there is constantly 
more data being added to the repositories where this data is stored. 
In this study, the authors identified 19 different data mining 
techniques that were used by researchers to analyze social media 
data and compared the effectiveness of these techniques. The 
authors noted that many of the researchers did not back up their 
methods with statistical significance testing, which presents an 
issue with the reliability of the methods used. 

For the purpose of this research, we analyzed 12 previous 
studies that have been conducted on data mining social media 
data. While conducting this research, the following research 
questions were kept in mind to guide the focus of our analysis: 
what topics (or areas of interest) have been explored in regards to 
social media data mining, what methods have been used for data 
mining in social media data in these areas, are certain data mining 
methods applied to specific areas/topics, how do each of these 
data mining methods perform and can we make suggestions on 
how to approve future analysis projects on social media data 
mining.  
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Figure 1a: Social Media Use by Age 

 
Figure 1b: Social Media Use by Race 

 
Figure 1c: Social Media Use by Income 

The remainder of this paper will be structured as follows: we 
will first discuss the various methods that have been used in data 
mining social media data, we will then provide summaries on the 
12 papers selected for this research followed by an overview of 
the findings from each paper, and finally we will provide a 
conclusion on the research that has been conducted for this paper. 

2. Methods 

There are many machine learning methods used in analyzing 
big data. The methods discussed below are used in the studies 
observed in this research paper.  

2.1. Text Analysis 

Text analysis is used to gather important information from 
unstructured text. Patterns of specific text can be collected, or 

common words and phrases can be determined using text analysis. 
Many text analysis methods use natural language processing 
(NLP).  Text analysis is frequently used in social media studies as 
users can post about anything they chose. Valuable insights can 
be derived from these data, such as companies collecting feedback 
about their brand or a specific product.  

 
Figure 2: Frequency of platform usage 

1) Latent Dirichlet Allocation (LDA): Latent Dirichlet 
Allocation (LDA) is a topic model in natural language 
processing.  LDA allows sets of observations to be explained 
by unobserved groups that explain the similarity in some parts 
of the data. In LDA, both word distribution for each topic and 
topic proportion for each document are modeled using 
Dirichlet distributions [3].      Common topics and words 
within the text data can be ranked by their resulting 
probabilities to determine which occur most frequently.  

2) Normalized Discounted Cumulative Gain: Normalized 
Discounted Cumulative Gain (NDCG) is a method for 
measuring the quality of a set of search results. The result of 
NDCG is a scaled ranking system which tells the user which 
results are relevant using a numbered ranking system. For 
example, a score of 0 meaning least relevant and a score of 2 
meaning most relevant. In NDCG, very relevant results are 
more important than partly relevant or irrelevant results, which 
is called cumulative gain. Discounting is when relevant results 
are more important when they appear earlier in the search 
results. The ranking of the result should not depend on the 
query performed; this is normalization [4]. In discounted 
cumulative gain, results that appear lower are discounted, i.e., 
they are not as valuable as results that appear higher in the 
search results. Normalization scales the results to the best 
result seen. 

3) Sentiment Analysis: Sentiment analysis is the classification of 
textual data to uncover classifications of emotions that can be 
seen in the text. The method is either rule based, governed by 
manually determined rules (like looking for specific words or 
phrases), automatic, governed by machine learning 
techniques, or a combination of the two. Naïve Bayes, Linear 
Regression, Support Vector Machines, and Deep Learning are 
commonly used classification algorithms to perform sentiment 
analysis [5]. Given the variety of machine learning techniques 
that can be used to perform sentiment analysis, the user is able 
to select which technique best suits their needs based on the 
type of data being used and the desired format of the result. 
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4) Text Analysis/Classification: Text analysis and classification 
have a primary goal of taking something which may be 
unstructured and trying to impose a structure on it. From a 
classification standpoint, this involves taking an unsorted list 
of items and attempting to assign them to appropriate groups. 
Text analysis, similarly, takes text and makes it 
understandable and easier to manage. This can be helpful 
while analyzing masses of text data such as social media, 
comments, and surveys [6]. Like sentiment analysis, the user 
has options to choose from when deciding how to perform text 
classification. Users can use a rule-based system, which 
classifies text into certain groups based on a set of linguistic 
rules that are pre-determined by the user. This method requires 
more work from the user to determine the rules to apply when 
classifying. Machine learning-based systems, such as Naive 
Bayes and Support Vector Machines, may also be used in text 
classification. It is up to the user to decide which method will 
perform best based on the size of their dataset and the result 
they wish to achieve. 

5) TF-IDF: Term frequency - inverse document frequency (TF-
IDF) serves as a statistical measure which determines the 
relevancy of a specific word in a defined collection of 
documents. TF-IDF is a widely accepted statistic because it 
not only accounts for how often a word appears, but also how 
many documents they appear in. Therefore, words such as 
“and” are not deemed inaccurately as relevant. This method is 
used for text vectorization (turning text into numbers) to 
further be processed by machine learning algorithms for 
various applications [7]. 

6) Twitter API Search: Twitter standard search API returns a set 
of tweets considered relevant by whatever the specified query 
was [8]. This method is used to gather results that can later be 
used in text analysis and sentiment analysis. An API search 
allows for “tweets” to be pulled from as early as 2006. This 
serves as helpful data when needing to examine text from a 
specific period of time (or comparison of times) for the 
analysis. 

7) Active semi-supervised Clustering based Two-stage text 
classification (ACTC): ACTC is a method that turns text 
classification into a supervised problem [9]. This algorithm is 
done in two stages. The first stage is a clustering stage in which 
the data is clustered using a method called SemiCCAc; this 
algorithm was created to address that cluster-bias problem that 
often exists when clustering text data. The second step is a 
classification method using discriminative classifiers. In the 
first part of the algorithm, the unlabeled text data is clustered 
to create tentative labels for the clustered data. In the second 
part, the discriminative classifier is used to assign the final 
labels to each group of the text data. The resulting output after 
the classification stage is complete may require additional 
processing using supervised learning techniques. The idea 
behind the method of combining clustering with classification 
is to attempt to minimize the amount of text data that would be 
mis-labeled by using either clustering or classification alone; 
this combination should result in a reduction of the further 
processing of the output that would be needed when compared 
to only using one of the methods alone. 

8) Example Adaption for Text categorization (EAT): Traditional 
text categorization algorithms work by categorizing text data 
based on negative and positive labels [10]. For example, if we 
have defined a category to gather all text related to plants and 
we wish to analyze a new set of text data to determine if this 
data is related to this category, the new data set may not be 
easily identified as either positive or negative because there 
are a variety of terms that may be used to identify text related 
to the plant category. The EAT algorithm works by teaching 
the classifier given the new dataset that is to be used. The 
authors who proposed this method gave the example of 
categorizing text data about an election. In analyzing a new 
text dataset, we also want to look out for terms such as “voters” 
to be associated with the election dataset. This new method 
works by identifying new terms that should be considered by 
the classifier in order to assign the text data a positive or 
negative label. 

9) General Architecture for Text Engineering (GATE): GATE is 
a set of tools written in Java which can be used for analysis 
projects involving things like text mining and information 
extraction [11]. There are various tools that make up the 
GATE system, such as ANNIE, which is used for information 
extraction given a text dataset as input. Users of GATE can 
perform a wide variety of analytical tasks on text data, and 
there are various software that offer user-friendly versions of 
the system in a GUI environment. The GATE system accepts 
text datasets in various formats, such as txt, html, pdf, etc. The 
various inputs that are allowed in this system make it an ideal 
system in a field such as social media data mining because the 
text data associated with these tasks can often come in various 
formats. Because the user has the option of a GUI 
environment, results may be interpreted in a simpler manner 
as opposed to requiring additional processing. 

2.2. Classification 

Classification can be either supervised or unsupervised 
machine learning models, although they are commonly 
supervised learning. For unsupervised learning, the software 
determines the characteristics of the data to define classes. For 
supervised learning, a user can select the classes or use training 
sets with classes defined in order to train the software.  These are 
used to predict the class of new data points.  
1) Discriminant Analysis: Linear Discriminant Analysis (LDA) 

is both a classifier and a dimensionality reduction technique. 
LDA is the preferred method of analysis when there are more 
than two classes [12].  LDA is commonly used in the pre-
processing step of machine learning and pattern classification 
projects. LDA uses Bayes’ Theorem to estimate the 
probability that a new set of input values belongs to every 
class. The output class is the class with the highest 
probability. LDA assumes that the data are normally 
distributed and also assumes a common covariance matrix. 
Quadratic Discriminant Analysis (QDA) is a variant of LDA 
that allows for non-linear separation of data. There is not an 
assumption that the covariance of each of the classes is 
identical in QDA as with LDA [12].  
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2) Naïve Bayes: Naïve Bayes is a probabilistic classification 
method based on Bayes’ theorem. It makes decisions using 
the Maximum A Posteriori decision rule in a Bayesian setting 
[2]. The goal is to determine the probability of the features 
occurring in each class and to return to the most likely class. 
The only thing that must be done before prediction is finding 
the parameters for the features’ individual probability 
distributions. A naïve Bayes classifier assumes that the 
presence or absence of a particular feature of a class is 
unrelated to the presence or absence of other features. Naïve 
Bayes classifiers are popular for text classification. A classic 
use of naïve Bayes classifiers is spam filtering. 

3) Support Vector Machines: Support Vector Machines are 
extremely popular supervised learning models. This method 
of classification creates a decision boundary which is 
designed by training points to then classify new data points 
based on which side of the boundary they fall on. Support 
vector machines offer a large advantage because they can 
create nonlinear boundaries easier than some other methods. 
This is done using a kernel trick which replaces its predictors 
with a kernel function [13]. 

4) Decision Trees: Decision trees are a way of performing 
classification on datasets [14]. Decision trees are popular in 
machine learning because they are easy to understand. The 
idea behind decision trees is that similar data points are 
grouped together in leaf nodes based on decisions that are 
made. These decisions are represented by the branches of the 
tree. Each lead node represents a label for a class. Data points 
are assigned to these classes by following the structure of the 
tree and going through the tests represented by each branch. 
Data points are assigned to a leaf node based on the result of 
the test at each branch that it goes through. So, for unlabeled 
text data, which is often what data sets consist of in social 
media data mining, the text data would go through the various 
tests along the tree structure in order to be assigned a class 
label. 

5) K-Nearest Neighbor (KNN): KNN is a classification 
algorithm used in machine learning [15]. This algorithm 
works by analyzing the raw data points specifically by what 
other data points in the dataset are close to each other. A value 
K is selected by the researcher; this determines the number of 
“neighbors” each data point should have. The distance 
between a raw data point and it’s neighbors is pre-determined 
by the researcher, meaning for a data point to be a neighbor 
it must be within a certain distance. Class labels are formed 
by the groups that are formed between each raw data point 
and its neighbors. This algorithm can be trained on a training 
dataset and tested on a test dataset in order to select the 
optimum distance and optimum value of K. 

6) Logistic Regression: Logistic regression is a powerful 
classification algorithm; however, it is limited to two classes 
or binary classification problems [2]. While it can be 
extended for additional classes, it is rarely used this way. 
Logistic regression can be used to predict the likelihood of an 
outcome based on the input variables. 

 

2.3. Clustering 

Clustering is an unsupervised machine learning technique in 
which data are grouped together in order to make assumptions 
about the data. The data in each group, or cluster, are most similar 
to the other data in the same group as opposed to the other groups. 
It is useful in determining characteristics of data, such as 
clustering customer orders to determine which types of customers 
purchase certain products. Outliers are also more evident when 
using clustering. There are many types of clustering algorithms. 
Some of the more commonly used algorithms are K-means 
clustering, DBSCAN clustering, Affinity Propagation clustering, 
BIRCH clustering, and Mean-Shift clustering.  The clustering 
methods discussed below are the methods used in the studies 
reviewed in this paper. 

1) Positive examples and Negative examples Labeling 
Heuristics (PNLH): the purpose of Positive examples and 
Negative examples Labeling Heuristics (PNLH) is to extract 
reliable positive and negative examples [16]. Reliable 
negatives are extracted using features that occur more 
frequently in positive data.  Then the sets of positives and 
negatives are enlarged by clustering the reliable negatives. If 
an example is close to a positive but not close to a negative 
example, it is added to the reliable positives. If an example is 
close to a negative example but not close to a positive 
example, it is added to the reliable negatives. 

2) Similarity Matrix: a similarity matrix is a method of 
expressing the closeness of relationship between two data 
points. There are various methods of calculating a similarity 
score. A similarity matrix has many applications in 
clustering. Additionally, methods exist based on the 
similarity matrix such as the clustering-based similarity 
partitioning algorithm. This matrix provides a convenient 
way to showcase how points are related and showcase the 
clustering rationale [17]. 

3) Parallel Density-based Spatial Clustering with Noise 
(PDBSCAN): DBSCAN is a clustering method that utilizes a 
density method to cluster data points, it is highly used in the 
machine learning field [18]. For each data point within a 
cluster, there needs to be a minimum number of other data 
points within a predetermined radius of that data point. So, 
data points are grouped based on two predetermined 
parameters. The first parameter is “eps” which indicates how 
close the data points are to be to each other to be considered 
as being in the same cluster. The second is “minPoints'' which 
tells the algorithm how many points must be within the radius 
of each data point. This traditional model of DBSCAN can 
be computationally expensive with large datasets, thus an 
updated version of this method called PDBSCAN has been 
proposed for big data mining, such as social media data 
mining [19]. This parallel version of this algorithm works by 
first creating local clusters within different pieces of the data. 
This is done in parallel, so the data is divided into sections 
and these local clusters are formed at the same time. Then, 
these local clusters for each section are combined to form the 
final clusters. Researchers have found that the parallel 
adjustment to the DBSCAN algorithm has greatly improved 
its performance with large datasets. 
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4) K-means Clustering: K-means clustering is an unsupervised 
learning algorithm that is used to cluster similar data points 
together [20]. The raw dataset is analyzed so that centroids 
are formed based on a given number K, K being the number 
of clusters that are to be formed from the data. Data points 
are assigned to clusters based on their similarity to the 
cluster’s centroid. This algorithm will typically involve a lot 
of testing to determine the optimal value of the parameter K. 
K-means clustering is often performed by building the model 
on a subset of the raw data, called a training dataset, and then 
testing the algorithm on the remaining data, called the test 
dataset. Using this methodology of testing and training the 
algorithm allows researchers to more accurately cluster their 
data using the optimal value of K. 

2.4. Mapping 

Mapping is a machine learning technique in which input data 
is mapped to a category or class. It is a type of Artificial Neural 
Network (ANN) and can be either supervised or unsupervised.    
1) Self Organizing Maps: Self organizing maps, while coming 

with a set of challenges, offer the great advantage of not 
needing humans to help them learn. This method is based on 
unsupervised learning and is a cooperative learning network. 
Self-organizing maps take high dimensional data and make it 
low dimensional. The map units are typically thought of as 
points on a two-dimensional lattice. Neighborhoods are 
created by identifying sets of points which can be classified 
into the same class, based on traits and attributes deemed best 
by the unsupervised learning technique [21]. 

2) Supervised Mapping: Supervised learning techniques require 
the use of training data as examples of input - output pairs. 
These examples allow the method to learn and appropriately 
classify new inputted data to the appropriate category. Such 
a technique uses a learning algorithm such as support vector 
machines, linear or logistic regression, naïve bayes, or linear 
discriminant analysis to name a few. The performance of the 
supervised learning technique can be very dependent on 
which algorithm is chosen to do the classification task [22]. 

2.5. Statistical Test/Model Validity Methods  

Statistical tests use mathematics to determine the relationship 
between random and nonrandom variables. The random variables 
do not have a statistical influence on the dataset. Model validation 
shows the accuracy of the model. There are many methods that 
can measure the accuracy of a model, such as k-fold cross 
validation, Wilcoxon signed-rank test, and train/test split. The 
tests and methods used below were used in the studies observed 
for this paper. 
1) Goodness of Fit: Goodness of fit is a measure between the 

observed values and the expected values of a model [23]. 
Goodness of fit describes how well a statistical model fits the 
dataset presented.  It tells how well the sample data represents 
data in the actual population. 

2) Kernel Density Estimation (KDE): The Kernel Density 
Estimation is a mathematical process of finding an estimated 
probability density function of a random variable [24]. KDE 
attempts to make inferences of a population based on a 

representative data set. The technique creates a smooth curve 
given a set of data. The estimation can also be used to 
generate points that look like they were from a dataset, which 
can help power simulations [24]. The KDE is created by 
plotting the data and creating a curve of the distribution. The 
curve is calculated by weighing points at a specific location.  
When more points are grouped at a location, the estimation is 
higher because the probability of a point being at that location 
is higher.  The kernel function is used to weigh the points. 

3) Precision at Rank k: Precision at k is the proportion of 
recommended items in the top k-set that are relevant to the 
number of recommended items [25]. A downfall of precision 
at k is that it fails to take the position of the recommended 
items in the top k into consideration. 

4) Analysis of Variance (ANOVA): ANOVA is a statistical 
method that is used to examine differences among variables 
across two or more categories [26]. In simple terms, ANOVA 
allows analysts to identify the differences among different 
groups of variables at the same time. This is a very important 
technique in the field of social media data mining because it 
allows researchers to identify the unique relationships that 
may exist between certain social media users, for example. 
Furthermore, it allows researchers to then perform further 
analysis to find the reasonings behind these differences. The 
result of an ANOVA test is the F-statistic, which allows 
researchers to analyze the variance that exists among the 
various groups of data. Using the F-statistic, researchers can 
see if there is a real variance among groups of data, if true 
variance does not exist then the F-ratio resulting from the 
ANOVA test should be close to 1. 

2.6. Regression 

Regression is a statistical technique used to describe 
relationships between dependent and independent variables. 
There are various types of regression, including linear regression, 
logistic regression and multiple regression.  The techniques 
described below are those used in the studies discussed in this 
paper.  

1) Multiple Regression: Multiple regression is designed to 
create regression models based on multiple independent 
variables and a single dependent variable [27]. The model 
that is created provides the impact that the independent 
variables have on the dependent variable. It is important to 
keep the number of variables low because the model becomes 
more complex as variables are added. 

2) Time Series Analysis: Time series analysis consists of taking 
time series data and trying to find the underlying pattern in 
the data to extract meaningful statistics or characteristics that 
would be helpful in forecasting or predicting future values. 
Various prediction methods exist, and many depend on the 
acknowledgement of cyclical, periodic, and seasonal 
behavior that exists in the data [28]. 

2.7. Research Methods 

The research methods discussed in this section are methods 
used for analysis for various research projects. These methods did 
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not fit into the previous categories of methods defined. Only 
methods discussed in the observed studies are listed. 
1) 5W Method (What, Where, When, Why, Who): The 5W 

method (What, Where, When, Why, Who) is a general model 
that can be used to approach a variety of analysis problems 
[29]. This method works by identifying the main themes 
related to the problem to be solved. In the field of data mining 
in social media, we can describe this model in general terms. 
The What aspect identifies what the problem is, what kind of 
data are we looking for? The Where aspect identifies where 
the data is located that we need for analysis. The When aspect 
identifies when the data of interest is to be collected. The 
Why aspect identifies why the event of interest occurred. The 
Who identifies who the social media data is being retrieved 
from (what users’ posts are we interested in). 

2) Inductive Content Analysis: Inductive content analysis is a 
technique used by researchers when the data of interest is not 
numeric, such as text data often seen in social media data 
mining tasks [30]. Researchers use inductive content analysis 
to identify features and develop theories about their data of 
interest. The process is inductive in that researchers analyze 
their dataset to come up with themes and conclusions by 
repeatedly analyzing their data of interest through a series of 
repeated steps. A process of inductive content analysis 
typically begins with the researchers organizing their data 
through some method such as classification and identifying 
the unique groups that are formed. These processes are then 
repeated until the researchers have come up with theories 
associated with their data that can either be further tested or 
explained for the purpose of the analysis task at hand. 

3) Speeded-Up Robust Features (SURF): SURF is an advanced 
feature descriptor used to represent photo content [31]. It is a 
fast and robust algorithm used for feature extraction, feature 
description and feature matching. 

3. Study Summaries 

3.1. Crowdsourcing based Timeline Description of Urban 
Emergency Events using Social Media 

A previous study utilized the 5W model in order to 
crowdsource information on urban emergency events from social 
media posts [29]. The 5W model consists of describing the what, 
where, when, who, and why information about the event. This 
study uses posts from Weibo users to test the effectiveness of their 
model in providing information on urban emergency events. 
Weibo is a social media platform, similar to Twitter, which has 
approximately 500 million users in China. The components of the 
5W method are described and generated as follows: 

1) What: What is the event that occurred? Generated by 
analyzing keywords from Weibo user posts, the authors refer 
to these keywords as “concepts”. For example, if the event 
we are interested in is a fire, “fire” would be one of the 
concepts used to identify posts related to that event. Posts that 
contain these concepts are referred to as “positive samples”. 

2) Where: Once the positive samples are identified from the 
“what” element, spatial information can be extracted from 
those posts. For example, a post like “I see a fire on Huaihai 

Road” indicates that there is a fire and where that fire is 
located. Geographic Information System (GIS) based 
information from check-in locations can also be utilized to 
determine the “where”. Two location-based service 
applications in China, Jiepang and Dianping, allow Weibo 
users to post their check-in location. 

3) When: Determining when the event occurred can be done by 
determining the earliest time stamp for the posts in the 
positive sample and the latest time stamp. The first timestamp 
is referred to as the starting timestamp (ST) and the last 
timestamp is referred to as the ending timestamp (ET). 

4) Who: Weibo posts can identify witnesses of the event and 
potentially the participator of the event. The witness would 
be the poster of the Weibo event, and the participator may be 
revealed from the witness’ post. 

5) Why: Posts by Weibo users may reveal why the event 
occurred, this will often come from posts by news outlets or 
police departments.  

The authors present two case studies, a fire and a hijack 
situation, to test how the 5W model can be used to gain 
information on urban emergency events by crowdsourcing social 
media posts. The authors demonstrated that this model was 
beneficial in retrieving the needed information concerning each 
event from Weibo posts. The authors were able to identify 
relevant posts for each situation, which they called positive 
samples. These posts were retrieved by searching Weibo posts in 
the locations of the two events on the days in which the events 
occurred. From these positive samples, the authors were able to 
identify what happened (the event of interest), where the event 
occurred (from location information attached to the posts), when 
the even occurred (by looking at time stamps related to the posts 
in the positive samples), who the event affected, and why the 
event occurred.  

The authors conclude that the 5W model was successful in 
extracting information about the urban emergency events 
presented in the two case studies. Future applications of this 
model may involve comparing the effectiveness when applying it 
to Weibo posts and posts from a different social media platform, 
such as Twitter or Facebook. 

3.2. Mining Social Media Data for Understanding Students’ 
Learning Experiences 

In [32], the study conducted focused on analyzing Twitter 
posts from engineering students to understand the issues they face 
in regard to their educational experiences [32]. The model 
developed was then used to detect student issues in Twitter posts 
from students at Purdue university. The two main research goals 
of this study were to analyze social media data for educational 
purposes using various data mining techniques and qualitative 
analysis and to analyze Twitter posts from engineering students to 
understand the issues faced by these students in regard to their 
educational experience.  

The authors began by collecting Twitter posts that used the 
hashtag “#engineeringProblems” over a time period of 14 months 
to create their first dataset. The second dataset was created by 
collecting all Twitter posts that are geo-tagged with the location 
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of Purdue University through a search of the Twitter search API. 
The Tweets gathered by searching for the hashtag showed that the 
problems faced by engineering students fall into distinct 
categories. The authors used a Naïve Bayes classifier to classify 
the Tweets into their categories. This classifier was then used to 
classify the Tweets collected from Purdue University to arrange 
the engineering students’ Tweets into multiple categories based 
on the issues they were facing. The authors’ multi-label 
classification model allowed for one Tweet to fall into multiple 
categories. The researchers found that the main issues faced by 
engineering students were things like sleep deprivation and lack 
of study-life balance. 

Because the Twitter posts obtained from the hashtag search 
did not contain pre-defined categories, the authors used inductive 
content analysis to identify categories within the dataset. The 
authors were interested in developing categories based on the 
major issues faced by engineering students. From this inductive 
content analysis, the authors developed six major classes: heavy 
study load, lack of social engagement, negative emotion, sleep 
problems, diversity issues, and others. The authors used multi-
label classification so that one Twitter post could fall into more 
than one of these classes, with the exception of the others class. 
The Twitter posts were organized into these classes by two 
researchers, and F1 scores were generated based on how each 
researcher labeled each post in order to decide on the finalized 
class assignments. The authors found that the Naïve Bayes 
classifier was the most effective classification method for their 
datasets. This classification method was then used to classify the 
Twitter posts from the Purdue University dataset into the six 
classes. The authors believe that the methods they have presented 
here can be applied to other social media platforms, such as 
Facebook, to further analyze issues faced by students. 

3.3. Investigating the impact of social media advertising features 
on customer purchase intention 

Social media ads have become increasingly popular, with 
companies investing a large amount of money for them. The 
biggest rationale of choosing social media ads is the idea that they 
can be customized to the specific individual. For example, based 
on what users post about, like, and share, advertisers can predict 
the most relevant ads for the user to see that will result in a sale or 
a click.  

The study lists out two primary questions, 

1) What is a suitable conceptual model that could be adopted to 
provide a clear picture covering the main aspects related to 
social media advertising? 

2) What are the main factors associated with social media 
advertising that could predict the customer’s purchase 
intention? 

In order to figure out what data need mined, a variety of 
previous studies were analyzed looking at various factors such as 
attitude, irritation, informativeness, creativity, and privacy 
concerns were targeted using platforms such as Facebook, 
Twitter, and Myspace. Based on customer researchers, they found 
that there was a strong correlation between the performance 
expectancy of ads (how well they were geared to individuals) and 
people’s views on social media advertising [33]. 

Structural equation modeling was the technique used for 
analyzing a proposed model based on Cronbach’s alpha value. 
Some methods used in the analysis of the model was Goodness of 
Fit Index, the Adjusted Goodness of Fit Index, Normed-Fit Index, 
Comparative Fit Index, and Root Mean Square Error of 
Approximation.  

A hypothesis test was run on each of the factors to see if they 
were significant in contributing to the prediction of proper 
advertisements leading to increased chance of a consumer 
purchasing using regression analysis. Multicollinearity tests 
ensured for the multiple regression that the variance inflation 
factors were not too high. Average variance extracted (AVE) and 
composite reliability (CR) were additionally tested to make sure 
they were in their recommended levels. 

The research done in this study was able to confirm that being 
able to identify these characteristics can heavily improve the 
ability to target customers with appropriate ads. Hence, when 
mining social media posts in real time these factors are the 
important aspects to be able to filter out and utilize [33]. 

3.4. Corpus for Customer Purchase Behavior Prediction in Social 
Media 

One application of making these models was done in a data 
mining study that analyzed how well iPhone sales could be 
predicted based on social media data. By analyzing tweet’s such 
as “I bought an iPhone” and “Checking out the new iPhone”, the 
corpus collected English tweets related to purchase behavior and 
then manually recorded if a user purchased a product [34]. After 
defining key phrases, extracting product details from eBay pages, 
and analyzing tweets. The proposed methodology by researchers 
in this type of situation would be to use machine learning to train 
a classifier on whether a phrasing results in a buy or not.  

The corpus created for data mining tasks like this can be 
automated as much as possible. Examples of automated labeling 
tasks were provided such as finding the location of users, 
frequency, and past analysis of the same user. All of these items 
are believed to enhance a machine learning corpus to provide 
much more accurate and meaningful results [34]. 

3.5. Predicting Postpartum Changes in Emotion and Behavior via 
Social Media 

As opposed to being able to help predict marketing and 
purchasing information, the researchers utilized user data from 
social media to predict the effect that giving birth would have on 
a mother. In order to accomplish this, tweets were analyzed for 
dimensions of social engagement, emotion, social network, and 
linguistic style [35].  

In order to develop a predictive model and sort through the 
tweets, a two-stage approach was used to construct the sample of 
new mothers. Twitter being public presents a wide range of 
challenges because of the number of public posts and ones that 
may be irrelevant to the predictions being made. To condense the 
data set, the first strategy was to analyze tweets to find users that 
appeared to have a recent childbirth in their lives. These 
remaining individuals served as possible individuals for the 
sample. 
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The various factors of engagement, ego-network, emotion, 
and linguistic style were quantified so they could be rated based 
on the analysis of the tweets. Since Twitter maintains all of the 
Tweets from the user since the beginning of the account, the 
differences in these factors were able to be determined from 
before the child birth to after the child birth. With the calculations 
of these differences, groups were formed (extreme-changing 
mothers and standard-changing mothers) to use in supervised 
learning techniques.  

To avoid overfitting the data, principal component analysis 
and randomized forest procedures were utilized. Methods such as 
linear, quadratic, discriminant classifiers, naïve Bayes, k-nearest 
neighbor, decision trees, and SVM with radial kernels were used 
in the classification process. Out of all of these, the SVM had the 
greatest accuracy with using a five-fold cross validation method. 
Using this methodology, there was a highest point of 80% 
accuracy on a testing data set of being able to classify new 
mothers who would experience postpartum depression after 
giving child birth [35]. 

3.6. Big data analytics for disaster response and recovery 
through sentiment T analysis 

Big data from Twitter and other social media has been used 
for many applications, such as healthcare, multi-channel, finance, 
log analysis, traffic control, homeland security, 
telecommunications and retail marketing but is only in the early 
stages for disaster response and recovery [36]. Emergency help 
related requests during disaster situations rarely use social 
networks [36]. Because crisis situations are chaotic and 
disorganized, big data analysis of these data is a good fit for 
handling the environment. Typically, because of lack of 
information for the affected team, disaster management teams rely 
on incomplete or inaccurate information. Big data analytics can 
assist in getting the right information from large amounts of data, 
analyzing it and providing results to the disaster management or 
rescue teams to enable them to make the best course of action. 

The authors of this study propose a method to identify a 
sentiment towards the philanthropic aids received by the people 
during and after a disaster [36]. While governments typically 
provide relief, the needs of people are not always met as the need 
is not always identified. This study uses tweets collected during 
three disasters to help build a model to meet the needs of those 
affected. First, the data are analyzed and categorized by the 
various needs of the people during and after the disaster. Second, 
various features, such as bag of words, parts of speech-based 
features, and various lexicon-based features are analyzed and the 
best performing algorithm in each category is identified [36]. 
Finally, a visualization method is proposed for the sentiment of 
the basic needs which would help the emergency responders.  In 
order to provide help to emergency responders, a solution must be 
built that uses real-time data and analysis to determine the needs 
of the people during a disaster. The objective of this research is to 
build a conceptual model for disaster response and recovery by 
using the best features that classify the disaster data with highest 
accuracy [36]. 

The data obtained for this study were obtained for the 
following disasters: the India-Pakistan floods in September 2014, 
a seven cyclonic storm named HUDHUD in October 2014 and 

another seven cyclonic storms named Nilofar. These data were 
collected from Twitter and contained 70,817 tweets. Part of these 
tweets were collected from Streaming Twitter API. This API only 
allows users to collect the past seven days’ data. Since historical 
data cannot be obtained through this API, the rest of the data was 
collected using a third-party vendor ‘Followthehashtag’. 
Keywords used to collect data are as follows: HUDHUD, Vizag 
flood, Nilofar, Kashmir floods, India-Pakstan floods, Pakistan 
floods [36]. The data collected for each disaster was collected for 
a specific time frame: HUHUD and Nilofar were collected from 
September 5, 2014 to November 15, 2014; Kashmir floods were 
collected from September 1, 2014 to October 15, 2014. 

The preprocessing step is completed so that the machine 
learning algorithm can interpret the data.  Since Twitter data 
contains Uniform Resource Locators (URLs), numbers, 
abbreviations, etc., it is important to remove these before 
performing further steps. The disaster area tweets are categorized 
by keyword filtering technique, which is common in Twitter 
analytics. The keywords are selected by identifying words that are 
used more than five times and also relevant to the category.  Two 
steps are used in the text classification stage, the subjective 
sentences segregation and feature vector generation. The 
subjective sentences provide the sentiment related information, 
while features convert the subjective sentences to feature vectors 
to be used in the machine learning algorithm [36]. Text is 
separated into subjective and objective sentences based on the 
usage of words. The sentiment of people is identified in the 
subjective sentences. Since separating subjective and objectives is 
a manual task, tools can be used to automate the process. Publicly 
available sentiment-based lexicons are used to categorize the 
subjective sentences. To categorize disaster data, three lexicons 
were considered for the model, one from Twitter domain 
(AFINN) and the other lexicons which contain slang words, 
misspelled words, and morphological variants [36]. The disaster 
data is filtered with the list of positive and negative words from 
the lexicons. Anything not classified as positive or negative is 
removed. Parts of speech (POS) tagging is carried out to filter the 
adjectives and adverbs from entire streams of tweets. Bag of 
words (BOW) feature is where the entire text is represented as a 
list of words. The occurrence of each word is used as a feature in 
training a classifier [36]. Another feature is combining words. The 
adjacent two words are the bigram feature; the adjacent three 
words are the trigram feature. This is extended up to n numbers, 
so n-gram features to train the classifier. As n increases, the 
accuracy decreases. While training, the input is limited to the 
unigram model. Next a machine learning algorithm, support 
vector machine (SVM) is applied, as previous studies show SVM 
is the best algorithm for text classification. During preprocessing, 
the text is converted into a vector which consists of a set of 
features that represents the corresponding disaster related data 
[36]. The SVM algorithm then calculates and plots a hyperplane 
through supervised learning that divides positive and negative 
texts. The linear kernel was found to provide the best results.  The 
results are evaluated by calculating the precision, recall and F-
measure which are the three main metrics for measuring the 
performance of a classification system [36]. Precision is the 
percentage of classified text that is relevant. Recall is the fraction 
of classified text that is retrieved. F-measure is the ratio of the 
combination of precision and recall [36]. After the data has been 
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classified by the SVM algorithm, the positive and negative words 
are used to identify the opinion towards each category [36]. 
Sentiment strength is calculated from these results. In this study, 
the combination of the subjective phrase and machine learning 
algorithm with bigram feature presents the best classification 
accuracy of disaster related data [36]. 

This study used social media to determine the needs of the 
affected people and then using sentiment analysis determines if 
those needs are being met. Various visualizations were used in 
this paper, including box plots. The visualizations make it easier 
for emergency management personnel to understand the needs of 
those affected in order to provide the best assistance. The study 
also helps connect people who are willing to help with 
information regarding how they can help. Many times, an 
unaffected person will offer help, such as clothing or food, but is 
unsure how to get these to the affected people. The proposed 
method helps to bring those people together. 

3.7. World Cup 2014 in the Twitter World: A big data analysis of 
sentiments in U.S. sports fans’ tweets 

It is indicated in recent social media research that sports fans 
use social media for a variety of reasons, including emotional 
response [37]. Present analysis uses big data analysis techniques 
to analyze sports fans’ emotions and behaviors. The authors 
propose to use social media responses to measure the emotions 
and responses to sporting events or television shows [37]. If the 
results prove to be true, this would indicate that text-analysis is 
valid based on specific criteria. The authors also examine whether 
the tweets change with response to the gameplay. This study 
focused on Twitter data with a location stamp from the United 
States, although the World Cup took place in Brazil. This ensured 
the tweets were from users who were not in attendance at the 
World Cup. 

The affective disposition toward a team can range from 
intense liking to intense disliking [37]. Typically, when a team is 
doing well, their fans are more likely to show joy or positive 
emotions. When a team is doing poorly, their fans are more likely 
to show negative emotions.  If a viewer is not a fan of either team, 
they are typically not emotionally invested in the team and do not 
show the same emotions as a fan. Research in social media for 
emotional reasons is limited. Part of the literature review for this 
study found a survey method that analyzed the why sports fans 
used social media during sports and found a significant but weak 
relationship with sports fans’ game enjoyment and their use of 
social media during mediated games [37]. Typically, emotion 
behaviors in data are coded by humans. Since social media data is 
so large, it would be impossible to analyze tweets manually for 
the number of fans watching a sporting event. 

Sentiment analysis has increased over the last decade. Existing 
methods are based on linguistic resources or machine learning. 
The more common approach is to use linguistic resources, which 
uses lists of positive and negative words. This method counts the 
number of times a word appears which allows it to recognize 
words with positive polarity (favorable sentiment), negative 
polarity (unfavorable sentiment) or no polarity (neutral) [37]. 

This study used a natural experiment approach to monitor U.S. 
fans' emotions and reactions during the games when the U.S. 

National Soccer team competed in the FIFA World Cup 2014. 
Sentiment analysis was used to examine the emotions manifested 
in the tweets [37]. Tweets were retrieved using Twitter’s Search 
API during the 2014 FIFA World Cup. A web crawler was 
designed to collect and parse English tweets in real time using the 
following predefined hashtags: #FIFA, #Football, #WorldCup, or 
#Soccer, ignoring letter case. 

Two analysis methods were used for sentiment analysis. First, 
NRC Word-Emotion Association lexicon was used to measure 
specific emotions, such as fear, anger, joy, sadness, disgust, 
surprise, trust and anticipation [37]. The authors used the lexicon 
words’ frequency to measure the strength of the specific 
dimension [37]. An R application was used to extract the features 
from a tweet and create a score by counting the words that 
matched the eight categories or emotions listed above. Second, 
the tweets were then analyzed for emoticons expressing the mood 
with either a :( meaning sadness or :) meaning joy [37].  

The findings of this study show that fanship of a team 
enhances one’s worries and involvement in the game but being a 
fan of a sport is mainly tied to enjoyment and emotional release 
(anticipation). The use of big data analysis of the sentiments was 
as expected and can be reasonably explained [37]. 

3.8. A context-aware personalized travel recommendation system 
based on geotagged social media data mining 

A previous study focused on using social media data to build 
a travel recommendation system [38]. The goal of this study was 
to build a system to recommend travel points of interest in 
different locations based on data obtained from social media posts 
previously made by users during previous travels. The idea being 
that the system can recommend a point of interest to a user in a 
new travel city, based on the previous points of interest they have 
visited in other cities. The authors built a system with a variety of 
functions in order to accomplish their goal of building this travel 
recommendation system. Their method was tested on the public 
API of the social media platform Flickr to collect the metadata of 
736,383 photos that were taken between January 2001 and July 
2011 in six different cities within China.  

Geotag information available on the photos allowed the 
authors to cluster photos together based on location using the P-
DBSCAN clustering algorithm. This method worked by 
clustering photos by location based on a predetermined maximum 
radius. Once the clusters were created, the authors used term 
frequency-inverse document frequency to score the location tag 
of each photo. The higher the score indicates a tag for a more 
distinctive location. Based on these results, the authors used 
Google Places to find points of interest associated with each 
location. The authors then used the timestamps of users’ photos to 
determine the average time a visitor would spend at each point of 
interest. Matrices were built to examine the interests of users in 
each location. The Pearson correlation metric was then used to 
build a similarity matrix to find similarities among users’ 
traveling patterns. The authors conclude that the method they have 
proposed was successful in examining user preferences and 
correctly suggesting travel points of interest in new cities based 
on their previous posts and their similarities to other users. 
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3.9. A Big Analytics Method for Tourist Behaviour Analysis 

Big data analysis is lacking in the social media field in relation 
to decision making, specifically in Tourist Destination (TD) 
Management. This study focuses on supporting strategic decision-
making in this sector because big data analytics has not provided 
use cases for strategic decision support [31]. TDs are areas of 
interest within a locality that tourists may visit or participate in 
sightseeing. Tourists share data via multiple sites: Flickr for photo 
sharing, YouTube for video sharing, Twitter for immediate 
response sharing, and Facebook for photo and comment sharing 
and discussion. These data could provide important information 
to tourism authorities, although they rarely collect the data. This 
study uses publicly available geotagged photo data on the photo-
sharing site, Flickr. 

This study evaluates a method based on unstructured data with 
meaningful content that is tourist focused. The method used in this 
study combines text processing, geographical data clustering, 
visual content processing and time series modeling to address the 
DMOs decision support needs. The results may provide DMOs 
with information in forecasting future and seasonal demands of 
tourism development, management and planning [31]. 

Textual metadata often contains keywords. These data are 
usually unstructured, which requires some pre-processing. The 
authors employed a text processing tool, General Architecture for 
Text Engineering (GATE). The geographical data clustering step 
is the next step in the process. Here, the authors aim to identify 
popular locations for each of the identified tourist interests. A 
clustering technique, P-DBSCAN, is used to identify popular 
areas of interest. It includes both the number of tourists that visit 
the location and the number of photos. This ensures that the 
identified locations have many visitors. 

For each location, tourism managers are interested in the most 
representative photos for each tourist interest [32]. Representative 
photos identification was completed in two steps: Visual Content 
Representation and Kernel Density Estimation.  For the visual 
content representation step, the authors adopted Speeded-Up 
Robust Features (SURF). A popular approach to represent photo 
content using local region descriptors is to represent each image 
as a visual bag of words. The descriptors are first extracted for a 
large set of local regions extracted from a set of random photos. 
K-means clustering is then applied to create a visual word 
vocabulary. Visual words are defined as the center of clusters and 
the value of k determines the number of visual words available 
[31]. Kernel Density Estimation (KDA) is then applied. The 
probability density function is calculated for each photo. The 
photos with the highest probability density function are 
considered the representative photos. The theme for each photo 
collection can be identified by examining the small selection of 
representative photos.  

In order to determine how frequently and how many tourists 
can be expected to visit in certain months, a time series model is 
created. Popular fitting functions include linear, exponential, and 
quadratic types [31]. The mean absolute error (MAE) is used to 
select the most appropriate model for trend estimation rather than 
predict the actual value of the time series. A seasonal component 
is removed from the time series. The trend was modeled using a 

quadratic function and the seasonal means are calculated by the 
average of seasonal components for each month.  

Those four techniques are combined in the solution artefact to 
process and analyze different types of data (textual, geographic, 
photos and time) in order to offer insight into tourist behavior and 
perceptions. The authors propose using the time-series model to 
predict tourism demand. The DMO will have insight into tourist 
interests but also time series trends, including any seasonal trends, 
which will help with strategic planning and decision-making. 

The authors chose to use a representative sample of tourists’ 
social media data for Melbourne, Australia. Geotagged data was 
extracted and processed using the techniques already described. 
These data were extracted from Flickr using its API using the 
coordinates of a bounding box around Melbourne, Australia 
(based on the longitude and latitude from Google maps).  

Time series models were then built for forecasting future 
tourist demand in Melbourne. Seasonal mean models were created 
to determine seasonal patterns. These models help determine 
seasonal patterns of travel which can be used to determine tourist 
arrival. This will aid the tourism managers in strategic planning 
and decision making. These data showed no seasonal pattern for 
local Australian tourists. The pattern of tourists was different 
among the groups of data (Australia, Asia, Europe and North 
America), however was the same within the groups. For example, 
in North America, the high peak season was between January and 
March and in November; the low peak season was April through 
September. 

This study automatically detects tourists interests in places 
and objects [31]. The authors were able to extract meaningful 
information from the geotagged photos, thus creating a solution 
that provides DMOs with information to make meaningful 
decisions based on key patterns and trends in tourist social media 
data. The full artefact in this study was presented to both academic 
and industry audiences, which helped improve the design [31]. 
The authors were also able to test the results of the artefact using 
not only the Melbourne data but data from other locations. Only 
data from Melbourne was presented in this study. If a sufficient 
number of photos are collected, this method proves to be effective 
for any city. 

3.10. Network-Based Modeling and Intelligent Data Mining of 
Social Media for Improving Care 

In [39], the study conducted aimed to analyze forum posts 
related to cancer treatment to identify positive and negative 
feedback to the treatments and side effects [39]. This study also 
aims to identify “influential users” within the forums of interest. 
Pharmaceutical companies have been tasking their IT departments 
with using social media data mining techniques to retrieve 
reviews from patients that have used their medication in order to 
easily retrieve feedback on their product. Social media data 
mining in reporting feedback of care can also be used by doctors 
and patients to improve care. Doctors may use such a system to 
recommend more effective treatment options and patients can use 
such a system to see previous feedback on treatment options that 
have been proposed by their doctors. This task is often completed 
using patient surveys; however, the authors indicate that social 
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media data mining for this purpose allows for access to more 
readily available information. 

The authors of this study were interested in user feedback of 
the drug Erlotinib, which is used in the treatment of lung cancer. 
The authors began this experiment by searching the web for 
popular cancer forums, specifically those with a significant 
amount of posts related to lung cancer, four online forums were 
identified in this step. Within these forums identified, the authors 
searched for posts specifically related to lung cancer medication 
and noted that Erlotinib was the most frequently discussed drug. 
The authors then searched all of the forum posts for common 
terms related to positive and negative feedback, this was done 
using a Rapidminer data collection and processing process. The 
result of this step was a final list of words associated with negative 
and positive feedback; each word was given a term-frequency-
inverse document frequency (TF-IDF) score. The words with the 
highest TF-IDF scores were tagged using a modified NLTK 
toolkit in order to add positive tags to negative words and vice 
versa. For example, for a post that says, “I do not feel great”, a 
negative tag was added to the word “great”. The authors then 
removed similar words and words that appeared less than 10 
times, the result was a list of 110 words, half of which were 
positive and the other half being negative. 

Another word list was created based on searching all forum 
posts related to side effects of Erlotinib. In order to identify terms 
associated with side effects, the authors referred to a vocabulary 
list from the National Library of Medicine’s Medical Subject 
Heading. A list of the words related to side effects were then fed 
into the Radidminer processing tool in order to assign TF-IDF 
scores to each word. Words with the highest score, that appeared 
at least 10 times, were kept for the final list of words relating to 
side effects. The result of these two processes was a dataset of 
user forum posts which were each transformed into two vectors, 
one with 110 variables for the TF-IDF scores for the 
positive/negative terms and another with 10 variables containing 
the TF-IDF scores for the side effect terms. The vectors were then 
analyzed for clusters using Self Organizing Maps (SOM). The 
forum posts were first manually labeled as negative or positive 
before they were fed into the SOM. The purpose of the SOM step 
was to analyze the clusters formed, and the weights associated 
with those clusters, to see if there was a relationship between the 
clusters identified and the classification of the post being negative 
or positive. 

The next step was to identify those users in the forums that are 
considered “influential.” This was a topic of interest because these 
influential users can often drive the opinions of other users within 
the forum. This process was done using a combination of 
network-based analysis with a Markov chain modeling the 
various connections between nodes of the network. The opinions 
of these influential users were then analyzed to identify them as 
being negative or positive using a module average opinion (MAO) 
approach. This formula takes the sum of the TF-IDF scores 
associated with positive terms, minus the TF-IDF scores of the 
negative terms, and then divides this difference value by the sum 
of all TF-IDF scores. Lastly, forum posts related to side effects 
were identified using the list of side effect terms previously 
developed. The authors found that most feedback related to the 
drug was positive. The authors demonstrated that they were 

successful in identifying “influential users” within the forums. 
These users were found to interact with other users on the forums 
very often and that users looked to these influential ones for 
further information. The authors used t-tests to score the posts 
associated with side effects, finding that rash and itching were the 
most frequent side effects reported. The authors summarize that 
methods similar to these can be used in the future to improve 
patient care and reduce costs. 

3.11. Filtering big data from social media –Building an early 
warning system for adverse drug reactions 

Adverse drug reactions (ADR) are unintended reactions or 
side effects for a medication. Usually, these are determined during 
clinical drug testing trials. The World Health Organization 
(WHO) uses “early warning” systems to monitor ADRs. Usually, 
the early warning systems are based on feedback from 
pharmacists and physicians rather than the patient. A growing 
number of pharmaceutical companies are now allowing 
consumers to report symptoms directly to them in order to ease 
legal and monetary implications [40]. Not all countries use 
consumer reports and even the ones that do have experience a 
delay in getting consumer reports of serious ADRs. Because of 
this, a different approach is needed. 

Patients have taken to social media to discuss their medication 
use and experience. This information could be used for healthcare 
research. The user-generated content (UGC) is an emerging trend 
of data for early detection of adverse disease events [40]. Users 
tend to share their perceived risk of an ADR on a social media 
platform. These data provide an opportunity to mine the data for 
a relationship between drugs and their interactions. The challenge 
to this type of data is the messages are usually sparse and highly 
distributed. It is easy to obtain large amounts of unlabeled social 
media data, but it is costly and time consuming to manually 
classify and label the ADR messages to build an early warning 
system. 

The objective of this study was to develop a process to scan 
large amounts of text-based posts collected from drug-related 
Web forms. The system will integrate both text and data-mining 
techniques to extract important text features from the posts and 
then classify the posts into positive/negative examples based on a 
few pre-identified ADR related posts. The classification process 
is based on a partially supervised learning method, which uses a 
small number of known positive posts to identify other posts of 
similar text features from a large corpus of unlabeled posts [40]. 
The results can be used to build an early warning system to assist 
the Food and Drug Administration and pharmaceutical 
companies. 

Data collection consisted of crawling of Web forums to gather 
patient posts from social media. This study focused solely on 
discussion boards, in particular Medhelp, however the method 
could be expanded to include social media platforms such as 
Twitter and Facebook. The authors used domain experts to tag a 
large sample of posts related to the drugs in this study. If any ADR 
wordings were identified, it was labeled as a positive example; 
otherwise, it was a negative example.  

The Latent Dirichlet allocation (LDA) is applied to construct 
a topic space over the corpus. It uses a small number of topics to 
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describe a collection of documents. The LDA model reduces the 
dimensions while maintaining the structure of the document. The 
authors then used the Gibbs sampling inference algorithm for 
approximation. During classifier construction, the authors 
selected reliable positive and negative examples to fit the 
distribution of the positive and negative classes, respectively. 

In order to reduce the diversity of topics, the negative dataset 
is partitioned into smaller clusters. Here, they used the k-means 
clustering method. After the negative examples were extracted, 
they moved to the positive examples. The authors used Support 
Vector Machines as the text classifier. 

Four benchmark methods, Example Adaptation for Text 
categorization (EAT), Positive examples and Negative examples 
Labeling Heuristics (PNLH), Active semi-supervised Clustering 
based Two-stage text Classification (ACTC) and Laplacian SVM, 
were compared with the method used in this study. The paired-
sample Wilcox signed-rank test was applied to assess the 
statistical significance with respect to the best benchmark method. 
The approach in this study outperformed the benchmark 
techniques in most cases. 

3.12. Helpfulness of user-generated reviews as a function of 
review sentiment, product type and information quality 

In dealing with data mining, text analysis plays a vital role in 
filtering through reviews that people write for products to 
determine if they are useful or not. In this study, a method was 
developed to model the large amounts of reviews that people post 
on a daily basis (from sites such as Amazon) to determine which 
of those reviews are actually helpful.  

In order to collect the data, reviews were collected and 
multiple regression was used to classify reviews as helpful or not. 
Text analysis revealed that extremely high and extremely low 
reviews were often over inflated, being based on very 
individualized experiences that would not help a wider audience. 
ANOVA served as a statistical measure to analyze the differences 
between the various categories of review (such as by star rating). 
Text analysis found that in the majority of cases, the most helpful 
and detailed information was being found in the 4-2 star rating 
[41]. 

Further filtering was able to be performed to determine truly 
useful features of reviews. Further modeling was performed to be 
able to factor in product type, which had different factors that 
impact what reviews are deemed to display quality information. 
Further considerations in this work can be to put important 
reviews more accessible to customers or identify fake reviews that 
are being posted simply to increase or decrease a specific product 
rating for an online site [41]. 

4. Overview of Findings 

4.1. Social Media Studies 

In the paper describing urban emergency event description 
through social media data mining, the authors developed a simple 
5W model to describe the event of interest [29]. This method is 
very simple in that it only requires searching through public posts 
within a given location on a certain date range to describe an event 
that has already occurred. This paper showed how easily 

information can be extracted from social media posts using basic 
words to search posts. While this paper develops a user-friendly 
way to search for social media posts of interest, there are some 
issues that could arise from this method. For example, if a 
researcher were to use this information to search for posts related 
to a fire that occurred in a certain area on a given date, searching 
for the word “fire” in Weibo posts may result in posts being 
returned that had this word but that were not related to the event 
that occurred. While this is still a good method to identify posts 
of interest, one should be aware that a method would need to be 
developed to filter-out posts that are irrelevant to the topic of 
interest. In the future, researchers should come up with an 
algorithm that can be employed to filter-out posts that are 
irrelevant to the current topic of interest. Future work involving 
these methods should also consider that size of the dataset that 
will need to be searched for relevant posts. In this example, the 
event was in a specific location. If this model were to be applied 
to future research that was concerned with a larger geographic 
location, for example an entire country, additional methods, such 
as programing, may need to be deployed to efficiently search 
through social media posts to find those that are of interest.  

In the paper which described a system for identifying student 
experience, the authors used Twitter API search and Naïve Bayes 
classification to examine the problems faced by engineering 
students [32]. An easy method of searching for a relevant hashtag 
within Twitter was implemented. This approach works well for a 
system like Twitter in which users’ posts very often include 
hashtags to identify the main themes in the post. The authors 
showed that the Naive Bayes classifier performed best with their 
dataset of interest. It is important to test multiple classification 
methods when analyzing datasets such as this one to find the best 
method. Future research that involves a similar dataset could use 
the methods described by these authors to compare if such 
methods would apply to all Twitter post datasets searching for 
hashtags of interest, or if the best classification method varies 
depending on what the resulting dataset is after a Twitter API 
search.  One limitation to this specific approach was that the 
authors only searched for problems faced by engineering students 
but did not develop a method to identify positive feelings from 
engineering students. A collection of data like this may imply that 
only negative experiences were faced by engineering students. It 
would’ve been beneficial to compare positive posts from 
engineering students to learn more about the engineering student 
experience as a whole. In the future, this same algorithm could be 
applied to include other social media platforms, such as Facebook, 
because not all students actively use Twitter. An addition of this 
experiment should also involve coming up with positive hashtags 
or terms that would be used to identify posts of engineering 
students. 

While studying “Investigating the impact of social media 
advertising features on customer purchase intention” it was clear 
that sites such as Facebook and Twitter performed well for the 
model [33]. However, the applications of this research were not 
tested in other social media environments to see if the same results 
would hold up. One argument for this is the reasoning of why 
certain personalities gravitate towards specific types of social 
media platforms. Since much time was devoted to model validity, 
it would have been worthwhile to explore how well the model did 
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analyzing photo captions on a site such as Twitter, or tying in 
photo analysis itself. As opposed to just text, video and images on 
social media could provide an unseen angle as to how customers 
look at products [33]. As viewed in the introductory section, with 
all social media platforms experiencing a rise in recent years, 
further work should be done to view correlations and associations 
between the various sites to see what behaviors can be seen as a 
commonality. As the data was collected from a survey of 
participants, it would be beneficial to anyone using this model to 
test it against a randomly selected group of individuals from other 
areas. 

Corpus for Customer Purchase Behavior Prediction in Social 
Media provided insightful methodology of how social media 
posts could be used to determine if an individual would buy a 
product based on what they posted [34]. The downfall of this 
article was that it did not actually create a workable model that 
could be tested. Therefore, all proposed methodology were based 
off of other studies and what should theoretically” work and 
produce the best results (i.e., appropriate classifiers, sentiment 
analysis procedures, learning methods) without demonstrating 
that these claims were in fact true. This work does however 
provide an easy point for new researchers to build off of to help 
develop a working model. While the article mentions twitter 
extensively to obtain the data, no reference is mentioned as to how 
this would actually fully be implemented. Based on other studies, 
it seems reasonable that Twitter API searches could be 
implemented to gather tweets that could be fed into this proposed 
model once it is created [34]. 

The paper “Predicting Postpartum Changes in Emotion and 
Behavior via Social Media” provided several different methods of 
how to classify the data once text analysis was performed. This 
idea was an extremely highlighting feature of this paper since it 
involved linear and Quadratic discriminant classifiers, Naïve 
Bayes, k-nearest neighbor, decision trees, and support vector 
machines as tested methods. This allowed the reader to confirm 
the results of several other studies that SVM appeared to be the 
classification method which yielded the highest success and 
reliability rate [35]. The paper also shows social media can apply 
to make predictions about important aspects of people's lives. 
While the study focused primarily on Twitter, it would have been 
beneficial to see if the performance held up over other platforms 
as well [35]. Extensions in the research could also examine 
commonalities between the various social media platforms to 
make extensions on how a model for one social media platform 
may perform or be adjusted for any of the others. Based on the 
analysis performed and the more reliable results from the SVM 
classification method, this should form a good method choice for 
testing the analysis of text on sites that allow users to be more 
expansive with their word limits in posts. Additional analysis of 
the SVM method’s reliability correlated with character length 
would provide great insight into if SVM is an overall choice for 
this type of analysis, or if it is the most effective when a stricter 
character limit is imposed on a user. 

In the paper describing a system to perform sentiment analysis 
in response to disaster responses and recovery, sentiment analysis 
and SVM were used to create a classification system for social 
media.  These results were presented to emergency responders in 
a visual form to help understand the needs of those affected [36]. 

The combination of both sentiment and SVM proved to be an 
effective method of classification. The method also included bag 
of words, where the entire text is shown as a list of words.  The 
downfall to this is when taken out of context, the words may seem 
unimportant but in the full context of a sentence or tweet the word 
may be very important.  Improvements to this study would be to 
include data from other sources, instead of only Twitter data, as 
well as considering sentences rather than individual words within 
tweets to ensure the context is captured properly. Also, particular 
keywords were provided to extract the appropriate data.  Another 
improvement would be to create an algorithm that monitors 
Twitter data for an increase in use of a particular word or sentence, 
as is done with data that is trending in Twitter. The authors 
suggested future studies could include data from various disasters 
to improve the accuracy of the model. With multiple social media 
platforms, extracting data from multiple sources, while complex, 
could also improve the disaster response models.   

In the paper describing a system to analyze sentiments of U.S. 
sports fans using tweets, sentiment analysis was performed using 
two methods: NRC Word-Emotion Association and analysis of 
tweets for emoticons expressing the mood.  This study presented 
results that were expected: a fan’s emotional state during a game 
is directly related to how well or how poorly their team is 
performing [37].  A limitation of this study is that a very specific 
group of fans was analyzed. The study used tweets from US fans 
that watched the World Cup 2014 from the United States, not in 
person.  The authors assumed that when fans were happy it was 
because their team was doing well, so their assumption and 
hypothesis were essentially identical [37]. Data was collected 
only during the games.  An improvement to this study would be 
to collect tweets from a longer time frame to determine if the users 
are truly fans of the team or only fans during the particular game 
evaluated.  Additional statistical techniques could be applied, 
such as SVM, which works well with text classification. 
Individual words within the tweets were examined, rather than 
examining the context of a word within a tweet.  To improve this 
method, future research could involve examining the entire tweet 
to ensure the proper context is examined.  

4.2. Photo Sharing Studies 

In the paper describing the creation of a travel 
recommendation system, the authors used a combination of P-
DBSCAN clustering and TF-IDF to create a travel 
recommendation system based on the user's previous travel data 
[38]. This system was based on making recommendations for new 
travel locations based on previous locations the user has traveled 
to. The authors proved that their method of combining P-
DBSCAN clustering and TF-IDF was efficient, and successful, in 
handling large datasets. With the size of the dataset that this 
method was tested on, one can assume that the same methods 
would be successful if an application of this kind were to be 
available to all social media users when traveling. It is likely these 
methods would be successful in other recommendation 
applications that used social media, such as an application to 
recommend restaurant options in a user’s location. While the 
methods presented here provide a reliable system to follow to 
make future recommendations, there is some room for 
improvement in that the researchers only consider making 
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recommendations for users in which previous data has been 
supplied. A system such as this would not work for new users 
because there would be no previous data to go off of. A system 
such as this one should include an additional feature that new 
users can use to answer questions based on previous travel that 
has not been tracked in the travel recommendation system. A 
questionnaire which identifies previous places the user has 
traveled to and points of interest visited in those locations would 
improve the function of the travel system to be more beneficial to 
new users.  

In the paper describing a system defining tourist behavior, the 
authors used Flickr’s API to export photos and related metadata 
for analysis.  The methods used were General Architecture for 
Text Engineering (GATE) for text processing, and P-DBSCAN 
for clustering [31].  P-DBSCAN is used to identify popular tourist 
areas. Speeded-Up Robust Features (SURF) and Kernel Density 
Estimation are applied. Time series models were used to 
determine the future tourist demand and seasonality demands.  
This system proved to be effective for not only the location 
analyzed in this study, Melbourne, Australia, but also for other 
locations if sufficient data is collected [31].  The strength of this 
study was that the authors incorporated tourist photos, which had 
not been done in previous studies.  One limitation was the 
metadata for the photos.  Complete metadata was not available for 
all photos extracted from Flickr.  Another limitation was only one 
site was used to extract data.  This limits the information to only 
photos and does not include emotional responses that may be 
found in other social media, such as tweets.  A future 
recommendation would be to include data from some of the other 
social media platforms, such as Instagram, Snapchat, Facebook 
and Twitter to improve recommendations. Multiple types of data 
could also be analyzed, including photos, videos and status 
updates.  Some users may tag themselves into a location without 
sharing a photo, making it valuable to collect other types of data. 
These additional data would likely require adjustments to the 
model; however, the model would provide a good foundation. 

4.3. Medical Forum Studies 

In the paper which described a system for improving medical 
care, the authors use a combination of TF-IDF and self-organizing 
maps to analyze forum posts within various medical forums [39]. 
The authors’ model was careful to add negative and positive tags 
so that these posts were categorized correctly. The authors also 
identified influential users that could potentially sway the 
opinions of new users. As shown in the other papers mentioned 
here, TF-IDF is a common method used when analyzing social 
media posts, and it has shown to perform well for extracting 
information of interest. The authors show that the use of self-
organizing maps is successful when the goal is not only to find 
social media posts relevant to your topic of interest, but also to 
find which users are considered to have influence over other users. 
One item that the authors did not consider was how long users of 
the forums may have been taking the drug of interest. It is well 
known that there is a period of time when a person begins taking 
a new drug in which their body is adapting to the drug, so some 
side-effects may be more intense for a period of time in the 
beginning. An improvement to this system may be to retrieve 
information on how a users’ post may change over time after they 

have been taking the drug of interest for a longer period. The same 
logic would apply to medical treatments that don’t specifically 
involve drugs, such as a new kind of therapy that a patient is 
trying.  

In the paper describing an early warning system for adverse 
drug reactions, the authors used Latent Dirichlet Allocation and 
Support Vector Machines to classify text from Medhelp [40].  
Domain experts were used to tag sample posts related to the drugs 
in this study.  If any ADRs were identified, the posts were marked 
as positive examples; otherwise, they were marked as negative 
examples.  Support Vector Machines are particularly effective in 
text analysis.  LDA performed well against the benchmarks from 
other studies that were presented in this paper. One limitation to 
this study is the need to use domain experts to classify posts. 
When human interaction is needed with big data, the sheer 
number of posts that can be evaluated is limited. In the future, an 
improvement could be creating an automated system to evaluate 
the social media posts rather than relying on a human to interact 
with the data.  This would provide a larger sample of data, and 
allow the system to react in real-time, or close to real-time. As the 
authors discussed, an improvement to this model would be to 
collect from other sources, such as social media posts, rather than 
just web forums.  While this method appeared successful 
compared with the benchmark methods, it is hard to imagine 
doing large scale analysis while relying on domain experts to 
manually review data in order to build a model. Other methods 
considered as well, since SVM and sentiment analysis were 
successful in several of the studies observed.  

4.4. Product Review Studies 

In the paper which described how to build a function to 
determine the helpfulness of user-generated reviews as a function 
of review sentiment, product type and information quality, text 
analysis was relied heavily on to be able to examine reviews [41]. 
Text analysis is a very big need when collecting data based on 
what people right. With the number of variables required to take 
into consideration, multiple regression was selected as the method 
of analysis with ANOVA being used to analyze the differences in 
the types of review classifications (such as 1-star, 2-star, etc.). In 
this text analysis situation, sentiment analysis did not appear. 
Since the text was already broken down into categories based on 
how a user rated them, it is interesting to wonder if this is the 
reason why sentiment analysis never made an appearance. From 
a classification standpoint, sentiment analysis would likely need 
to be used to classify them into their rating category, if this step 
was not already completed. Hence, it would have been an 
interesting extension if the researchers could have applied this to 
social media (as other papers) to analyze the mentions of products 
and then analyze if posts are useful [41]. As the authors only 
analyzed three product searches and three experience searches, 
the fact that the helpfulness and quality varied greatly over the 
review sentiment and product type raises questions of how this 
methodology would perform if used to model more diverse 
products.  

5. Conclusion 

In this paper, we evaluated twelve research papers that 
explored various data mining techniques for social media data.  
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While many methods were used for analysis, common themes 
were text analysis, SVM and sentiment analysis.  The previous 
researchers used a variety of methods to extract data, such as using 
the API for the social media platform.  Both the Twitter Search 
API and the Flickr API were used to extract data in some of the 
studies.  Future recommendations were made for each individual 
study, sometimes recommending methods that worked 
particularly well in one of the other papers evaluated. Several of 
the studies evaluated were similar in theme but did not necessarily 
use the same types of analysis.  All of the methods provided 
sufficient results for the studies, but it was interesting to look at 
different methods used for similar studies. 

In the study that utilized social media posts to describe 
emergency events, the 5W method was used.  Another study that 
also used social media for emergency events used sentiment 
analysis to determine the needs of the affected people.  The 
authors used several algorithms, including SVM and sentiment 
analysis.  Both of these studies had similar goals but very different 
and effective approaches. This may show that while a particular 
big data technique may work best in a situation, there are multiple 
research methods worth testing. 

Two studies used proposed methods using Flickr data to 
provide recommendations to travelers and Travel Destination 
Management.  Both of these studies used P-DBSCAN, but one 
expanded the recommendations further by analyzing seasonal 
timeframes of destinations.  P-DBSCAN was effective in both of 
these studies. 

The studies that used social media for improving medical care 
used different methods. The study monitoring feedback of the 
drug Erlotinib used a combination of TF-IDF and SOM. The study 
monitoring ADRs used LDA, k-means clustering and SVM as a 
classifier.  Since the methods tested provided sufficient results, it 
would be worth further study to compare both methods to 
determine the best approach for using social media to analyze 
medical data. 

Three studies evaluated social media for products. All three 
used different techniques in data mining. The Goodness of Fit, 
structured equation modeling and other similar models were used 
when investigating the impact on purchase intent.  The study that 
focused on predicting iPhone sales proposed using machine 
learning to train a classifier based on phrasing in social media 
posts.  The final product study focused on the helpfulness of 
product reviews. Multiple regression and text analysis were used 
in classifying reviews.  

One study used Twitter data to evaluate students’ learning 
experiences.  Naïve Bayes was found to be the most effective 
classification method. 

While all of these studies were based on social media data, 
they show there many diverse ways to effectively classify and 
analyze the data. 
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 The effectiveness and suitability for the reliability and test of the embedded software of the 
automotive EHPS (Electrical Hydraulic Power Steering) pump are extensively explored in 
this paper. The Crow-AMSAA analysis has been applied to evaluate the embedded software 
reliability growth based on the failure data collected in the prototype phase and in the field. 
The slope β of the Crow-AMSAA plot is smaller than 1 which indicates that the reliability 
of the embedded software is increasing and failure rate is decreasing. The field 
performance and reliability of the embedded software, which is the key indicator to evaluate 
the effectiveness and suitability of the reliability management and testing methods used in 
design and development, are also summarized in this paper. Using the real field and zero 
mileage data to evaluate the effectiveness and suitability of DFR (Design for Reliability) is 
also beneficial for the company to make the continuous improvement for the future 
embedded system/software design and development. 
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1. Introduction 

This paper is an extension of work originally presented in paper 
entitled "An Automotive EHPS Software Reliability and Testing" 
that was published in 2020 Annual Reliability and Maintainability 
Symposium (RAMS) [1]. The previous paper was addressing the 
methodologies for Design for Reliability (DFR) and testing of the 
embedded software. This paper is using the data collected in the 
prototype build and in the field to address the reliability growth, 
the effectiveness and suitability of the reliability management and 
testing which were used in design and development. (Figure 1 
shows the scopes of these two papers). 

The vehicle steering system consists of steering wheel, 
column, EHPS pump, steering gear, pipes, and linkage etc.. EHPS 
pump has a hydraulic pump, BLDC (brushless direct current) 
motor, and ECU (electronic control unit). The hydraulic pump is 
driven by an electrical motor, and motor is controlled by ECU. 
EHPS pump provides the hydraulic flow to the steering gear in 
the power steering system. The control software is embedded in 
the MCU (Microcontroller Unit).  (Figure 2 shows the EHPS 
pump and its interface). 

 

1.1. Advantage of EHPS pump 

Comparing to the conventional engine belt driven hydraulic 
power steering pump, the EHPS pump is powered by vehicle 
alternator and controlled on demand by the algorithm, the 
conventional engine belt driven hydraulic power steering pump 
operates continuously while the engine is powered. The EHPS 
pump provides 70% energy saving over a comparable 
conventional power steering pump with constant displacement 
volume.  

1.2 Control Software of EHPS pump 

Control software quality is the key for providing reliable and 
safe power steering system operations. The application of 
systematic processes and techniques ensures software 
reliability.  This includes the DFR (Design for Reliability), 
component and sub-system level reliability test, vehicle level test, 
and feedback from the field during development and the life of the 
product. The quality of the control software is also a concern for 
the OEMs (Original Equipment Manufacturer).  In [2], the author 
illustrated the embedded software in crisis with examples from the 
automotive industry. In [3], the authors edited the Automotive 
Embedded Systems Handbook which provides an introduction and 
the scientific challenges to the automotive embedded system. The 
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dependability and performance of an embedded system is also 
depending on communication networks and protocols. Hence, 
certain characteristics on communication network have to be 
verified. In our case, the CAN (Controller Area Network) 
communication is used. 

In addition to applying the DFR and testing methodologies in 
the software design and development, the effectiveness and 
suitability of DFR and testing of the embedded software need be 
evaluated [Figure 1]. 

1.3 Literature review 

In [4], the author stated that software reliability is different 
from hardware reliability, it does not follow bathtub curve, it 
follows revised bathtub curve (shark teeth curve). This matched 
our experience when new features were added in earlier 
prototypes. During development, we placed a strong emphasis on 
regression testing.  In [5], the authors described the enormous 
potential for defect prevention that can be achieved before the 
software is even tested. We saw that the quality difference between 
the concept prototypes and the production software which used 
different processes. Our evaluation is ongoing regarding the use of 
identical processes for concept prototypes and production 
software.  The ASPICE process [6] matches [7] which proposed 
the software reliability assurance approach during its life cycle, 
and in [8] the authors is to address the software complexity. In [9], 
the authors presented a new embedded software reliability growth 
model. We are still evaluating the most practical calculations for 
future projects. In [10], the author proposed a verification strategy 
which enhances the effectiveness of integration testing of the 
distributed software functions. In [11], the author described the 
organization to adapt the standard classification scheme to and 
describes a methodology for comprehensively evaluating defect 
classification schemes. In [12], the authors describes the impact of 
strategical decisions on the software quality. In [13], the authors 
described the model based verification for embedded software. In 
[14], the authors introduced a method for constructing a software 
reliability evaluation framework based on historical data. They 
establish a software reliability evaluation model based on code 
metrics. In [15] proposed two approaches to use metric to analyze 
the large amount of measurement data generated during the 
software development process. In [16], the author proposed a 
technique to guide for the selection of an appropriate software 
reliability model for an ongoing software development project. In 
[17], the authors performed a review of currently available 
quantitative software reliability methods. In [18], the authors 
proposed a hazard-based effect analysis method to assess the 
distribution of the hazard degree of a remaining requirements fault. 
In [19], the authors described that the full automation of 
evolutionary testing method can improve the effectiveness and 
efficiency of the test process. 

We apply the Crow-AMSAA (CA) model and field return data 
analysis methods to evaluate the effectiveness and suitability of the 
software reliability. The advantage of our methods is to use the 
system level or field failures on the vehicle to assess the 
component level embedded software reliability. 

The CA and field data analysis methodologies are introduced 
in section 2. The data analysis of CA and field data is described in 

section 3. The lessons learned and effectiveness of DFR methods 
are also summarized in section 3. In section 4, the lessons learned 
and effectiveness of the testing are summarized.  Finally, the work 
of this paper is summarized in section 5. 

2. Methodologies 

2.1. Crow-AMSAA Reliability Growth 

Dr. Crow proposed that the Duane model can be represented as 
non-homogeneous Poisson process (NHPP) model under Weibull 
intensity function ([20], [21], [22]).  

When CA model applies, the cumulative failure N(t) can be 
calculated  as following  

 𝑁𝑁(𝑡𝑡) = 𝜆𝜆𝑡𝑡𝛽𝛽                                                                              (1)  

𝐿𝐿𝐿𝐿𝐿𝐿(𝑡𝑡) = 𝐿𝐿𝐿𝐿(𝜆𝜆) + 𝛽𝛽𝛽𝛽𝛽𝛽(𝑡𝑡)                                                       (2) 
The model intensity function  𝜌𝜌(𝑡𝑡) = 𝑑𝑑𝑑𝑑(𝑡𝑡)

𝑑𝑑𝑑𝑑 
= 𝜆𝜆𝜆𝜆𝑡𝑡𝛽𝛽−1         (3)                                                                                                              

The cumulative event rate is to use the equation (1) divided by 
t. it is 𝐶𝐶(𝑡𝑡) = 𝜆𝜆𝑡𝑡𝛽𝛽−1                                                                      (4) 

Where t is the time in days, λ and β are constants, the scale 
parameter, λ, is the intercept on the y axis of N(t) when t =1, (ln(1) 
=0); the slope β, is interpreted in a similar manner as a Weibull 
plot, If the slope β > 1, the failure rate is increasing, the failure rate 
is more rapid, if the slope β < 1, the failure rate is decreasing, the 
failure rate is slower, if the slope β = 1, the process is named the 
Homogenous Poisson Process (HPP), if the slope β is not equal 1, 
the process is called Non Homogenous Poisson Process (NHPP). 
([20], [21]). Weibull plot is for single failure mode, but CA model 
is for mixing failure modes. 

IEC (International Electrotechnical Commission) MLE 
(Maximum Likelihood Estimation) solutions for interval or 
grouped data method is used for the fitting method in CA analysis 
([23]). Using IEC 61164 methods, the Cramer-Von Mises statistic 
accepts the goodness of fit at a Fit-p% of 10% as indicated on the 
plots. 

Based on the equation (1) and (2) above, the cumulative 
failures versus the cumulative days are used for CA analysis. We 
also apply the CA model to the cumulative quantities delivered in 
addition to the cumulative days for the failure event, the equation 
is as 

  𝑁𝑁(𝑡𝑡) = 𝜆𝜆𝑞𝑞(𝑡𝑡)𝛽𝛽                                           (5)  
 

here q(t) is the cumulative quantities delivered. 
The cumulative reliability R(t) is calculated as following: 

 𝑅𝑅(𝑡𝑡) = 1 − 𝐹𝐹(𝑡𝑡)                                            (6)         

where F(t) is the failure rate, 

   𝐹𝐹(𝑡𝑡) = 𝑁𝑁(𝑡𝑡)
𝑞𝑞(𝑡𝑡)

                                           (7) 

We also apply the CA plot to the cumulative reliability versus 
the cumulative days. 
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2.2. Field Data Approach 

Not all the defects, faults and errors can be detected during 
software and system design and development. The field 
performance and reliability data has been collected and analyzed 
for this automotive EHPS pump. The product has been in the 
production for more than three years, we have sufficient data from 
the field (zero mileage [Table 1] and warranty [Figure 7,8,9,10]). 
The field complaints can be categorized to the following: supplier 
design manufacturing issue (SDMI), adjoining components’ 
failure, and misdiagnosis by servicers [Figure 8].   The real root 
cause of the EHPS pump failures from warranty is listed in the 
Figure 10.   Since the EHPS pump is an electrical 
mechanical/hydraulic component on the vehicle, we need 
determine the root cause by mechanical-hydraulic (pump), 
electrical-mechanical (BLDC motor), electronic and embedded 
software (ECU). The failure rate and reliability of embedded 
software are calculated by using the following formulas 

𝑊𝑊𝑊𝑊𝑊𝑊 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁

∗ 100%                                                                             (8) 

        𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑊𝑊𝑊𝑊𝑊𝑊 ∗ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

∗ 100%                                                (9) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ∗ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

∗ 100%                                             (10) 

SR = 1- SRFR                                                                                 (11) 
 

where WRR is the warranty return rate. NWPR is the number of 
warranty parts replaced. NPS is the number of parts sold. NSDMI 
is the number of supplier design manufacturing issue. SDMFR is 
the supplier design manufacturing failure rate. NSRI is the number 
of software related issue. SRFR is the software related failure rate. 
SR is the software reliability. 

The failures detected in the field can be traced back, and can 
be used to analyze the effectiveness and suitability for the 
reliability management and testing in design and development. The 
lessons learned is also beneficial for the future embedded software 
projects. 

The aim of this paper is to assess the achievements, and to list 
all the anomalies found in the field, and to illustrate the 
effectiveness and suitability for all the methods listed in the 
previous 2020 RAMS paper [1]. 

3. Effectiveness and suitability for Design for Reliability 

The CA software reliability growth is analyzed by using EHPS 
pump failure data. The following describes the embedded software 
reliability growth, the effectiveness and suitability by using 
ASPICE[6] design and development process. 

3.1. Crow-AMSAA Data Analysis 

The EHPS pump failure data has been collected since 
beginning of developing this project starting on 1/20/2014. There 
are four phases in this project: Phase I – Prototype, Phase II – 
Design Verification (DV) 1, Phase III –DV2 & Production 
Validation (PV), Phase IV – Production. The system failures and 
customer returns were counted at different phases. The root causes 
of the failures have been investigated and documented in the 8Ds 

(8 Disciplines). The failures which caused by the embedded 
software were recorded separately. The time period of different 
phases, the cumulated days, the cumulative quantities delivered, 
the cumulative failures (due to software) and the cumulative 
reliability are summarized in the Table 2. The SuperSmith package 
(developed by Fulton Findings) was used for CA plots.  

The CA analysis has been conducted for the cumulative 
failures (due to software) versus the cumulative days, and plotted 
in Figure 3. From the plot, the β value is 0.415 which is smaller 
than 1. Thus the failure rate (due to embedded software) is 
decreasing, the embedded software reliability is growing as the 
timing cumulated. 

The CA analysis has been conducted for the cumulative 
failures (due to software) versus the cumulative quantity delivered, 
and plotted in Figure 4. From the plot, the β value is 0.085 which 
is smaller than 1. Thus the failure rate (due to embedded software) 
is decreasing, the embedded software reliability is growing as large 
quantities delivered to customer.  

The total software reliability versus the cumulative days was 
plotted in CA format in Figure 5 and 6. Figure 5 is normal plot 
without the log-log, but Figure 6 is the log-log plot. From the plots, 
the overall reliability change by time is demonstrated. The slope 
(β1= 0.422) indicates the embedded software reliability change 
rate while the timing cumulated.  

3.2. The effectiveness of understanding the requirements  

Based on the zero mileage, warranty data and frequent DCRs 
(Design Change Request), the following statements are applying 
to the effectiveness and suitability of understanding the 
requirements. 

• Up to now, we have shipped roughly more than 600,000 
EHPS pumps to our customers. The WRR is 0.1% (equation 
8) (the 0.07% is replaced after misdiagnosis by servicers, only 
0.03%  (equation 9) is EHPS pump related issue, only about 
0.0025% (equation 10) may be embedded software related). 
From the warranty data, we can see the customer original 
requirements were well understood and implemented in EHPS 
pump system and software design and development. The 
misdiagnosis by servicers (about 71%) is a big concern, this 
was caused by the vehicle system level issues, or the other 
adjoining components with EHPS pump [Figure 9,10].  For 
example, for the sake of the safety concern, if the EHPS does 
not receive CAN communication from the controlling stability 
and braking module, the EHPS must shut down. But this 
requirement would make the end driver with no power 
steering assist when losing CAN communication but no 
information on the instrument panel.  Consequently, the EHPS 
pump had replaced unnecessarily in warranty, and EHPS 
pump reliability score had been decreased because of this 
requirement.  

• There are dozens of power circuitry failures [Figure 9] (about 
7.5% of warranty returns) and majority of these cases were 
caused by the high current on the vehicle. This is a vehicle 
system issue, and the requirements were not clearly defined 
by the OEMs. That means the situation on the vehicle which 
could have the high current can damage the ECU of EHPS 
pump, and the EHPS control software needs protect the power 
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circuitry in EHPS ECU in that situation. But unfortunately the 
situation and condition is not clearly defined yet. 

• The zero mileage issues: (a) Un-necessary ignition startup/run 
DTC (Diagnostics Trouble Code) issue implies that the 
customer requirement especially in the OEMs manufacturing 
site was not discussed and understood. This is a lessons 
learned for the future embedded software design and 
development. In addition to the requirement from different 
stakeholders, the OEMs vehicle assembly requirements must 
be understood and implemented; (b) As we found in the 
warranty, there are power circuitry failures in zero mileage as 
well. These may be related to the high current spike situation 
on the vehicle as well.  

• Almost all the OEMs would request software changes, and we 
have received dozens of DCRs for all our supplied pumps after 
starting the productions. DCRs had significant impacts on the 
final software. They changed the pump speed maps and fan 
motor speeds. These reflect the differences between the real 
data collected in the field and the original customer 
requirements. The EHPS software was designed to adapt to 
changed requirements.  

3.3. The effectiveness of developing the embedded software 
requirements & reliability goals 

According to the field data, the requirements of the embedded 
software of the EHPS pump were carried over very well from 
vehicle and system requirements, but some of the vehicle system 
requirements (section 3.2) were not well defined which caused the 
lacking of the embedded software and system requirements of 
EHPS pump.  The reliability of the embedded software of the 
EHPS pump SR is 1-0.0025%=99.9975% (equation 11), this 
indicates the performance of the embedded software in the field is 
excellent. 

3.4. The effectiveness of designing the system architecture  

According to the field data, the DTCs such as ignition start 
up/run had not well defined in the system and software design. This 
was caused by the lacking of understanding of the vehicle 
requirements in OEMs and their assembly plants.  Also the power 
circuitry issues (both zero mileage and warranty) were not well 
understood and calibrated between hardware and software. These 
issues need be considered further in future embedded software 
design and development. 

3.5. The effectiveness of fault tree and design failure mode effect 
analysis (DFMEA) 

According to the zero mileage and warranty issue, we realize 
we need a vehicle/system DFMEA and fault tree analysis to catch 
the potential failure modes at the vehicle/system level. In this way, 
it would prevent a lot of vehicle/system level zero mileage and 
warranty issues (CAN bus short, loss CAN communication etc.). 
This vehicles/system fault or failure modes analysis could be done 
by OEMs engineers. Dare Auto system engineers need contact 
OEMs engineers to prevent this kind of vehicle/system level issue. 
Because of the vehicle/system CAN bus issues, the EHPS pumps 
were replaced without any sympathy since the driver feels there is 
non-assist from power steering. The EHPS pump is the victim of 

the “shut off the pump” requirement when the CAN is off (section 
3.2). 

Also the accuracy of the zero angle issues happened dozens of 
time during EHPS pump assembly. This caused the current and 
pump RPM were not accurate and out of the specification. The 
anomaly which we have experienced is to find the accurate zero-
angle for the BLDC motor after motor assembly. This is caused by 
using a universal controller after motor assembly to find the zero 
angle, but after the whole EHPS assembly, the zero angle was 
changed since the new controller and motor are assembled 
together.  In our software/system DFMEA and manufacturing 
PFMEA development, we need consider the accuracy of the 
parameters such as zero angle which could cause the performance 
degradant of EHPS pump. Hence we need require the motor/pump 
manufacturing to design and implement the correct processes in 
order to achieve the accurate parameters.  

3.6. Software Reliability Growth & design change 

We track the software reliability by using the software 
reliability growth matrix and four different levels of testing (Figure 
11). The reliability performance of the embedded software in the 
zero mileage and warranty needs be updated in the reliability 
growth matrix. This will help us for future embedded software 
motor control project.   

When we launched this product, the thorough reliability test 
had been performed in different design and development both in 
component and system level. Therefore, the software remained 
stable and without issues for a year. The software reliability is 
decreased when the OEMs requests a change. Generally, the 
software reliability after a change follows the shark teeth curve, 
not the bathtub curve [4].  After the first DCR, the software is 
considered suspect until its reliability is proven.  For example, the 
OEMs requested a change in the DTC after the launch.  Although, 
the DCR was successfully developed and validated according to 
our process, the requested change was found to be somewhat 
incompatible with the OEMs production line equipment.  Under 
certain conditions at the factory, the DTC was set.   The OEMs 
plant could not control the environment.  This negatively impacted 
our reliability score. The lesson learned for the above issue is to 
certify the software only after the completion of the PER 
(Production Evaluation Run) at the OEMs factory.  

Due to the customer requirements changes for the pump speed 
maps and fan motor speed requirements which mentioned in 
section 3.2, we had dozens of DCRs from customers for the 
software changes. One lessons learned is to cascade the customer 
CNs (change notice) to the cross functional team, the kickoff 
meeting is necessary to let every team members to understand the 
change request, and to implement it and validate it without any 
discrepancy. 

4. Effectiveness and suitability of testing 

4.1. Effectiveness of the component testing 

As mentioned in section 3.2, some of  the OEMs requirements 
were not clearly defined, this caused some of the system and 
software requirements were not well defined, hence the 
architecture design/coding and component testing were not well 
implemented. 

http://www.astesj.com/


Y. Wang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 205-212 (2021) 

www.astesj.com     209 

4.2. Effectiveness of the SW integration testing 

The comments of the effectiveness and suitability is the same 
as section 4.1. 

4.3. The effectiveness of the sub-system level testing 

The key output for the EHPS pump is to output the flow at a 
given pressure and pump speed. Each time we have the software 
release, we conduct the 5 points testing, the mapping test and pump 
bench testing (pressure vs. flow). The 5 points testing is described 
in the table below (Table 3). We also called the sub-system testing 
as “EHPS pump on the bench” test. 

According to the zero mileage and warranty data, the simulated 
DTC code testing and the simulated CAN communication situation 
need be tested more at the system level. These need happen at EOL 
(end of line) test and system bench test. We have more work to do 
to define how we can simulated these testing without a vehicle in 
future. 

4.4. The effectiveness of the vehicle level testing 

A CAN bus is a robust vehicle bus standard designed to allow 
microcontrollers and devices to communicate with each other in 
applications without a host computer. It is a message-based 
protocol.  

Without vehicle, it can only simulated the CAN message 
testing on the bench. But we do not have other electrical 
components on vehicle to communicate with. So the vehicle is 
needed in order to fully test the CAN network and communication 
timing. Some examples of tests include: 

• CAN bus short 

• Sleep/Wake up cycles 

It is obvious that vehicle level CAN communication and 
electrical component harmony testing are needed according to the 
zero mileage and warranty data. 71% EHPS pump replaced after 
warranty misdiagnosis by servicers is not acceptable due to the 
system or adjoining component related issues. The CAN and 
power mating connectors testing are needed before starting the 
production. In order to reduce the unnecessary cost of the warranty, 
the vehicle level test need be performed more by OEMs before 
starting the production. 

5. Conclusion 

The embedded software of the EHPS pump reliability growth 
has been modeled by using Crow-AMSAA method both in the 
cumulative timing and in the cumulative qualities delivered. The 
slope β value is < 1 which means the failure rate is decreasing and 
the embedded software reliability is growing. 

Based on zero mileage and warranty performance & reliability 
data of the EHPS pump, the effectiveness and suitability of the 
reliability and test of the embedded software have been discussed 
in this paper. This is an extension of the 2020 RAMS paper [1]. 
Using the real field data to evaluate the effectiveness and 
suitability of ASPICE DFR is beneficial for the future embedded 
software/system design and development. The lessons learned 
have been documented and evaluated to improve the software 
reliability management and test processes. The ASPICE processes 

require the organization to collect the data to evaluate the 
effectiveness and suitability of each process. This paper 
summarizes the findings.  

The main lesson is that the proper operations of the EHPS 
depend on the vehicle systems where it is installed.   Our 
engineering staff need to involve the OEM’s system engineering 
and service staff in order to prevent misdiagnosis of issues in the 
field that lead to unnecessary replacement of the properly 
operating units in the field. 

As expected, the OEMs issue the change requests after the units 
have been in the field.   The flexibility of the software and the 
regression testing reduce the occurrence of the shark tooth defects. 

In summary, the paper is about the reliability of the EHPS 
pump software. Through multi-staged /multi-facet software testing 
procedures and methodologies, the zero-mileage failure rate of 
software has been significantly dropped. The rate has been 
dropped about 80%. The zero-mileage issues are due to the failure 
of the process principally, (a) Incorrect software version loaded, 
(b) Incorrect calibration, (c) Incorrect process at the OEMs plant. 
The warranty issues are caused by mismatch of the specified 
behavior versus the real world conditions and the incorrect service 
instructions. 

Table 1: List of zero mileage issues 

Zero Mileage issues Total 

Unnecessary DTCs  10+ 

Power circuitry failures 2 

Coupler broken  1 

Inlet blockage  1 

Residual oil  10+ 

Oil cap damaged 10+ 

Repeated bar code  4 

Connector pin damaged 10+ 

Noise pump 2 

Missing screws 2 

Table 2: System failures due to software at different phases. The cumulative 
timing (total days), the cumulative quantities delivered, cumulative failures (due 

to the software) and cumulative reliability are documented in this table. 
 

Period Cum 

Days 

Cum 

Quant 

Delivers 

Cum 

Fail. 

Cum 

Reliability 

Starting  Ending 

I 1/20/2014 3/2/2015 406 168 32 
0.809524 

 

II 3/3/2015 4/29/2016 830 586 44 
0.924915 
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III 4/30/2016 11/1/2017 1381 1964 49 
0.975051 

 

IV 11/2/2017 3/27/2021 2623 601964 69 
0.999885 

 

Table 3: 5 points test 
Function and Performance 5 Points Test 

  

T low (-40°C) T normal (23°C) T high (105°C) 

V low (9V) (5) 
 

(5) 

V normal 
(13.5V) 

 
(5) 

 
V high 
(16V) 

(5) 

 
(5) 

 

 
Figure 1: Flow chart of methods for automotive embedded software reliability. 
The DFR process and reliability testing were covered in previous RAMS paper. 

The evaluation of effectiveness is covered in current paper 

 
Figure 2: EHPS pump and its interface 

 

Figure 3: Crow-AMSAA Analysis (total failures vs. total days). The X axis is the 
total accumulative days since the project starting. The Y axis is the total 

accumulative occurrence of failures (due to software). 

 

Figure 4: Crow-AMSAA Analysis (total failures vs. total quantities). The X axis 
is the total accumulative quantities delivered since the project starting. The Y 

axis is the total accumulative occurrence of failures (due to the software). 

 

Figure 5: Crow-AMSAA Analysis (total reliability vs. total days). The X axis is 
the total accumulative days since the project starting. The Y axis is the total 

software reliability. (This is not the log to log plot). 
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Figure 6: Crow-AMSAA Analysis (total reliability vs. total days). The X axis is 
the total accumulative days since the project starting. The Y axis is the total 

software reliability. (This is the log to log plot). 

 

Figure 7: EHPS pump warranty complains by customer 

 

Figure 8: EHPS pump warranty replacement categories 

 

Figure 9: Warranty adjoining component faults  

 

Figure 10: Total EHPS pump supplier design manufacturing issues 

 

Figure 11: Requirements vs. test 
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Collaborative E-learning is highly dependent on the well functioning of a complex socio-
technical system that comprises information technology and various social processes. Large
scale infrastructures like the National Research and Education Networks (NRENs) provide
access to research and educational resources and provide collaboration between educational
and research organizations, thus providing a set of essential services for e-learning. Currently,
the lack of data integration between e-learning systems is still a problem in NREN domains, and
a hurdle to collaborative e-learning. We address systematic cross-organizational collaboration
and data integration between large-scale e-learning systems by designing an architecture
for NREN e-learning systems to support open access education and learning. In particular,
we design and provide a reference implementation for an e-learning broker that can provide
the needed data integration and processes, and takes into consideration the strategies and
policies for open access in education and training. We develop the architecture and reference
implementation applying the eXtreme Model-Driven Development (XMDD) paradigm for
software design and development, using the DIME low-code development environment for
modelling data, processes, and user interface. We consider here two specific application
settings: The national network of e-learning collaboration in AfgREN, centered on the Kabul
University in Afghanistan, and the newly started collaboration between the Athlone Institute of
Technology (AIT) and Limerick Institute of Technology (LIT) in Ireland, that are forming a new
consortium under the newly introduced Technological University structure.

1 Introduction

Socio-Technical Systems are collaborative interacting systems
where one or more social systems and a number of technical system
work together to accomplish a goal meaningful for a community or
user group. The technical part of the system is concerned with the
processes, tasks, and technology needed to transform some inputs
to corresponding outputs. The social part of the system is described
by key attributes of people, such as people’s skills, values, responsi-
bilities, and their roles in the system [1]. In advanced collaborative
e-learning, our application domain, the relationships among the
administration of a university, the students, and lecturers are medi-
ated by technical systems, as these people all cross-interact within
individual and federated e-Learning systems. A large part of these
interactions are mediated by the institutional e-learning platform(s),
that act as a medium-to-large scale socio-technical system, and their

underlying communication and federation infrastructure.

National Research and Educational Networks are a collaborative
large scale scientific infrastructure that provides high quality and
cost-effective services to academic and research organizations [2],
providing cloud services such as Infrastructure as a Service (IAAS),
Software as a Service (SAAS) and Platform as a Service (PAAS),
that are new trends for NRENs [3]. Eduroam [4], EduGATE [5],
eduGAIN [6] and Shibboleth [7] are widely adopted infrastructural
building blocks used to provide a wide range of national services
by NRENs and international services by so called regional NRENs.
Specifically, Eduroam is a global wireless network that allows
academics staff and researchers to access the services of their own
institution with their roaming profile [4] from any participating
institution. EduGATE is an identity manager used in GÉANT to
provide participating users with access to the different applications
with a Single-Sign-On technique, effectively providing a connection
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between participating applications of the different NRENs that are
members of GÉANT [5]. EduGAIN is also a national level identity
management services provider, and it is used in the Irish Research
and Education Network (HEAnet) [6]. Shibboleth supports collabo-
ration and data integration between different learning management
systems used in Internet2 and many NRENs [8]. Other platforms
are directly or indirectly also service providers for collaboration,
and provide widely adopted services for access and interoperability.
For example, Office 365 provides a solution that integrates different
applications, it uses Active Directory Federation Services (ADFS)
and DirSync to provide a Single Sign-On password integration
for a domain [9]. Similarly, the Security Assertion Markup Lan-
guage (SAML) and Open Authentication (OAuth) [10] focus on
providing and managing user Identities for SSO, so that the NREN
users use the same Identity for all member applications. A secure
SSO provides secured and uninterrupted services by keeping one
authentication credential for each user so that, once authenticated,
users do not need to provide their credentials again when accessing
different web services that share the same SSO. Kamal et al. claim
that Shibboleth is the most suitable SSO in the higher education
domain. However, no global log-out, the infancy of the technology,
implementation complexity, high reliability on assumptions that
cause security risks are the main challenges of the Shibboleth
technology [10]. The existence of duplicated data and duplicated
profiles in the same domain is a serious problem for access, cost,
and management. How to integrate the duplicated data requires
further investigation. In this context, NREN infrastructures provide
an opportunity to provide for uniform security, reliability, and reduc-
tion of the complexity for data integration across the participating
e-learning system within the served NREN domain.

In this paper, that significantly extends work originally pre-
sented in ICALT 2020 [11], we focus on data integration in inter-
institutional cross-organizational collaborations as well as in intra-
institutional multi-campus collaboration, two challenging situations
with which we have direct experience.

1.1 Data Integration of E-Learning Systems In Large
Scale Cross-Organizational Collaborations

This is a challenge because they use different e-learning platforms
that do not interoperate in a native way. For instance, Figure 1 shows
that Moodle, eDX and the national Higher Education Management
Information System (HEMIS) are implemented in a single domain
at the Kabul University, Herat University and Balkh University in
Afghanistan. The shortcomings of the current situation are due
among other causes to the lack of support of Single Sign-On in the
three running applications. Accordingly, the applications imple-
mented in this national collaboration domain [12] do not currently
exchange data and they reside on three different platforms. EdX
is implemented at six universities across the Afghanistan Research
and Education Network (AfgREN) for national collaboration and ac-
cessibility [13]. Moodle is the second popular e-Learning platform.
It is widely implemented in universities of Afghanistan [14], and in
fact lecturers and students used Moodle en masse during the recent

universities lockdowns. The Higher Education Management Infor-
mation System (HEMIS) is a traditional students management sys-
tem. It was introduced by the National Higher Education Strategic
Plan (NHESP) of the Ministry of Higher Education of Afghanistan
to support in a standardized way the decision-making process and
control management tasks in the adopting organizations, which im-
pact the organization’s functions, performance, and productivity in
all its aspects [15].

In our collaborative e-learning context, for example, the en-
rolment of students to universities is managed through this system.
While it is mandatory for all universities to use HEMIS, also HEMIS
does not support Single Sign On. As a consequence, each student
has three profiles in three different e-Learning platforms, as shown
in Figure 1. This distribution and partial data replication are chal-
lenging for the administration and maintenance of all these systems
and their collaboration.

Figure 1: Student profiles in e-Learning systems of a single organization: The case
of AfgREN

1.2 Data Integration of E-Learning Systems In Intra-
Institutional Cross-Campuses

This second challenge is illustrated with an application in Ireland.
Through the Technological Universities Act the Irish Department
of Further and Higher Education, Research, Innovation (the Irish
Ministry) established in 2018 a process whereby consortia of local
Institutes of Technology1 may submit an application for Techno-
logical University designation. De facto, this mechanism creates
regional Technological Universities of larger size and diversity than
the previous ITs. For example, in January 2019 the Technological
University Dublin (TU Dublin) was formed by the amalgamation of
three institutes of technology in the Dublin area (Dublin Institute of
Technology, Institute of Technology Blanchardstown, and Institute
of Technology Tallaght), yielding the second-largest university in
Ireland based on the combined student population of 28,500. Other
five TUs consortia have meanwhile applied, among which in 2021
the AIT-LIT consortium2. This consortium is now establishing a
(technical) University for the Midlands and the Mid-West by com-
bining the Athlone Institute of Technology (AIT) in Athlone (in
the Midlands) and the Limerick Institute of Technology (LIT) in

1An Institute of Technology is similar to colleges/Universities of Applied Science in other countries
2https://aitlitconsortium.ie
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Limerick (in the Mid-West). Accordingly, the new Technological
University will be located in five different campuses across the Mid-
lands and Mid-West of Ireland. In addition to the organizational and
structural combination, many technical and infrastructural changes
are also required: the data integration, resources sharing, and col-
laboration between technical systems of AIT and LIT need further
investigation. To give an idea of the complexity of the challenge,
of the six Working Groups established by the Professional Services
Steering Group, five concern the socio-technical ecosystem of the
e-learning platform3.

Figure 2 shows the current state of the student profiles: they
currently reside in different, independent e-learning systems of
AIT and LIT, that need to be combined, and additionally also the
financial system and many other information systems need data
integration. The Higher Education Authority Network (HEANet)
is the national research and education network (NREN) of Ireland:
Similarly to AgfREN it provides a high speed secure and reliable
backbone for the connection between these e-Learning systems, and
users additionally also use public internet.

Figure 2: Currently interorganisational students profiles in the new AIT-LIT Techno-
logical University

In this paper, the contributions are

• to design an e-learning architecture based on NREN for the
federated learning collaboration;

• in its pursuit, we apply the XMDD technology to design
and implement a prototype of a e-learning reference imple-
mentation for data integration between different e-learning
systems at three different levels: single organization, cross-
organization and cross-nation.

• taking into consideration the diverse organizational strategies,
policies, law and procedures of the collaborating parties.

Our solution and prototype go well beyond the SSO: we design
a domain-specific e-learning broker for NRENs as a data integration
application that focuses on an organization’s reputation manage-
ment, identity management, process management, service brokering,
with a search engine to lead users to the services available in the
NREN domain, like for example an NREN local course management

system. The prototype is easily accessible to designers, managers,
developers, customers, and users, and it can be used as a show-
case of the concrete application [16]. In the prototype and later
in the developed system, users of the e-learning system access the
resources located in the NREN domain based on their role in their
local organization. We define which type of data is accessible to
students, and at which level and which types of data are accessible
for the academic staff and admin staff of each university.

The architecture and the XMDD model-driven design are our
methodological contributions. The practical realization of a service-
based architecture on top of a variety of e-learning systems is the
concrete proof of concept, that we applied to AfgREN as a case
study.

Overall, we use advanced Information Technology and leading
edge methods and tools for advanced Web application design and
implementation, to produce computer software and applications
that use the Internet and the World Wide Web to solve long term
and large scale inter- and intra-institutional collaboration issues for
e-learning.

The rest of the paper is organized as follows: Section 2 dis-
cusses the background of the domain technologies and the two case
studies, Section 3 describes the methods and technologies adopted
to produce the design and the solution, Section 4 illustrates the
architecture design of the e-learning broker, Section 5 presents in
detail the Model-driven design of the prototype reference system,
in particular the Data model, Process models and GUI models, we
explain our lesson learned in section 6, and the current status of
the project explained in section 7, finally in Section 8 we conclude
with a summary, some reflections and future work.

2 Background

Educational organizations need higher speed intranet and internet
connections to access the heterogeneous traffic, and demand novel
services [17]. Educational institutes at all levels suddenly closed
in most countries worldwide due to the outbreak of COVID-19
early this year [18], and in many cases they have not yet returned
to on-site education. According to the UNESCO report, due to
the COVID-19 pandemic 850 million school children worldwide
have been locked out of their schools, and have turned to online
learning to continue their education, with added high pressure on
e-learning systems and remote communication tools. While we
hope the pandemic will soon pass, online education will always be
needed for many aspects of high-quality education. Fortunately,
over 120 countries [19] in the world established National Research
and Education Networks (NRENs) to provide research and edu-
cational services, establishing a shared Information Technology
infrastructure and providing it at a reduced cost with higher quality
connection than regular and commercial Internet Service Providers
(ISPs).

3https://aitlitconsortium.ie/our-journey/
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2.1 AfgREN

Concerning the background in the specific case studies consid-
ered in this paper, Figure 3 shows the current physical layout of
the Afghanistan Research and Educational Network (AfgREN). Its
Network Operation Center (NOC) is physically located at Kabul
University and currently most of the AfgREN connectivity is pro-
vided by Afghan Telecom fiber optic links. Most public universities
(in green) have a direct connection to the AfgREN NOC, but some
like Herat University are connected indirectly by fiber. They use
the same group of Internet Protocol (IP) address of AfgREN and
its services, but the fiber network is from other ISPs. A group of
provincial universities is connected to the AfgREN NOC via wire-
less WiMAX technology. Internationally, AfgREN is connected
with the TEIN network by a 155 Mbps fiber optic link via Pakistan.
TEIN covers mostly South Asian countries, with 21 NRENs of
South Asian countries [3].

The services provided by federated members of TEIN include
internet access, e-learning, tele-medicine, and support for research
collaborations [2]. For the global connection, TEIN connects Asia
to the European regional NREN GÉANT, which includes HEANet,
the Irish Higher Education Authority net. GÉANT provides global
identification via eduGAIN [6].

Various E-learning platforms such as Moodle, edX, Cisco Net-
working Academy, and many traditional applications including
HEMIS are implemented in the AfgREN domain, providing a wealth
of the most popular services [20]. The Higher Education Man-
agement Information System and the University entrance exam
management information systems are specific purpose web-based
applications developed by the Ministry of Higher Education of
Afghanistan and they are used by all the public Universities in the
country.

Figure 3: The AfgREN Layout and Connection Structure

Moodle [21] is an open-source e-learning platform that can be
installed on a local server or accessed via the Internet. It provides
a variety of communication facilities such as a discussion forum,
message systems and wiki [21]. It is used for learning, assessment

and management, and it provides various types of reports, courses,
assignments and knowledge assessments.

edX [22] is also open-source, it was developed by the MIT
and Harvard universities in the USA and it is mostly popular for
MOOC courses and online certification. edX provides facilities
for discussion between students and teachers, online video lectures,
course materials, various online exams, and virtual libraries [23].
A comparison of edX with five other e-learning platforms in [21]
(Coursera, Google Course Builder, Class2Go, Udemy, and Lernanta)
shows that edX has more educational tools than the other four, each
of these e-learning platforms has many good learning resources for
the educational organization and avows that the integration of the
platforms would provide many more learning opportunities for the
students.

Cisco Networking Academy was the first e-learning system
widely applied in Afghanistan universities. Kabul University is
the main regional academy and trains instructors for other local
academies [24]. The Cisco e-learning system is implemented in
the Computer Science faculties in Afghanistan, providing course
materials, laboratory tools, and an online examination system.

Moodle provides more features than edX and other e-learning
systems used in the AfgREN domain. It offers more possibilities
to customize and connect with other e-learning systems through its
Learning Tool Interoperability [25] technology, and thus appears
to be the most suitable platform for organizations that require a
customized learning management system. However, there is a gap
between these software applications and NRENs, and we endeavor
to prototype an application to bridge the gap.

2.2 Technological University Consortium

The second case study in this paper concerns the new Technological
University currently being established in Ireland from the combi-
nation of the Athlone Institute of Technology and the Limerick
Institute of Technology.

AIT was established in 1970 under the structure of Regional
Technical College (RTC) in Athlone, a city in the geographical
centre of Ireland, to provide technician level courses. In 1993 AIT
became an autonomous institution, in 1998 AIT was officially re-
designated to Athlone Institute of Technology. Since then, AIT
established itself as a center of academic excellence with an applied,
industry-focused offering of engineering courses. AIT has more
than 6,000 undergraduate, postgraduate and Ph.D. students from 84
nations around the world.

The Limerick Institute of Technology (LIT) is a multi-campus
institute that was originally established in 1852 in the School of
Ornamental Art and later restructured several times. Currently,
LIT has three campuses located in Limerick, Tipperary, and Clare.
LIT has more than 7,000 undergraduates, postgraduates, and Ph.D.
students [26].

Based on the strategic plan of the Irish government [26] the new
Technological University will start in September 2021 and operate
in multiple campuses covering 4 counties (Limerick, Clare, Tipper-
ary and Westmeath) as shown in Figure 4. The campuses will be
connected by the HEAnet backbone. HEAnet 4 is the Irish national
education and research network, providing e-infrastructure services

4https://www.heanet.ie/
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for approximately 218,000 students and staff and connecting around
67 educational and research organizations at the national level. In
total, around one million users in the research and academic organi-
zations are using HEAnet. The main strategy of HEAnet [27] is to
provide collaborative partners, trusted provider services, common,
reparable and shareable solutions, innovative solutions, identity fed-
eration, brokerage, Key Advisor services, conduit to Europe services
and make the country’s institutions an excellent place to work.

Figure 4: The Technological University Multi-campuses (AIT-LIT), from [26]

The campuses will be connected by the HEAnet backbone.
HEAnet 5 is the Irish national education and research network,
providing e-infrastructure services for approximately 218,000 stu-
dents and staff and connecting around 67 educational and research
organizations at the national level. In total, around one million
users in the research and academic organizations are using HEAnet.
The main strategy of HEAnet [27] is to provide collaborative part-
ners, trusted provider services, common, reparable and shareable
solutions, innovative solutions, identity federation, brokerage, Key
Advisor services, conduit to Europe services and make the country’s
institutions an excellent place to work.

In this research, we target e-learning services brokerage in
HEAnet as the means to provide collaboration between the multi-
campuses of the new Technological University. Currently, HEAnet
provides the served institutions with four types of brokerage in-
cluding hardware and equipment, software and license, services
and consultancy, and students and staff offers. However, e-learning
brokerage is also very important for users. Instead of searching
the websites of all institutes, users prefer to refer to the website of
HEAnet and search there for their required courses6.

3 Design and Implementation Method
For the analysis, design and implementation we adopted the eX-
treme Model Driven Development paradigm (XMDD) [28]. This
way we work primarily on models that are compiled to code and

automatically deployed, achieving an agile approach along the en-
tire process and an extended DevOps technique for the prototype,
that starts from models instead of code. Specifically, we used a
three cycles scrum approach [29] to design the architecture [30] and
the prototype of this e-Learning collaboration system. We used the
Requirements Bazaar tool [31] to collect user stories and prioritize
the requirements. Altogether, the applied design and development
methodology is participative, agile, model-driven and low-code.

3.1 Participative Design

Collection of the user stories and the prioritization of the require-
ments are important steps in software development. We used the
Requirements Bazaar concept and web-based tool [31] to collect,
analyze, and then prioritize user stories. In addition to collecting
the user stories, researchers and system developers can prioritize
requirements based on the number of votes and comments provided
by the users. Requirements Bazaar provides interaction facilities
with the stakeholders from the beginning until the end of the project,
facilitating the co-design and co-development approach we wished
to adopt. We posted the list of elicited functional requirements and
system/architecture features on the Requirements Bazaar portal as
a project that we shared with the stakeholders. This enabled the
various groups of contributors to Vote on requirements, Select re-
quirements, add comments, add new requirements, and maintain
continuous communication with the researchers. A vote means that
this requirement is important and it has a high priority, a Select
means that this item is required. Through comments, contributors
can provide more detail to existing requirements, request changes
to system features, and add sub-requirements for the system fea-
tures. In this work, we combine votes and select in the same column
because several stakeholders used them quite indifferently. When
contributors selected both options we counted it only once [32].

We also distributed a questionnaire concerning the current state
of the e-learning systems. Figure 5 shows that currently lecturers are
using many different tools for online teaching and to share course
materials. We also asked students about the same and their needs:
data scattering is the main challenges that students and lecturers
identified as a key problem for integration of the data between
different applications.

Figure 5: Applications in use for e-learning in the AfgREN domain

5https://www.heanet.ie/
6https://www.heanet.ie/
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3.2 Agile Design and Development

Figure 6 summarizes the agile development of the application: the
user stories and requirements are collected directly from the users
by using Requirements Bazaar. After the planning we designed
the prototype using DIME, an Integrated Modelling environment
that supports a model driven development and a fast-turn around
DevOps cycle adequate for rapid prototyping. Currently we have
the first version of the functional prototype of the reference system.

Figure 6: Methodology: the Agile development of the application and implementa-
tion tools

Figure 6 also shows the overall method from the tools per-
spective: we use Requirements Bazaar to collect the requirements,
discuss with the users and collect the votes of the user and we pri-
oritize the requirements based on the user’s votes. We use DIME
for modeling and prototyping. DIME automatically generates Java,
JavaScript and DART code, so we export the generated code and
proceed to the deployment to a Java EE server side and an Angular
2 Web execution environment. We use GitHub and Bitbucket for
the version control and the technical review.

The fast turn-around time for a prototype release is enabled by
the model driven approach combined with the adoption of low-code
development.

3.3 Model Driven Development

XMDD [33] offers a fast, understandable and easily modifiable
paradigm for the co-development of complex systems, and it sup-
ports the agile development of the project in a modern and efficient
DevOps fashion. The quick and efficient design and deployment of a
web application with the XMDD paradigm provides an opportunity
for developers to get continuous feedback from the customers/users,
and improve the application in agreement with the users until the
end of the project life cycle. XMDD is an evolution of the traditional
model-driven engineering method (MDE) [34] that in particular sup-
ports service-oriented integration, a platform- and feature-based
construction and reuse, and continuous integration and evolution.

MDE is a domain-specific modeling methodology that formal-
izes via models the application structure, behavior and the require-
ments and properties of IT systems within a specific application
domain. It also facilitates formally analyzing specific aspects of
models, easing the correctness and performance checking on the
models to detect errors early, before investing deep in the develop-
ment life cycle.

XMDD focuses on process models as a primary artifact, un-
derstood as descriptions of what the system or application should
do. It provides model-level artifacts that are executable even before
the full application design and implementation, thus it is accessible
also to people that are either less technically skilled, or even not
interested at all in usual programming. The benefit for our appli-
cation is that the adoption of XMDD reduces the time needed for
the implementation of the application [34] by adding a coordination
layer to the system architecture that describes and then implements
the coordination logic between the different components of the
architecture.

3.4 Low-code Development

Using DIME [35, 36] as a low-code development environment for
the XMDD paradigm, we have a ready graphical modeling tool for
the entire architecture, including the data model, control flow and
data flow, GUI (interface model) and security/roles and rights model.
These models are easier to understand than code, thus supporting the
interaction and co-design between IT professionals, domain experts,
business experts, and users better than at the code level or the tra-
ditional (more technical) modelling level as in a typical UML [37]
approach. This approach is extensively validated: it has proven
successful in the development of web applications, telecommuni-
cation systems, game development, robotics, and bioinformatics
systems [34]. In particular, XMDD and DIME support Domain Spe-
cific Languages, intended as domain specific libraries of services
that provide reusable functionalities [38] and features [39, 40].

4 E-Learning Broker Architecture Design

We designed a domain-specific service-oriented e-learning system
for systematic data integration and service brokering between differ-
ent e-learning systems in NRENs. We refer here to the specific case
of AfgREN, but the architecture is general, as we aim at standard-
ization for compatibility beyond specific regional consortia.

In the specific case study, AfgREN is established at Kabul Uni-
versity and it provides services to Afghanistan’s public universities
including Balkh University and Herat Universities. Figure 8 shows
the architecture from the point of view of Kabul University: it has its
own three layers (on the left) and it provides services to the external
layer of the other universities (on the right) through the e-Learning
Broker (center). The same layers and components exist for the other
collaboration parties, which are symmetric.

In Afghanistan, the legal framework and procedures are the
same for all the public Universities. This simplifies the collabo-
ration because the three layers and several components in Kabul
University’s local architecture (shown in Figure 8 left) are also ap-
plicable to the other public Universities in Afghanistan. The second
case study exemplifies how much of the architecture and the broker
carries over to the Irish TU setting.
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4.1 National, Cross-Organizational Collaboration

4.1.1 Requirements

Prior to the design of architecture, we performed an architectural
requirements prioritization using Requirements Bazaar concept and
tool with an expert group of stakeholders that comprised the e-
learning committee of Kabul University and AfgREN network oper-
ation center engineers.

Figure 7 shows the functional requirements of system architec-
ture together with the number of Votes/Select each attribute received
in a Requirement Bazaar-supported session. We used Requirements
Bazaar from the very early stages till the end of the development
process to be in continuous contact with the remotely located ex-
pert groups, and negotiate and validate requirements and design
decisions in each stage of the development.

Figure 7: Functional Requirements of the System Architecture

4.1.2 Choosing the Architecture pattern

Different architecture patterns exist for different applications, such
as Layered architecture, Event-Driven Architecture, Microkernel
Architecture, Micro-services Architecture, and Space-Based Archi-
tecture [41]. We carefully analyzed the application domain and
requirements to decide which architecture pattern is the most suit-
able for the target application.

Layered Architectures consists of several layers addressing
individual concerns [42]. The required number of layers depends
on the complexity of the application: some complex applications,
such as the Internet of Vehicle (IoV), have five layers [43]. Most of
the layered architectures have four layers: a presentation layer, a
business logic layer, a persistence layer, and a database layer. Some-
times in sample architectures the architects combine the persistence

layer with the business logic layer. The process of passing data be-
tween layers needs to be very systematic. Layers need to be closed
or open, only after having been processed by a specific layer the
next layer is made accessible for its data processing. In a layered
architecture, the components are accordingly also divided into these
layers. The classification of components into different layers helps
for easier separation of concerns in the development, test, and main-
tenance. Layers also provide better modifiability, offering a form
of virtualization: if a component of one layer is changed, it does
not affect components of the other layers. However, layers and tight
coupling of components have a negative effect on the performance,
agility, deployment and scalability of a system [41].

Event-Driven Architectures are used for highly scalable sys-
tems. Its two main typologies are the mediator topology and the
broker topology.

A mediator topology is commonly used when the architect cen-
tralizes the events. The typical mediator topology has four main
components (event queues, event mediator, event channel, and event
processor) and two types of events: initial events and process events.

The broker topology is best used when the architect chains the
events and does not need to centralize them. The broker topology
has two main components: a broker component and an event pro-
cessor component [45]. The Event-Driven Architecture pattern is
a complex pattern, and the architect needs to consider the remote
process availability issue, the lack of responsiveness and the broker
reconnection logic in the broker event or face mediator failure [41].

Plug-in Architectures are used as a way of supporting rela-
tively independent third party products. A Plug-in architecture
pattern that is also called Microkernel pattern consists of two
main components including the core system and one or more plugin
modules. This architecture pattern is mostly used for product-based
applications that have downloadable files.

Microservice Architectures are the oldest services-oriented
pattern [50] and widely adopted in distributed and module-based
systems. Currently, it is used as the predominant service-oriented
architecture [50]. The microservice architecture pattern is a special-
ized alternative to a more general service-oriented architecture. It is
a distributed architecture, where all components are separated and
can be controlled with a remote access protocol. The distributed na-
ture of this pattern provides more scalability and ease of deployment
attributes [41]. However, microservice architectures have challenges
of security [47].

The Cloud Architecture pattern is also called space-based ar-
chitecture, and addresses the problem of scalability. An application
that is accessible through a web interface is a suitable application
for this pattern. However, the cloud architecture pattern is expensive
and it is not suitable for a traditional database with a large number
of operational services. The advantage of a cloud based architecture
is that we can implement different architecture components in
this pattern. The cloud-based patterns simplify the deployment of
applications [48, 41].

Table 1 summarizes the comparative characterization of the
described architecture patterns based on their quality attributes rele-
vant to our application. We qualitatively indicate the extent to which
each quality attributes is provided as Low (*), Medium (**) and
High (***).
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Table 1: Analysis of Architecture Patterns based on Quality Attributes [44, 42, 43, 41, 45, 46, 47, 48, 49]

Architecture Pattern Agility Deployment Testability Performance Scalability

Layered Architecture * * *** * *
Event-Driven Architecture *** *** * *** ***

Plug-in Architecture *** *** *** *** *
Microservice Architecture *** *** *** * ***

E-Learning Broker Architecture ** *** *** *** ***

4.1.3 The Hybrid NREN e-Learning Architecture

Given the needs of our applications, we adopted a layered, event-
driven architecture with a broker technology that provides a high
level of agility, ease of deployment, high level of performance and
scalability [12, 49, 30, 20, 51]. In this system, the broker needs to
publish events to different collaborative systems that are in differ-
ent domains and follow different roles. Additionally, the XMDD
paradigm automatically enforces a service-oriented approach [34]
at the implementation level [52], so that we also reap the bene-
fits of this paradigm in the application design and implementation.
XMDD is compatible with the SCA service-oriented architectures
standard [53], and is a service-oriented evoilution of the more tradi-
tional component based architectures in software design [54] and
of the feature oriented architectures in early telecommunications
services design [55]. It would even support higher order processes,
allowing for full reconfigurability of the processes at runtime as
shown in [56].

The NREN e-learning architecture shown in Figure 8 is com-
posed of three layers: Internal Layer, Conceptual Layer, and Ex-
ternal Layer (on the left). Each layer has several components and
sub-components that provide the features identified as a core for
any NREN e-learning system architecture.

Figure 8: The Component diagram of eLearning System Architecture for a subset of
AfgREN

Figure 8 is adapted from the reference architecture for managing
dynamic inter-organizational business processes (eSRA) [57] and
shows the abstract level of the AfgREN e-learning architecture [49].

• Looking at the structure in the main node, that in AfgREN is

at Kabul University (Figure 8 left), the e-learning platforms
are located in the External Layer.

• The Conceptual Layer comprises an e-learning Setup Sup-
port component in which e-learning services are composed
collaboratively in a crowdsourcing way. These e-learning
services are process aware, have rules attached. Addition-
ally, the Translator component converts heterogeneous data
formats between the external and internal layers.

• The Internal Layer contains a Legal framework compo-
nent in which local process enactment engines, legal process
and orchestrate information technology infrastructure that is
wrapped as a Web-service. Furthermore, in the Internal Layer
local rules engines and local database systems capture the
roles of the respective departments and user groups, including
academic, administration and students. This structure and
subdivision correspond to the essential features identified in
various workshops with stakeholders of these groups.

4.1.4 The Broker Aspect: System-Level Features

The design of the e-Learning broker is based on the following
elicited system-level features and requirements:

1. The NREN system supports the conceptual formulation of
e-learning services between collaboration parties based on
the accepted agreement and the established procedures.

2. Translation of the existing legal framework to a technical sys-
tem, and the mapping of these between collaboration parties.

3. Projection of the e-learning services from the conceptual layer
of each collaboration party to the external layer.

4. Brokering capability for the projected services. The broker
needs to have access to all e-learning systems of the collab-
oration parties, the Broker provides an interface that users
access different e-learning tools from a single interface, the
Broker interface provide SSO services ad also integrate the
data of used e-learning applications.

5. Verification of collaboration parties and exchangeable com-
ponents is another task of Broker,

6. Announcement of the verified result to users, the new ser-
vices, new members, and any possible issues also announce
by the Broker component.

7. Stepwise and systematic construction of interoperable e-
Learning architecture based on NRENs.
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8. Technology independent e-Learning architecture based on
NRENs, easy to port to more modern technologies.

9. Interfaces for the separation of heterogeneous data, to protect
private information and to enable a separation of internal and
external processes. Collaboration between systems by using
Single-Sign-On technology

10. Loose coupling for the interoperability of the e-learning plat-
forms.

11. No central role for any member of the collaboration parties,
each collaborative party should act as a party.

12. The Broker application will be installed in the network opera-
tion center of the NREN.

4.1.5 Data Management

For data management, the NREN e-learning architecture adopts
an abstract data repository. This style keeps e-learning service con-
sumers and providers of shared data from knowing of each other’s
existence and the details of their respective internal implementations.
The abstract data repository implements a layering style by interpos-
ing an intermediary protocol between the producer and consumers
of the shared e-learning services. Its interface further reduces the
coupling between data producers and consumers. Global and local
process enactment and rules engines in the external- and internal
layers are dedicated components for example for the technology
translation, data mediation, and policy enforcement.

4.1.6 Broker-Based Service Mediation

The broker pattern in the AfgREN is implemented in the
eLearning Broker component, a separate component that me-
diates between collaboration parties within the architecture, facili-
tating the rapid and performant matching of e-learning needs with
requests from users. Its purpose is the redirection and bundling of
communication among the parties, preventing parties from finding,
contacting, and investigating every potential collaborating party
separately.

The service oriented architecture of the eLearning Broker
component is shown in Figure 9, and it is adapted from an NREN
e-learning reference architecture [49]. The broker uses a pub-
lish/subscribe style in which publisher institutes submit new e-
learning services, and all subscribers that are members of the NREN
receive notifications automatically. The broker works as a notifier
between the collaboration parties. The subscription contract be-
tween collaboration parties can be a collaboration contract with free
cost or with a price. In this star-like topology the publishers and
subscribers are the leaves. This style is advantageous in a multi-
party collaboration environment with large numbers of potential
e-learning service consumers and providers. It provides a good sys-
tem performance because of the reduced communication overhead
and it enhances the flexibility and ease of integration of additional
(national) e-learning systems. In this type of topology, users can
easily access the many types of e-learning services provided by
collaboration parties in the NREN domain.

Figure 9: The e-Learning Broker in Detail

4.1.7 The Core Services

The collaboration between organizations is based on the existing
rules and procedures, and each party needs to specify their services
and data. Conceptual patterns need to be set up in a technical system
in such a way that collaborative parties access only the legal and
correct exchangeable data.

Internally, the eLearning Broker includes sub-components
for Reputation Management and Identity Management, as
well as a Process Snippet Manager, a Validator, the proper
Service Broker and a User Interface.

The Reputation Manager stores detailed information about
collaboration parties including the list of exchangeable data/services
and the level of service access. The Identity Manager stores
detailed information about the users, user groups, their access capa-
bilities, and it exchanges information with all sub-components of
the eLearning Broker. The Process Snippet Manager stores
the business processes and collaborates with the Service Broker
to provide the composed processes for the specific heterogeneous
e-learning systems that each collaboration partner provides. There
can be in fact various e-learning platforms, like Moodle or edX, that
support different processes.

The Validator component consists of a Process Communica-
tor, a Verifier, a Translator, and an Interface Checker.
When this component receives a verification request, it processes
it, verifies the legitimacy w.r.t the contractual sphere, the access to
services via an interface, and sends back the results.

Figure 10: The e-Learning Service Broker Details
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The Service Broker Manager consists of three other sub-
components: the Service Library Manager, a Template
Search Engine, and a Notifier. The Service Library stores
the business processes of collaborative parties and provides in-
formation for the Search Engine and Notifier. The business
process specifications stored in the Service Library Manager
works closely with the external layers of the collaboration parties.
At the top-level users can search available services through the
Template Search Engine interface of the eLearning Broker.
For instance in Figure 10 the Search Engine exchanges data
with the bid manager component for the brokering services. The
User Interface of the Broker provides access to all NREN e-
Learning services through this search engine.

Finally, the Interface component provides the user access
interface for the users, so that through SSO users can access many
participating applications with a single login.

In Figure 8 the Balkh University and Herat University on the
right side of the system architecture have the same components
as Kabul University, they receive the services and data through
their own E-Learning Exchange components, and their internal
architecture.

The eLearning Broker component is an interface that facili-
tates the collaboration of e-learning systems through a rapid match-
ing of e-learning needs with requests from users. Concretely, the
broker works based on the collaboration agreement between the
parties sharing e-learning services. Collaborating parties may have
different agreements, e.g. Some exchangeable data may be offered
for free while some services may need to be paid by the users or
collaboration parties. The e-Learning broker also sends notifications
to collaboration parties.

The central advantage of the broker in a multi-party collabora-
tion environment with large numbers of potential e-learning service
consumers and providers is high system performance, supporting
efficient access to many e-learning services provided by collabora-
tion parties. This is due to reduced communication overhead and
enhanced flexibility and ease of integration of additional e-learning
platforms, which were among the top quality attributes requested
by the experts.

Figure 11: Successful Data Integration with the AfgREN Broker

The NREN e-learning architecture implements an abstract-data

repository style. This style shields e-learning service consumers
and providers of shared data from the knowledge of each other’s
existence and the details of their respective internal implementa-
tions. Figure 11 shows the result of the solution provided by the
new broker architecture; it solves the problem of data replication
in a different system located in the same NREN domain shown in
Figure 1.

Our proof of concept system in the reference implementation
covers all the system features listed in Figure 7. These features were
discussed with domain experts and prioritized. We prototyped the
application Based on the designed system architecture, and shared
it with the domain experts for further feedback and enhancement.

While the prototype is designed only for the AfgREN case, it is
nicely applicable also for the Technological University.

4.2 Intra-Institutional Cross-Campus Collaboration

Cross-campuses collaboration within a federated institution requires
to focus more on the resources sharing and data integration between
different different applications: the e-learning setup must filter the
exchangeable data based on the respective procedures and respon-
sibilities of the collaboration units, which usually differ. In such a
context, the legal framework and procedures, security and privacy
are the top priorities.

Figure 12: Intra-institutional cross-campuses collaboration Architecture

Considering that the various campuses in Figure 12 all connect
through HEAnet, the collaboration setting of AIT and LIT under
the new Technological University structure needs less filtering than
other case studies, but still the sharing of the financial management
systems and other resources sharing can be performed through the
NREN Broker. The architecture proposed in Figure 12 shows that
the three-layer NRENs cross-organization collaboration is applica-
ble again. This time the focus of the translation and consistency
check is between different units of the same (federated) organization
and connects different e-learning applications that work in different
campuses by considering the respective procedures, data security
policies, and filters to apply to the exchangeable data.

The same three layers illustrated in AfgREN apply and are
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replicated also for the cross-campuses collaboration. The formal
move to the TU structure, with a start of operations as TU, will
happen before the two ITs fully merge their policies and IT systems.
The alignment of decisional and operational policies and regula-
tions (that in Ireland are strongly local to each institution) and the
de-duplication of IT systems to reach a single platform for every
function will therefore happen gradually over time, if ever.

The TU will therefore face a transition time of likely several
years where it will need to operate formally as one entity, but with
regulations, policies and IT systems that start disjoint and will grad-
ually converge, in some phased manner. The advantage of a broker
based architecture as we propose is clear, due to the many com-
ponents supporting the mapping of all these vital functions, it can
evolve along the legal and operational changes, eliminating the need
for costly point-to-point integration.

5 Model Driven Design of the E-learning
Broker

Using DIME as a tool for prototyping and supporting XMDD and
model-driven engineering method (MDE)[58] the web application
development of the broker does not require extensive programming
skills and it provides through the models an opportunity to involve
a wide range of project stakeholders. This is a key factor for the
success of a project.

We describe now the design of the AfgREN Collaboration Bridg-
ing Application, a web application that embodies the prototype for
the AfgREN case study. We used the described XMDD approach
and the DIME Integrated Modelling Environment as a MDD layer
on top of the Eclipse IDE (integrated development environment).

For ease of understanding we describe the application design
aspect by aspect, along the DIME model types: Data models for the
data structures, Processes for the business logic, GUI for the web
application presentation and interaction layer and Security for the
Roles and rights management. We present the four aspects individu-
ally, but the prototype was developed in an agile and collaborative
way, by co-designing and co-evolving the 4 types of models along
the growth of the prototype in successive sprints.

5.1 Data Model

The data model in Figure 13 shows the structure of the e-Learning
Broker that is an abstract model and organized elements of data that
is relate to one another and to the properties of entities. The Base
User, User, and Role were preexisting in DIME. We add the Broker
component with its many sub-components: Thread, Category, SSO,
Register, Search, Language, LegalFramwork, and detail of legal
framework and many other sub components are required in the parts
of the prototype. The Roles foreseen for the users of the application
are a simple User group, an Admin group, a PowerUser group, and
a GuestUser group. DIME creates a powerful data model for web
applications with many advanced modeling features including Ab-
stractType, ConcreteType, UserType, and EnumType, each of them
have different attributes. The models are managed with bidirectional
associations, association, and inheritance connection.

Three different Model Component Types are used in this data
model: Concrete types (C) are used for the User, Broker, Thread,
RegisterO, Category, SSO, Search LegalFramework, and Detail.
The User type (U) is used for the Base User and the Enum type (E)
is used for the Role and Language. We consider a User association
connection between the User and BaseUser (in orange), a bidirec-
tional connection between User and Thread (solid line), and an
association connection between Broker and other components (ar-
rows). In the associations as well as in the individual data types, we
use square brackets to indicate lists or collections. For example, in
Figure 13 the User association associates every User with the same
BaseUser, but the BaseUser is associated to many concreteUsers,
indicated as [concreteUser]. Similarly, a User can be associated to
many Brokers and Threads.

The Model components have a rich set of typed attributes. For
each attributes, the model shows whether they have no associations
(yellow dot), unidirectional connection as the User.broker attribute
with the Broker (yellow dot with one black dot), or bidirectional
connection like the threads attribute of the User with another thread
model component (yellow dot with two black dots).

All these model elements are formally defined, they are used
by the DIME syntax and semantic checkers to ensure that the use
of the components and data in the processes is syntactically and
semantically correct. This integration of knowledge and checks
across various model types is one of the advantages of XMDD as
implemented in DIME in comparison with traditional model based
approaches to software development, where these checks are not
available, or not connected with a correct-by construction generation
of code.

As we see, very little in this model is specific to a case study.
While the languages will change (English and Persian in the Af-
gREN case, English and Irish in the TU case), as well as the specific
Legal regulations (e.g., GDPR for privacy is mandatory in the EU
but not in Afghanistan, which follows national laws instead) the vat
majority of the fields is present and very similarly instantiated in
both case studies. All the e-learning application fields for example
are instantiated to Moodle in both cases, and the user categories and
roles so far seem to be shareable as well.

In this sense, we think that a good part of the architecture, data
model, implementation and ontology are domain specific to a feder-
ated collaboration architecture, thus widely reusable across various
kinds of supervised and regulated collaboration, and that a good part
of the domain specific aspects, like the e-learning applications and
parts of the student management can also be shared at the platform
level across all the deployment instances. Only a small part of the
data model, processes, GUI etc will need to be customised to the
specific collaboration and to the specific institution. For example,
the fact that some institutions are connected through WiMax is
taken care of at a lower layer (the underlying network and pure
connectivity layer) and does not reflect itself on this architecture
and models.

www.astesj.com 223

http://www.astesj.com


Salim Saay and Tiziana Margaria. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, XX-YY (2020)

Figure 13: Data Model of the Broker Application (in DIME)

Figure 14: The e Learning Broker Process Library (in DIME)

5.2 Process Models

The DIME process models support a complex business logic, with
the usual patterns (sequential composition, alternative choice, paral-
lel fork and join, and hierarchy), advanced dynamic access control
and long-running processes. The process models are interdepen-
dently connected with the data model and the user interface models.
A web application like the bridging application requires the collabo-
ration of several model types. Figure 14 shows the palette of models
we developed in this case study. We now describe some of them.

5.2.1 Home Process

The main process is the Home process. As shown in Figure 15, the
Home Process model integrates the Public interface, Private inter-
face and all required options for the Detail process of the e-Learning
Broker application.

The process starts with the RetrieveAllThreads subprocess:
it collects all the current learning materials including course title,
learning support document, and library support materials, and then
displays them on the PublicHome page. This is the public home
page of the application, which is here represented by its GUI model.
From the public home page, users can search for courses and mate-
rials. To do so, the system searches (Search process) the content
metadata from all e-learning platforms registered in the NREN
domain and collates the information in the RetrieveAll process.
Filters can be successively applied.

Open-access material and courses that will be categorized by the
Universities can be used publicly without system login and with no
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Figure 15: The e Learning Broker Home Process: Control Flow and Data Flow in DIME

limitation. If a course requires login credential, the user is required
to have a user account in the e-learning platform used for course
management in their organization, and their e-learning platforms
should be a member of the NREN SSO that is located in the Broker
component. After logout, the user returns to the public page of
the Broker application, and at the same time user logout from all
collaboration e-Learning systems.

5.2.2 Startup Process

Figure 16 (left) shows the Startup process model that adds users
and threads to the collaboration system in a role based fashion.
The roles Admin and PowerUser can add threads. PowerUsers are
involved in creating a course, learning content, and informative
materials. The subjects are categorized by the name of the depart-
ments, and PowerUsers of the e-Learning application can add a list
of subjects under the name of each department. The logic of this
part of the process model leads the system users to a local bridging
application server. The Moodle platform is also located on the same
server. A title, a short description, and a URL are required for all
threads (see the GUI model in Figure 17) (right). Then a category is
selected and the thread is submitted. The system records the author
and date of the thread creation, duplicate threads are notified to their
author.

5.2.3 Register Organization Process

Registering new organizations to the list of collaboration parties is a
core feature of the Broker, taken care of in the RegisterO process.
Any user can add the reputation of the organization to the system,
that needs approval by the Admin. The reputation of an organization
is accessible through the registration button in the public interface.
Figure 16(right) shows the process model for registering an orga-
nization on the basis of the name, type and official email of the
organization, its domain name, and IP. This is a low-administration
way to provide new facilities for the collaboration parties.

As evident from the Process Library in Figure 14, we defined
and used more processes to perform other sub-tasks. From the
process models briefly introduced we see that all the process mod-
els, the data model, and the interface models are integrated with
each other and work together to generate a fully functional web
application.

5.3 User Interface Models

The dynamic and responsive graphical user interface of the Collabo-
ration Application is built by means of DIME’s GUI process models,
that are connected seamlessly to the business logic via hierarchi-
cal modeling. The Broker Web application has both a public user
interface accessible to anyone, that shows a list of options and a
list of subjects based on their category, and also a private interface
accessible only to registered users. Figure 17(left) shows the top
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(a) Startup Process: Control Flow (b) RegisterO Process: Control and Data Flow

Figure 16: The e Learning Broker Startup and Register Organization Processes in DIME

level DIME GUI model of the the public interface, and Figure 18
shows how the public interface of the deployed and running web
application presents to the users.

The public user interface is intentionally kept simple. All the
elements appearing on this interface (input fields, buttons, menus
etc) are part of the GUI element library that comes with DIME, so
there is no need to develop code for the GUI design, which is done
in a purely zero-code drag and drop and configuration manner. This
feature allows in particular a very efficient turn-around cycle for
modifications of the look and feel of the web application.

The public interface also provides a good opportunity for the
software developers to share with the reviewer team, product owner,
and other stakeholders the prototype of the application, to get feed-
back and keep them committed to the project: these users can test
and assess the application and give timely feedback, while most of
them would not be able or willing to review the code.

Users of the participating institutions to the e-learning collabora-
tion use the services of the NREN through the broker and the local
e-learning systems in a secure way. They log in once to the server
with their username and password, then to access other participating
applications they are required at the first login a secure key. After
the first login, they are enabled to use their applications without
further formalities.

Once logged in, users reach their private user interface. From
there they reach all the applications they are entitled to see in the
NREN, and those where they can add new threads. Figure 17
shows the private interface model (right). The private interface is

role-specific, currently covering course developers, system admin-
istrators, auditors, and maintainers. The administrator role of the
system can define different roles for the users.

For security purposes, we use the Elytron[59] technology con-
tained in WildFly 14 to provide authentication, authorization, and
data encryption.

Figure 18: The e Learning Broker Web Page

For the development of the current prototype, shown in Fig-
ure 18, we considered three options:

• In the first, a Moodle instance is installed on the server that
runs the bridging application, and the Moodle application
uses its Shibboleth instance to reach e-learning systems that
support Shibboleth. In this case, the GUI model provides

www.astesj.com 226

http://www.astesj.com


Salim Saay and Tiziana Margaria. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, XX-YY (2020)

(a) Public Interface: GUI Model (b) Private Interface: GUI Model

Figure 17: The e Learning Broker Public and Private Interface in DIME (GUI Models)

users with a button to login to Moodle. Once logged into this
Moodle, users can access any other participating application
that supports Shibboleth.

• A second option uses instead the Wildfly 14 contained in
DIME. To configure the SSO, we replace the original DIME
configuration with a modified ¡standalone-ha.xml¿. A key for
using the SSO is created and shared with each member’s ap-
plication. We use this option for the applications that support
wildfly Web Single Sign-On.

• Additionally, to access other e-learning platforms such as
edX, and in-house developed applications, the GUI model
of bridging application provides the third option for users.
Currently, the button of the third option is linked to edX
Afghanistan a customized e-learning application for Afghan
public Universities. All three options are available in the
public interface shown in figure 14 and users can select any
option they required.

6 Lesson Learned

A central benefit of DIME and XMDD is that once a model is de-
signed, due to the low-code approach to process development that
reuses many preexisting components and a zero-code approach to
the data design and GUI design, having the models is equivalent to
having built a reference implementation. By code generation from
the collection of models and components, as supported in DIME,
we obtain a ready (prototype) application and this application is
automatically deployed and fully functional for user testing or usage.
This approach thus supports a more widely accessible collaborative

DevOps style of design and development that improves over the
currently standard agile approaches, that are code-based.

This way, it is possible to share and reuse the generated (native
Java, Javascript etc) code as-is, but also to change the models (in
the DIME graphical editor, or alternatively in the standard Xpand
Eclipse textual format) and re-generate and deploy a new version.
This feature in particularly attractive in an environment that is still
evolving, like for the TU intra-organisational collaboration. That
collaboration is actually establishing an inter-organisational collab-
oration between two up to now independent institutions. It is likely
to start as a very lightweight federation of distinct tools and systems,
joined by a properly designed and managed access (SSO, security,
and roles and rights), but it will over time substitute the 2 or more
systems in place up to now for each aspect of the TU’s e-learning
and students management with potentially only one system - either
one of the current locally adopted solutions or a new one. In this
context, it is important to be able to quickly experiment with alterna-
tives, for example in a staging configuration, with quick turn around
of modifications and easy and immediate access to the successive
versions of the various features and services.

We already assessed that the current reference prototype is
portable with minor modifications also for the Technical University
use case. The detailed design of the Technological University collab-
oration is still ongoing and the development of the full application
is accordingly future work. Along the agile development style, a
first beta-release will be followed by two more increments in the
coming months.

Additionally, the prototype works as generic reference platform
for collaborative e-learning and student management, including
for example lighter-weight collaborations with associated institu-
tions, for example for ERASMUS+ international programs or inter-
institutional national courses of study as the Irish Higher Education
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Authority increasingly promotes, for example in Digital Health
Transformation. The central feature of the architecture, reference
application and concrete Web Application is that we can evolve and
extend them with ease, integrating more functionalities and features.
Specifically, the DIME models are both intuitive and formal, and
designing systems with these models does not require computer
programming knowledge. This provides a real opportunity to have
prototypes co-developed by real users, including student administra-
tion employees, for a true co-design by those who deeply know the
requirements of the organization.

7 Current Status
From the list of features and the data model of Figure 7, the SSO,
registration, search engine, user accounts, legal framework, thread,
and categories are already actively working. The multilingual lan-
guage option and the user role management will be active in the
next version of the prototype. At this stage, validation has taken
place technically in the developer test and continuous feedback has
been gathered from representatives of the user groups addressed in
the workshops.

In the specific AfgREN context, there is a higher uniformity than
in general NRENs because the members are public Universities that
follow the same policy, law, and procedures defined by the Ministry
of Higher Education of Afghanistan, while international NRENs
are more heterogeneous. The network infrastructures, e-learning
systems, and other applications are the same as in other NRENs. We
provided AfgREN with an SSO by configuring the AfgREN Broker
application (designed and code-generated with DIME) to serve also
as an SSO server. We installed Moodle and enabled Shibboleth on
it in the same server. We have currently prototypes of the searching
engine, identity manager and reputation manager. We are working
to develop the remaining subcomponents of the broker (validator,
translator) and to add an intelligent agent in the Broker that provides
a fully transparent SSO service for the different e-learning platforms
implemented in the NREN domain.

8 Conclusions
We provided a modular and extensible architecture for NRENs as a
modification of a previous reference architecture for business collab-
oration, now ported and extended to the e-learning data integration,
as well as a novel architecture of an e-Learning Broker that is tech-
nology independent and thus helps furthering open education and
learning collaboration. We adopted a model-driven design paradigm
for the development of a reference prototype of a Web-based Collab-
oration Application that supports open education collaboration and
data integration between different e-learning systems co-existing in
an NREN domain.

In particular, we adopted AfgREN as a case study, considering
the specific policy and strategy legally in place in the AfgREN do-
main. Based on the proposed NREN e-Learning architecture, we
designed the data model, several process models and the interface
models of the NREN e-learning broker. These models and processes
are going to be provided open source, both in a DIME-specific for-
mat and in export formats reusable independently of DIME.

The current prototype of the reference implementation is func-
tional, and we have indeed made use of the rapid turn-around time
of design and DevOps iterations enabled by the chosen XMDD and
low-code development technologies.
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 Virtual reality (VR) is finding applications in a wide range of industries; however, a 
significant number of users find VR experience considerably different from the real-world 
experience. To match the real-world experience, the VR experience should look real, should 
be immersive, and be in line with the users' anticipation. Achieving realism in the virtual 
representation of objects, however, presents several technical challenges. This study 
presents a new approach, "Smooth Transition and Hybrid Reality (STHR)," to easily 
enhance VR realism. In this approach, the participants are exposed to a mix of real-world 
objects (RWO) and virtual objects (VO), and a smooth transitioning from the real world to 
the VR space is obtained by making the real-space highly relevant to the VR space and vice-
versa. To test the effectiveness of STHR, different experiments on spatial awareness were 
conducted, and finally, a virtual art gallery was created for the public. A total of 21 
participants were included in the study and were randomized into experiment and control 
groups. The results indicated that the interaction with an RWO in the initial phase of VR 
significantly increases the task completion time and the attention (both, p<0.05). It was 
found that almost 50% of the participants relied on prior knowledge of the real space even 
when different visual information is delivered through VR. STHR based virtual art gallery 
(VAG) was created for the public, and the experience of random visitors was noted. In VAG, 
haptic feedback was provided by using an RWO (3D printed artwork), and the smooth 
transition from RW to VR was maintained. The average time spent in the VAG more than 5 
minutes, and the feedback of visitors was highly positive.  

Keywords:  
Virtual reality 
Realism 
Spatial awareness 
Space familiarity 
Haptic feedback 
 

 

1. Introduction  

Technological advances make a significant impact on all 
forms of art and even create new art forms. Virtual reality (VR) 
and augmented reality (AR) are poised to make a remarkable shift 
in the way art is created, presented, and appreciated [1, 2]. 
However, in VR, replicating the effect that real artworks make on 
human perception presents several technical and psychological 
constraints [3-5]. 

The perceived quality of artwork usually differs from person 
to person, depending on their previous experiences and subjective 
interpretation of the visual information, and involves multi-process 
cognition and emotional associations [6, 7]. Typically, at art 
galleries and museums, observers view the artwork from a 
distance. The perception primarily relies on the processing of 
visual information of depth, distance, and angle. The ultimate goal 
of VR technology in art is to achieve digital art appreciation in the 
digital art space that is at least on par with its conventional 
counterpart. However, in the context of VR, as the viewers already 

know they are observing a virtual object, comprehension of 
"reality" gets complicated and greatly depends on the immersion 
and presence rendered by the overall VR experience [8, 9].  

The space setup and the method to transition into VR 
significantly influence the overall VR experience. It has been 
reported that creating a gentle transition from the real world into 
the virtual and back into the real environment could be an excellent 
solution to enhance the realism of VR. In a recent study, the effect 
of a gradual transition between the real world and VR was 
investigated by using a video feed from a stereo camera that 
gradually faded into the virtual content, creating a smooth 
transition, which significantly affected the participant's perception 
of virtual body ownership and presence [10]. The major issue with 
this smooth transition method is that a new 3D model must be 
provided for each different space. Constructing realistic 3D spaces 
is time-consuming, and, in several cases, the meant-to-be-shown 
virtual environment is entirely different from the real space. 
Furthermore, there can be differences in the scale of the space or 
in content [10-13]. However, despite all significant research in this 
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area, the factors that affect VR experience quality are not yet fully 
established. 

In this work, we introduced the concept of Smooth Transition 
Coupled Hybrid Reality (STHR), wherein the participants were 
first deliberately introduced to a physical object, which was the 
replica of one of the virtual objects that the participant would see 
during VR. This step was expected to provide haptic feedback that 
matched the real world and the VR [14, 15]. Furthermore, the setup 
was designed to allow a smooth transition from the real world to 
the virtual world and vice-versa. This step involved making the 
real-world theme highly relevant to the virtual world and blocking 
all extraneous content to the maximum extent possible. The study 
also attempted to clarify the fundamental aspects of the impact of 
spatial awareness on the overall VR experience. 

2. Methodology 

The objective of this research was to find out approaches that 
can be utilized to enhance the VR experience. To that end, the 
concept of STHR was developed, which involved providing haptic 
feedback by a real-world object and enabling a smooth transition 
from a real-world environment to VR environment. To test the 
efficacy of STHR, we conducted different randomized 
experiments and examined anticipation, reality, immersion, and 
attention participants during their VR experience [8, 15, 16]. We 
have also monitored task-complication time and the number of 
collisions in different study groups. Finally, the validity of the 
STHR concept was demonstrated by creating a virtual art gallery 
for the common public and recording the realism experienced by 
random visitors [17].  

2.1. Participants and questionnaire  

There were 21 participants in the experiment. Before the 
experiments, all participants were asked to fill a questionnaire 
related to the basic information and previous VR experience. Each 
participant had to participate in all experiments. After each 
experiment, they were asked to fill a Presence and Reality 

judgment questionnaire [18]; the questionnaire had 25 questions 
that were to be scored on a scale of 1–10. Anticipation, reality, 
immersion, and attention during VR were analyzed from the 
questionnaire. At the end of all three experiments, we also 
conducted a survey and an interview with questions based on the 
participants' behavior. 

2.2. Experiments  

A total of three experiments were conducted in the same place 
in a specific sequence, one participant at a time. We chose a room 
that was unknown to all participants to eliminate any knowledge 
of the space. Before entering the experiment room (Figure S1), the 
participants were asked to wear an eye mask, close their eyes, and 
keep them closed until they entered the room and put on the head-
mounted display (HMD). When the experiment was over, they 
were asked to close their eyes again until they left the room.  

In the first experiment, we examined the effect of hybrid-
reality on realism, i.e., we created the setup so that the participants 
interact with a real-world object (RWO) in the initial stage of the 
VR experiment. This approach provides haptic feedback that 
matched the real world and the VR gallery. The virtual space was 
a room with some furniture, a column offset from the center of the 
room creating a narrow passage, and some traffic cones to act as 
obstacles while walking in the room to perform the task (Figure 1, 
Figure 2). The participants were divided into two groups and 
randomly assigned to one of the two conditions. The first condition 
introduced some real-world objects (RWO) (a table and chair) with 
similar shape, size, and VR location as in the real environment. 
These objects were placed near the participant's starting point, 
which forced a natural interaction through either deliberate or 
accidental. These matching objects were the only things inside the 
experimental space. In the control group (CG), there were no real 
objects. For each group, we measured the time taken to complete 
the task of touching the red boxes, noted their routes of movement, 
and observed the distance traveled by the participants to avoid the 
obstacles, and compared them. 
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In the second experiment, we examined the difference in 
realism and task completion time when the participant is already 
aware of the real space. Essentially, it was a measure of the effect 
of spatial awareness of the real space on VR realism. The 
boundaries of the virtual and physical worlds were the same. 
Traffic cones were scattered around the virtual space that acted as 
obstacles when a participant walked into the room to perform the 
task of touching the red boxes (Figure 3). However, the 
experimental space did not have any physical object—it was 
empty. The experiment had two primary setup conditions: an 
environment where the participants can see the room set up to 
know it is empty (control group) and a group where the participants 
cannot see the actual space where the VR experiment was 
conducted. In this setup, a barrier (wall) blocked the participants' 

view of the real space. We compared the time taken to complete 
the tasks, the route of movement, and the distance traveled by the 
participants. In the last experiment, all the participants were 
allowed to see the room before wearing the VR headset; however, 
the VR setup was clearly different from the real space (Figure 4). 
We aimed to examine if the participant's memory of the real world 
would persist during the VR experience and how this knowledge 
affects their decision-making while experiencing VR. 

This experiment focused on the route and actions taken by the 
participants. There was an obstacle (table) in the real environment 
that did not exist in the VR space. This obstacle blocked the path 
needed to reach the second red box. Thus, this was a bad 
environmental setup for VR. 

 

Figure 3: VR space and dimensions of VR realism after Experiment 2 (spatial awareness). (A) Experimental space (B) Virtual-space (C) Assessment of different 
dimensions of VR realism. (MG: Mask group, CG: Control group) 
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Figure 4: Effect of prior knowledge of real space on the decisions made in VR space (A) Experimental space (B) Virtual-space [Table chair (blue) were not a part of VR 

space but were present in the room and all participants have seen the room. The chair (gray) was introduced in between the VR experience]  

However, this answers the following question: "how will the 
participants treat the real-life obstacles if they do not see them in 
VR? Will they remember them?" Besides, after touching the 
second-to-last box and on the way back to the starting point where 
the last box was, a new obstacle (chair) was rendered, which did 
not exist in the real world. This will answer the question that "How 
will the participants handle the newly spawned virtual obstacle? 
Will they prioritize their knowledge of the real space, or trust the 
visual information provided in VR?"  

In the experiments, the participants were asked to perform a 
simple task of touching some red glowing boxes, which turned 
green when touched and then spawned a new red box in a new 
location in the virtual room. This task encouraged the participants 
to look and walk around the space while avoiding some room 
obstacles [19]. 

2.4. System 

The system consisted of an HTC Vive headset with a Leap 
Motion sensor mounted on it for hand tracking and Vive motion 
controllers with 3D printed mounts fitted around the ankle to track 
the movement of feet. We tried to represent the use with a semi-
realistic avatar in VR to help maintain the level of immersion [20-
23]. The experiment space dimensions were 4.4 m x 3.7 m, with 
the HTC Vive lighthouses set on two opposite corners. We run VR 
content on an ASUS laptop (model GL502VS) equipped with Intel 
Core i7-6700HQ 2.60 GHz CPU, 16 GB RAM, and GTX 1070 
graphics card. The content was created using Unreal Engine 4, 
which showed a 3D room modeled in Autodesk 3DS Max.  

2.5. Virtual Art Gallery 

To verify the validity of STHR in a real-life situation, we 
made a VR art gallery (VAG) that was open to the public for four 
days (Figure 5, Figure S2-S4). It was held in a multi-purpose space 
on the second floor of the designed common building of Kyushu 
University. The gallery showed four different 3D sculpted 

artworks with themes based on Bonsai plants, which are an integral 
part of Japanese culture. The VR gallery design was based on 
conventional Japanese interior design. We used elements such as 
Tatami (Japanese flooring), Byoubu (Japanese folding partitions), 
and Shoji doors. STHR was defined as delivering a smooth 
transition from the real world to the virtual world and providing 
haptic feedback by creating a mix of real-world and virtual objects.  
In VAG, STHR involved four main concepts.  

Most important among them is the haptic feedback that 
matched the real world and the VAG. It was introduced at the 
beginning of the VR experience by using a 3D printed replica of 
an artwork. Additionally, to assure a smooth transition from the 
real-world to VR, important features of the real space were 
maintained in VR as well. In our case, it was the windows of the 
building and the ceiling. Followed are more details on the public 
VAG. 

The system used in the gallery was similar to the previous 
experiments. It consisted of an HTC Vive headset and a Leap 
Motion Controller mounted on it for hand tracking. Vive motion 
controllers to track the movement of feet were not used because 
collisions were not anticipated. The gallery space dimensions were 
4 m × 6.5 m, with the HTC Vive lighthouses set on two opposite 
corners. The computer was equipped with Intel Core i7-6700HQ 
2.60 GHz CPU, 24 GB RAM, GTX 980Ti graphics card, and 
Windows 10. The content was created using Unreal Engine 4, 
which showed a 3D room modeled in Autodesk 3DS Max and ran 
at 90 fps with 6 ms latency. 

Before setting up the gallery, we made a poster informing 
visitors that the gallery was in a traditional Japanese style (Figure 
S2A). The poster showed a space with a Japanese scroll with 
calligraphy of the Bonsai kanji symbol, Tatami flooring, and 
Japanese sliding doors. The idea behind this was to set the 
expectations of the visitors regarding the content of the gallery. 
The gallery area was covered with black cloth on all sides to ensure 
that the visitors did not form a spatial image of the area of the 
gallery space (Figure S3A). 
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Figure 5: Virtual art gallery. (A) Gallery space in real life. (B) Gallery space in VR. (C) A visitor is interacting with the 3D printed replica of 1st artwork. (D) VR view 
of the interaction. 

We created a small corridor between the wall and the covered 
space that led to the entry point so that visitors could not peek 
inside the content of the covered area through the entrance. Here, 
we indirectly introduced them to a simple common element 
(museum barriers) that they would encounter and interact with 
within the VR space. We used the barriers to mark the entry point 
and to stop anyone from entering the corridor. At the starting point 
outside the corridor, we asked the visitors to follow three 
instructions. First, to take their shoes off and wear slippers because 
it was a traditionally styled gallery and Tatami flooring had been 
used. This helped us provide constantly matching haptic feedback 
through the feet. Second, they had to close their eyes (we guided 
them through the corridor) and only open them after wearing the 
VR headset. Third, they could touch the first artwork but were not 
allowed to touch the other three artworks. The "do not touch" sign 
was clearly visible inside the VR gallery, similar to what is 
commonly seen in art galleries. 

As soon as a visitor opened their eyes, they saw the first 
artwork. This first artwork, titled "Neo Life," was 3D printed and 
fixed on a display table (Figure 5C, Figure S4). Out of the four, it 
was the only artwork that existed in a physical form. In addition, 
we fixed a Vive tracking sensor on the backside of a display table 
to make sure that the table and the artwork are always in the correct 
position. The first thing the visitors did was step onto the Tatami 
flooring. This was the first matching and constant haptic feedback 
between the real world and the VR gallery throughout the whole 
experience. Then, we encouraged them to touch the first artwork, 
which provided a more detailed matching haptic feedback. A leap 
motion sensor was mounted on the Vive headset. It tracked and 
displayed the hands of the visitors while interacting with the 
physical objects. When they finished experiencing the first 
artwork, they entered the main gallery space on their right, passing 
between two pairs of museum barriers. We made the passage 
narrow to increase the chance of physical interaction with the 
barriers or its straps—these barriers matched with their real-world 
counters in shape and scale. However, there were no matching 

objects other than the Tatami floor; of course, the visitors did not 
know that the gallery was empty. The visitors freely looked at the 
artworks, and they were free to leave whenever they wanted to. We 
answered any questions and provided some verbal explanation 
regarding the concept of the artworks. When they finished, they 
went back to the starting point, closed their eyes, took off the VR 
headset, and were guided outside. In the end, we asked them to fill 
out a questionnaire to collect data about their VR gallery 
experience.  

2.6. Statistical Analysis  

3. Results  

3.1. STHR 

There were 21 participants (6 women). The mean age of 
participants was 29.0±11.7 years, and there was no difference 
between men and women with respect to age (p=0.934). Overall, 
9 (40.9%) participants had a previous VR experience. None of the 
participates had seen the real space before experiment 1. Nine 
(42.9%) participants had no video game experience, whereas 6 
(28.6%) had significant video game exposure.  

3.2. Effect of haptic feedback in hybrid reality on VR experience  

In experiment one, there were 11 participants in the hybrid 
reality group (HRG) and 10 in the control group (CG) (Figure 2). 
There was no difference between the participants of these two 
groups with respect to gender, previous VR experience, or age (all 
p>0.05). The median time taken to complete the task was 
considerably longer in HRG than in CG [HRG:7.0 (6.4-7.6)vs. CG 
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4.0 (2.5-5.0); p=0.007]. The average number of collisions was not 
significantly different between the CG and HRG (p=0.888). The 
median value of anticipation, immersion, and reality were all 
slightly higher in the HRG; however, the difference was not 
statistically significant (all p>0.05). The median (IQR) attention 
score was 23.0 (22.0- 27.0) in the CG and 28.0 (27.0-34.0) in the 
HRG (p=0.045).In the interviews, 10 out of 11 of the HRG 
participants, who had an initial physical interaction with the 
objects in the real space, reported that they thought that all the 
furniture, columns, and cones shown in the VR did exist real. On 
the other hand, participants in the CG were not sure of the realism 
of the objects and used phrases such as "maybe there was," "might 
be there," and "avoiding it just in case" while talking about the 
objects in VR. The participants in the CG also moved closer to the 
obstacles. Participants thought that not avoiding collisions with the 
virtual objects is part of the experiment.  

3.3. Effect of complete spatial awareness on VR experience  

In the second experiment, we attempted to determine the 
effect of an unfamiliar environment on the actions of participants 
(Figure 3). There were 11 participants in the mask group (MG) and 
10 in the CG. There was no difference between the participants of 
these two groups with respect to gender, previous virtual 
experience, or age (all p>0.05). The median time taken to complete 
the task was considerably longer in MG than in CG [MG:4.8 (4.2-
5.8)Vs. CG: 43.4 (2.6-4.2); p=0.038]. The average number of 
collisions was not significantly different between the CG and MG 
(p=0.504). The anticipation, immersion reality, and attention were 
not different between the groups (all p>0.05). Upon observing the 
video capture, the completion time, and the discussion during 
interviews, we noticed that the people who saw the real space 
before wearing the headset had more freedom in their movement 
and were faster in completing the task. The participants in the MG 
were more cautious while moving around the obstacles, and 8 out 
of 11 used phrases such as "maybe there was," "might be there," 
and "avoiding it just in case" when talking about the existence of 
virtual objects. Two participants from this group attempted to 
touch and verify the presence of traffic cones.  

3.4. Effect of hybrid reality on VR experience 

Interestingly, 52.4% of the participants remembered the RWO 
(table) and avoided it without even seeing it. The participants who 
answered "no" had a physical interaction with the RWO. For the 
second question, which inquired whether the participants 
remembered the table at the end of the experiment, 66.7% of the 
participants voted "yes." However, a few people who voted "no" 
mentioned that they did remember the table but were unsure of its 
exact location. Notably, 8 of 10 participants who had a physical 
interaction with the table did not forget it. As for the VO (chair) 
present in the middle of the room, most participants tried to check 
if it was real. This experiment revealed that almost 50% of the 
participants relied on prior knowledge of the real space even when 
different visual information is delivered through VR. Moreover, 
the participants who did not remember the RWO became aware of 
it after the physical interaction, suggesting that physical 
interactions resulted in more vivid mental images. When we 
introduced an obstacle (a chair) at the end of experiment 3, for 
most, it was not as important as the table present in the real world, 
which was invisible in VR. 

3.5. Virtual art gallery  

There were 38 visitors to the VAG. The average time spent in 
the gallery was 5 min 57 s. As a percentage, 18.4% of the 
participants in this gallery participated in our previous three 
experiments. The age of visitors ranged17–70 years, with an 
average age of 31.26 years; out of the total, 58% were females. A 
total of 51.6% of the participants reported not having any previous 
experience with VR, while the rest had some prior experience with 
VR; however, none of them was a frequent user. Additionally, 
46.4% mentioned that they did not play video games; however, 
most of them were interested in art. We asked the participants 
about the artwork they liked the most. The third artwork, titled 
"Distress," got the highest percentage with 47.4% of the votes. 
However, it received only 23% (77 s) of the view time, almost 
similar to the second artwork titled "Natural: Artificial" (76 s). The 
fourth artwork, titled "Incomplete Sculpt," recorded the longest 
observation time of 95 s (29%); however, it was liked by only 13% 
of the participants. The second and third artworks had similar sizes 
and viewing times. The first artwork received 78.5 s (24.5%) of the 
view time despite being the smallest in size. We believe this was 
due to the opportunity provided to visitors to touch and interact 
with it. We did not want to ask if the visitors thought there were 
physical artworks present in the VR gallery directly because we 
thought such a question might induce bias. Therefore, we asked 
them an indirect question: "Did you feel you wanted to touch the 
artworks?" 73.7% scored it with a five, which was the highest 
rating on our scale (Table S1).  

4. Discussion 

Realism in virtual reality has been a subject of great research 
interest. In this work, we examined whether spatial awareness of 
the real-world affects the overall VR experience. We have 
introduced a concept of STHR, wherein a mix of real-world objects 
and virtual objects are presented during VR experience, and a 
smooth transition from the RW space to VR space was made. Our 
results suggest that this approach significantly increases the time 
taken to complete the VR tasks and affects the participants' overall 
attention. Furthermore, in STHR based virtual art gallery made for 
the public, the visitors' overall feedback was highly positive.  

To examine the impact of spatial awareness and haptic 
feedback, we first compared the VR experience of participants 
with and without STHR. For the STHR, the room was set up such 
that the participants interact with an RWO and experience haptic 
feedback. This interaction affected the perceived realism of VR, as 
was observed from increased task-completion time and change in 
the attention. It was also reported that by introducing minimal 
haptic feedback by felicitating physical matching interactions, the 
users' perception inside the VR environment could be altered [15]. 
Our results validate this hypothesis. Notably, the interviews 
conducted in the current work revealed that more than 90% of 
participants having initial physical interaction with the RWO 
thought that all the VO are RWO. Though in previous studies, 
different approaches have been tried to enhance VR realism, an 
analysis of different dimensions of VR realism is missing, and 
there is a lack of a simple and unified approach that can be used to 
enhance VR realism in different settings. In a notable 
development, a concept of substitutional reality (SR) by showing 
mixed footage of live scenes and recorded scenes was proposed 
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[24]. In another work on SR [25], furniture and other objects that 
already existed in the physical environment were replaced with 
similar-sized 3D models, providing the user with a similar spatial 
image of both real and VR spaces, thereby resulting in a better 
transition to the VR content. Haptic retargeting technique to 
enhance VR believability was also explored to enhance the VR 
experience [26].  

Our study provided key insights on the effect of an unfamiliar 
environment on VR realism. By observing the video capture, the 
completion time, and the discussion during interviews, we noticed 
that the people who saw the real space before wearing the headset 
had more freedom in their movement and were faster in 
completing the task. We believe that adding a barrier/mask 
increased VR realism [27-31]. Regarding anticipation and hybrid 
reality, we surveyed the participants after introducing them to a VR 
environment where there is a mismatch between RWO and VRO, 
and an additional VR object was introduced during the experiment. 
The experiment revealed that almost half of the participants relied 
on the real space's prior knowledge even when different visual 
information is delivered through VR. Moreover, the participants 
who did not remember the real space during the experiment 
became aware of it after the physical interaction, suggesting that 
physical interactions resulted in a more intense experience [14, 32, 
33]. 

The experiences of the visitors to VAG, which was based on 
the key concepts of STHR, i.e., providing haptic feedback in the 
initial phase of the VR experience and maintaining a smooth 
transition from RW space to VR space, corroborated the above-
mentioned results. The average time spent in the gallery was good, 
suggesting a high level of engagement [34]. The feedback of 
visitors was generally positive, supporting the use of VAG. More 
than 80% of visitors rated the experience 4 or 5 on a scale of 5. 
Notably, there was no negative feedback. Interestingly, nine VAG 
visitors were curious about how the gallery looks like in real space. 
This part was not planned and happened naturally. Therefore, we 
asked them to fill the questionnaire first and then showed them 
how it looks. Surprisingly, all of them were shocked and did not 
expect that it was an empty space. Their response ranged from "I 
was tricked!", "It is an empty gallery," "No way!", "I fell into your 
plan!" to "There is nothing!" One person laughed and commented, 
"you are a good liar!" As mentioned before, we had used a 3D 
printed artwork to which visitors could interact. This 3D-printed 
artwork was made of plastic; however, the corresponding artwork 
in VR had some metal parts. The participant asked us how we 
made the art piece and, upon knowing that it was a 3D printed 
object, the visitor claimed that "…did not know you can 3D print 
with metal!" Notably, 12 visitors commented that it was an 
exciting experience to touch a sculptured artwork, which is usually 
not allowed in conventional galleries. These reactions suggest that 
the VAG successfully met its objectives. This supports our 
hypothesis that by enabling a smooth transition from real-space to 
virtual space and by providing relevant haptic feedback, realism in 
VR can be influenced [31, 35, 36]. 

STHR can be easily implemented in different settings; 
however, it is essential to understand our work's limitations before 
generalizing our findings. Though we have conducted controlled 
experiments and demonstrated the validity of STHR in VAG, more 
large-scale studies are needed to strengthen our conclusions' 

generalizability. Our approach's main limitation is that the user 
needs to be unfamiliar with the real space before VR. This concept, 
therefore, is not feasible in an already familiar space such as VR 
experience at home. However, it may be an effective approach for 
VR in exhibitions or museums.  

5. Conclusion  

By blocking out the real space and through minimal haptic 
interactions, we were able to improve users' experience of VR. 
Prior information of real space has a profound effect on the 
decisions made by users during VR experience. This study 
suggests that by using STHR, VR experience can be improved. 
Our results also indicate that conflicting information between the 
real world and VR hinders VR experience. Creating the right setup 
for each VR experience is challenging; however, by implementing 
the method proposed in this work, a semi-unified covered space 
for various conditions can be created. Furthermore, the matching 
objects in many different experiences and locations can also be 
reused, such as fence barriers and glass boxes present in galleries, 
to enable physical interactions.  

6. Future Outlook 

The technological framework presented in this work offers 
many possibilities for enhancing the user's immersion in VR by 
carefully smoothening the transition to VR environment and using 
a perceptual stimulus. Future research should focus on the 
generalizability of this approach. As demonstrated in our work by 
the example of a real-world VR art gallery, STHR is particularly 
useful in museums and art galleries. We believe that the use of 
STHR in VR art galleries will have a significant impact on the way 
patrons connect with art, as the interaction with artworks involves 
advanced cognitive function and substantial processing of visual 
information. In future studies, we believe that by deliberately 
exposing the VR user to specific visual or auditory information 
while blocking the extraneous information, some targeted 
emotions can be amplified. Using this approach, the believability 
of VR can be further manipulated. As the use of VR is going to 
increase in the near future, STHR could play a pivotal role in 
enhancing the quality of the VR experience.  
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Supplementary Data: 

Table S1: Questionnaire response (VAG) 

Question Response (Scale 1-5) 

1 2 3 4 5 

How often do you play video games?  13 2 5 5 3 

Are you interested in art? 0 2 6 13 17 

How real did the graphics look? 2 1 11 19 5 

Do you think you were able to understand the materials of the objects around you? 1 5 6 17 9 

Do you think you were able to understand the scale of the objects around you? 0 1 0 13 24 

Do you think the scales of the real-world and VR were similar? 0 4 4 12 18 

Did you feel you wanted to touch the Artworks? 0 2 1 7 28 

 

 

Figure S1. Actual photograph of the space used in experiment 1-3. 
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Figure S2. (A) Gallery poster, (B) Entrance, and (C) Gallery plan. 

 

Figure S3. (A) Gallery cover space. (B) Gallery space without the cover. 

 

Figure S4. Artworks used in VAG. 
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 Erosion affects large parts of Moroccan land, particularly in the mountains leading to soil 
quality deterioration and less vegetation cover. Located in the South-west of Morocco, the 
Site of Biological and Ecological Interest (SBEI) of Ain Asmama, where erosion threatens a 
major part of the region was investigated. The site has a terraced transitional bioclimate, 
between arid to sub-humid, of local conservation importance. The varied, dense, continuous, 
and well-preserved vegetation of the area is crucial to protect the soils against erosion. 
Qualitative observations show that soils are increasingly degraded, water erosion is 
developing, and sediments accumulate in dams and ponds. In this study we have used the 
Revised Universal Soil Loss Equation (RUSLE) to assess the erosion risk in this area. It 
helped to develop a synthetic map of erosion susceptibility. Our results show that the 
integration of the different parameters in the water erosion process estimated the loss of soil 
amounting 339,03 tons/ha/year over the whole site. This is equivalent to a value of soil 
lowering of 2,82 cm which is considered extremely high.  

Keywords:  
SBEI of Ain Asmama 
Water erosion 
RUSLE 
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1. Introduction 
Water erosion is an extremely complicated natural 

phenomenon. It has serious economic, human, and ecological 
consequences. Economic losses are estimated in millions of 
Dollars and are mainly associated to downslope damage to 
property, roads and other infrastructure, and destruction of plant 
cover trough grazing affecting the most productive agricultural and 
forest lands [1–3]. People, including women and youth, in the rural 
area whose livelihoods depend on natural resources for 
subsistence, are vulnerable to land degradation [4]. In this area, 
land degradation by water erosion leads to a persistent 
impoverishment of the populations, which causes their exodus 
towards cities. 

Land degradation by water erosion impacts extend to 
ecosystems. It has significantly altered ecosystems functions and 
services, decreased the biological diversity of soils and forest, and 
reduced agricultural lands productivity [5]. 

Estimates of soil losses due to water erosion in Morocco, range 
from 500 to > 5,000 tons / km2 / year depending on the region. 
Accumulation of sediments in natural and artificial waterbodies 
(siltation of dams and ponds) is estimated to average 75 million 
m3, equivalent to an annual reduction of 0.5% in the storage 
capacity of dams. In addition to the degradation of the quality of 
the mobilized drinking water, the storage capacity decline leads to 
a significant loss of water that would irrigate 10,000 ha / year [6]. 
In the Souss-Massa region, the cost of erosion has been estimated 
overall at 20.7 million DH; the core contributions to this cost are 
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associated to dam reservoirs (76.5%), upstream of the basin 
(22.4%), and to the Souss-Massa plain (1.12%) [7].  

This study forms part of a larger project which evaluates land 
degradation at the Sites of Biological and Ecological Interest 
(SBEI) at national level. The aim of the study detailed here was to 
estimate loss of soil by water erosion in the SBEI of Ain Asmama, 
an important site for nature conservation in the Souss-Massa 
region. The outputs would provide useful data to assist in the 
design of adequate facilities based on multi-criteria analysis using 
GIS and remote sensing. 

2. Study area 

The SBEI of Ain Asmama is located at the western High Atlas 
of Morocco (between 9.03° and 9.33° East Longitude and 30.74° 
and 31° North Latitude) on the upper parts of the Ait Moussa river 
right bank. The total site area is 23 564 ha (Figure. 1).  

 

Figure 1: Location map of the SBEI of Ain Asmama 

Storied stands plateaus dominate the SBEI. They decrease 
gradually at altitude, from 1744 m to 780 m, toward the west and 
north. Argana corridor is a valley depression of the Issen river 
bordering the SBEI of Ain Asmama. The geological massif of the 
area contains deep valleys, canyons, sheer cliffs, and steep relief 
cut by short ravines and giving a rugged hilly feature with an 
eventful and picturesque appearance.  

From the geological view, we have found the domination of the 
Jurassic and Permo-Triassic classes, with the presence of 
Quaternary terracing of local alluvium cones and colluvium 
deposits of the recent piedmonts (Figure. 2). 

The climate of the area is dominated by the arid and the sub-
humid [8]. The annual rainfall average varies from 240 mm to 470 
mm and the highest recorded rainfall falls between November and 
February. The site is characterized by a diverse vegetation 
including endemic trees of the region such as Argan, Thuija, Holm 
oak and Juniper. 

 
Figure 2: Geological classes’ map of the Ain Asmama’s SBEI 

3. Materials and methods 

Soil loss rates were estimated using the RUSLE factors were 
integrated into the GIS following the adjusted model to Moroccan 
conditions [9,10]: 

 A = R * K * LS * C * P    (1) 

where:  

A = average soil loss (ton/ha/year) 

 R = rainfall-runoff erosivity factor (MJ.mm/ha.h.year) 

 K = soil erodibility factor (t.ha.h/ha.MJ.mm) 

 L = slope length factor (m) 

 S = slope steepness factor (degree) 

 C = cover-management factor 

 P = support practice factor. 

3.1. Rainfall erosivity factor (R) 

The erosive potential of raindrops impact is determined by the 
R factor. Several studies quantifying erosion in Morocco, to 
estimate the R factor we have used the Arnoldus model [11]: 

 R = 1.735*10*(11.5 * log∑ (pi2 /p) - 0.8188)          (2) 

where 

R: Rainfall erosivity factor (MJ.mm/ha.h.year) 

Pi: Average monthly (mm), and 

P: mean annual precipitation (mm). 

To allow comparison with previous studies, the R factor was 
estimated using the same model. Monthly and annual rainfall data 
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was computed for each weather station within the SBEI to 
calculate the R index using. 

3.2. Soil erodibility factor (K) 

The K factor is the intrinsic susceptibility of a soil to resist to 
climatic aggression. Given that the soil units map of SIBE does not 
exist, we developed a homogeneous distribution map of 
lithological units. the lithological map assumes that soil units are 
intricately linked to the parent material e of the underlying 
geological formations. The map of lithological formations was in 
turn assigned to different homogeneous soil units. A field survey 
was then carried out to collect soils samples within each 
homogeneous soil unit.  The organic matter and soil textures were 
measured in the laboratory and the K factor was computed using 
the following formula: 

100*K = 2.1*10-4*M1.14 (12-a) + 3.25 (b-2) + 2.5 (c-3) (3) 

where 

K: soil erodibility factor (t.ha.MJ-1.mm-1) 

M = (% sand + silt) * (100 -% clay) 

a =% organic matter, 

b = code of permeability,  

c = code of the structure 

3.3. Slope length (L) and steepness (S) factors  

The slope length (L) and the slope steepness (S) factors give us 
an overview of the effect of topography on soil erosion. LS factor 
estimation was much easier and more accurate when using digital 
elevation model (DEM) in GIS. To evaluate the LS factor, we have 
used the following equation [12]: 

LS= (L/22.15) m * (65.41*Sin²(S) + 4.56 * Sin(S) + 0.065) (4) 

where 

L = Slope length 
S = Slope degree 
m = factor dependent on the value of S: 
m = 0.5 if S > 5.0% 
m = 0.4 if 3.5<= S =< 4.5% 
m = 0.3 if 1.0 <= S =< 3.0% 
m = 0.2 if S = 1.0% 

The slope length was determined using the Horton (1945) 
model that relates the slope steepness and length: 

   B = S/2L                (5) 

where 

B: The average of the watershed slope length (m); 

S: The catchment area (m2) and 

L: The length of the river (m). 

3.4. Land cover factor (C) 

The estimation of the land cover factor takes in consideration 
the soil degradation’s conditions, the nature of the land cover 
(presence of a different type of vegetation) allowed a slow runoff 

and a better infiltration [13]. The C factor is of a significant 
importance in RUSEL equation and was estimated    out of a 
developed land use map using Sentinel-2 satellite imagery, 
missions 2019 [14]. 

3.5. Support practice factor (P) 

The (P) factor takes in consideration the different management 
related to the conservation measures on water and soil. In this 
study, we identified the cultivation practices at the SBEI for which 
the conservative value was assumed to be 0,50 [15]. 

4. Results and discussions 

Erosion is a natural process that occurs worldwide and cannot 
be stopped [16]. The estimation of soil loss by erosion aims, 
however, to regulate human effects to maintain tolerable soil loss. 
For the very same purpose we mapped the water erosion of the Ain 
Asmama SBEI to help locate the impacts of the different 
influencing factors on the soil to manage them so that the erosion 
rate is within an acceptable range. In what follows, we present the 
results of each factor of the RUSLE equation and then the 
estimated soil loss of the watershed. Since there is no established 
threshold between acceptable and unacceptable erosion levels 
[16], we will convert our final estimation results to values of soil 
lowering [17] to verify the severity of erosion in the area. We will 
then discuss the loss of soil thickness relative to the literature. 

4.1. Rainfall erosivity factor (R) 

Rainfall data series from 1982 to 2019 (37 years) were 
collected for eight weather station within the SBEI. The data were 
used to estimate the Rainfall erosivity factor R following the 
Arnoldus method [11] (Table 1). 

Table 1: Weather stations locations within the Ain Asmama SBEI’s and the 
estimated Rainfall erosivity factor R  

Station X 
Easting 

(m) 

Y 
Northing 

(m) 

P 
(mm) 

R  

Argana 143 624 425 520 349.66 74.04  
Ain Asmama 127 963 426 663 473.72 83.00  
Imouzzer ida 
outanane 

108 989 414 756 540.78 96.37  

Amsoul 148 975 432 400 214.45 46.27  
Aguenza 140 550 422 600 252.78 58.12  
Bge       
Abdelmoumen 

139 379 411 720 413.25 88.88  

Tizguine 144 302 441 023 236.63 50.31  
Iloudjane 175 648 469 482 332.15 54.89  

The estimated R values (Table 1) within the SBEI range 
between 46,27 and 96,37 units / year. A linear interpolation model 
was built in ArcGIS to accurately differentiate between the climate 
zones around the area of a selected weather station. All the 
estimated Rainfall erosivity were then adjusted to the weather 
station altitude to account for elevations effect. Figure 3 shows the 
resulting R factor map. 
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Figure 3: Rainfall erosivity factor (R) of the SBEI of Ain Asmama  

4.2. Slope length (L) Slope and Slop steepness (S)  

A topographic contour lines of a scanned and georeferenced 
standard topographic map of 1:50 000 were digitized to generate 
generated a digital elevation model (DEM). This resulted in an 
actual spot elevation of each selected point of the grid. The 
resulting data shows an elevation amplitude between 780 m to 
1740 m. 

 
Figure 4: Digital Elevation Model (DEM) map of the SBEI of Ain Asmama 

The processing of the developed DEM showed a varying 
topography within the SBEI of Ain Asmama. The extracted slopes 
were between 0 and 74 degrees. The reclassification of the DEM 
resulted in 5 slope classes (Table 2). The slope classes, 0 to 5 
degrees, suitable for agronomic land use were only 29.25% of the 
total area. Thirty eight percent of the area has a slope greater than 
15 % suggesting an extremely high vulnerability to water erosion. 
Our results show the percentages of steep slopes are large and the 

can increase the impact of the erosion in our study area which will 
in turn have an impact on the average soil loss downstream of the 
basin.  
Table 2: Slope classes obtained from the reclassification of the Digital Elevation 

Model (DEM) of the SBEI of Ain Asmama 

Slope in degree Area (ha) Percentage (%) 
0 - 2 3 913.66 16.61 
2 - 5 2 978.28 12.64 
5 - 10 4 474.67 18.99 
10 - 15 3 260.92 13.84 
15 - 74 8 936.70 37.92 
Total 23 564,23 100.00 

 

 
Figure 5: Slope map of the SBEI of Ain Asmama (classes values are in degree) 

 
Figure 6: Sub watersheds map of the SBEI of Ain Asmama 
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The Hydrology tools were applied in GIS to create a stream 
network of 40 sub-basins within the watershed. The slope length 
(L) was measured for each delineated sub basin using Horton 
method. The L values were between 45 and 183 m and the average 
length was101.95 m. 

The estimated LS values were between 0 to 201 units 66% of 
which are higher than 30 units. This % coverage is in accordance 
with the classification of Manrique [18]. 

Table 3: LS factor classes and their %coverage in the Ain Asmama SBEI 

LS classes % coverage 
0 - 5 20.01 
5 - 15 07.05 

15 - 20 02.70 
20 - 30 04.52 

> 30 65.71 
 

 
Figure 7: Map of the combined slope steepness and Slope length factor (SL) of 

the SBEI of Ain Asmama 

 
Figure 8: Land cover map of the SBEI of Ain Asmama 

4.3. Land cover factor (C) 

Supervised classification of land cover using Sentinel-2 images 
brought out the following groupings: Crop lands, Matorral, Argan 
trees, Thuija, Juniper, Holm oakand Wasteland. 

Uncovered soil (bare soil with low canopy and residue) is 
likely to be exposed to water erosion. Combining the NDVI map 
together with the 2019 land cover gives an estimation of density of 
vegetation. Using this outcome in addition to the land cover map 
(Figure 8) allowed identification of five land vegetation classes 
(Table 4) for which C factor values were assigned. 

Table 4: Land cover classes and Values of land cover classes in the site of Ain 
Asmama 

Vegetation 
classes 

C factor value 

Dense forest  0.01 
Clear forest  0.10 
Matorrals  0.16 
Cultivated land 0.50 
Wasteland 1.00 

 

 
Figure 9: Land cover factor map of the SBEI of Ain Asmama 

4.4. Soil erodibility factor (K) 

Soil erodibility factor depends on several parameters such as 
cohesion strength between soil particles, soil and plant roots 
interaction, plants exudates, biological organisms (e.g., 
earthworms) and soil structure and its relation to soil moisture 
content [19]. Following the classification of Manrique [18] our 
results show that 95 % of the soils are highly to very highly 
erodible (Figure 10), in accordance. 

Table 5: Soil erodibility factor (K) classes at Ain Asmama's site and the 
equivalent risk of erodibility following the classification of Manrique  

K factor classes Risk of 
erodibility 

Area 
(ha) 

Percentage 
coverage  

K < 0.15 Very little 
erodible soils 

0 0.00 

0.15 < K < 0.25 Slightly 
erodible soils 

474.29 02.01 
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0.25 < K < 0.35 Moderately 
erodible soils 

762.98 03.24 

0.35 <K < 0.45 Highly 
erodible soils 

11 
225.79 

47.64 

0.45 < K < 0.60 Very highly 
erodible soils 

11 
101.17 

47.11 

 

 
Figure 10: Soil erodibility factor (K) map of the SBEI of Ain Asmama 

4.5. Support practice factor (P) 

The factor P shows the effect of water and soil management 
and conservation measures on erosion. Qualitative observation 
made whilst identifying the land management practices of the 
SBEI indicate that 0.5 is the suitable P factor value to use for the 
soil loss assessment. 

4.6. Soil loss rate estimation (A) 

The overlapping of the thematic maps of RUSEL model 
factors, using GIS, has led to the establishment of the erosion map. 
This was in turn reclassified to produce the losses in soils by water 
erosion (tons / ha / year) (Figure. 11) of the SBEI of Ain Asmama: 
The estimated losses in soil regularly displaced downstream were 
between 0.1 and 339 tons/ha/year.  

This range of rates of erosion alone is hard to interpret in terms 
of erosion severity and is meaningless because of the lack of an 
established threshold between acceptable and unacceptable. levels 
of erosion [16]. In the 1950s, the USDA considered values of soil-
loss of ≈5–12 tons/ha/year as tolerance values to evaluate rates 
of soil erosion [20]. Researchers have expressed concern that the 
suggested values by USDA pose uncertainty on how to interpret 
the differences between modern and geological erosion rates [17]. 
The estimate of soil erosion in previous studies and its 
interpretation is very dependent on 1) the scale of the study (From 
laboratory measures, Field-plots compilation, sub-basins to 
catchments estimation), 2) the approaches adopted to generate the 
estimates (Rainfall simulation, Splash cups, Stereo photography, 

RUSLE, USLE, etc), 3) and the aptitude of a soil to maintain its 
functions to provide ecosystem services [21].  

To contrast the severity of erosion in the SBEI to previous 
studies using typical ranges of erosion, we converted our outputs 
to values of soil lowering [17]. For the conversion we used the 
standard soil bulk density of 1200 kg m-3 as suggested by 
Montgomery [17] in his widely cited paper. The results show that 
the soil in the SBEI is lowering by up to 2.82 cm per year, which 
is considered as an extremely high loss of soil. This soil lowering 
value is on average hundreds of orders of magnitude greater than 
the estimated soil lowering values in most of the previous literature 
summarized in [16], [17]. It is also several times greater than 
estimates of mean global soil production (from 0.06 to 0.08 mm 
per year) [22, 23]. 

 
Figure 11: Soil loss map of the SBEI of Ain Asmama 

5. Conclusion 

This note presents the results of the hydric erosion assessment 
of the SBEI of Ain Asmama. We first established and 
implemented a cartographic database for each of the factors of the 
RUSLE model. which were in turn associated to thematic maps 
using GIS.  

The outputs show that the rainfall an aggressiveness was up 
to 96.37 units / year. Most of the soils of the region are alluvium 
and colluvium depositions and weakly developed soils due to 
erosion on red clay. These soils are poorly permeable and prone 
to streaming development which in turn keeps the ravines actively 
widening. The estimated erodibility values were up to 0.58. The 
values of the slope length and steepness LS vary from 0 to 201. 
Land use map was established after a supervised classification of 
the Sentinel imagery associated to the field survey C factors were 
then assigned to each land cover class identified.  

The thematic maps of each factor of the RUSLE equation; 
were overlapped to give the water erosion map [24]. The results 
show that the soil in the SBEI is lowering by up to 2.82 cm per 
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year, several times greater than estimates of average global soil 
production  
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 The field of view (FOV) and spatial resolution (SR) are the major image quality parameters 
which are being optimized in neutron radiography (NR) technique. This requires effective 
components selection during the design of NR detector systems. The selection is a 
discouraging task owing to often  having conflicting experimental requirements and related 
constraints. In this work, models were developed to study the relationship between detector 
system components. These allow the simulation of detector system components whilst taking 
cognizance of specific experimental requirements and constraints in order to aid the design.  
Various commercial detector system components combinations were simulated to evaluate 
their performance. Results were benchmarked with the result from secondary data. 100% 
agreement between these data demonstrated the accuracy of the models, allowing purposeful 
selection. The ≈90% negative correlation between SR and FOV was identified as a tradeoff 
between these variables. Currently selected best combination offers a monotonic SR range 
of 25.5 – 170.92 µm pixel size, over FOV range of 52.3 × 52.3 mm2 – 350 × 350 mm2. The 
results also show that components can be selected for design of desired detector system 
within constraints to manage the field of view effectively; thereby optimizing the SR.  

Keywords:  
Camera-Based-Detector System  
Field-of-View  
Neuron Radiography  
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1. Introduction  

The demand for high spatial resolution (SR) in neutron 
radiography (NR) facilities has grown with the need to investigate 
components comprising smaller features for scientific and 
industrial applications. This necessitates NR facilities to develop 
their detection methods as for maximal SR resulting in increased 
image quality. SR as a key parameter determines the imaging 
performance of detector systems[1, 2]. This describes the degree 
which two features of the object can be distinguished or separated 
in the acquired image [3], as well as the ratio of the image sensor 
size to that of the field-of-view (FOV) [4]. The availability of a 
simple and efficient method to manage the FOV in optimizing the 
SR is of high importance for NR, especially for camera-based 
detector systems (CBDS), as most NR installations incorporate a 
variable FOV using this type of the detector [1, 2, 5, 6]. The 
optimum combination of a large FOV and high SR is a great 
technical challenge for neutron detectors [1, 2, 7] due to the trade-
offs between the two. Sophisticated high resolution detectors are 

ideal for small specimens; however, they are not appropriate for 
experiments involving larger specimens owing to their small, fixed 
FOV [2, 8]. This is especially true where image stitching cannot 
be exploited for example in time dependent investigations such as 
liquid flow experiments. This requires detector development to 
meet the demands for various types of experiments that are 
performed using the NR technique [5, 9]. 

CBDS comprises a camera, lens and scintillator as basic 
components [2, 8]. They utilize prime lenses as part of the optics 
[4, 10]. These lenses are of great value in this type of detector 
system as their optical performance is usually much better than that 
of zoom lenses. Prime lenses are optimized for a single fixed FOV 
and most often have a wide maximum aperture setting which 
enable much faster shutter speeds and improved low-light 
functionality when compared to their zoom counterparts [4]. By 
employing a light tight detector box together with properly aligned 
components enables them to preserve the light illuminated from 
the back of the scintillator to yield high quality results [2, 5]. Prime 
lenses are significantly sharper than zoom lenses as they do not 
have additional internal elements that translate in order to enlarge 
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the image [11]. Diffraction increases with the number of internal 
lens elements as in the case of zoom lenses, resulting in degraded 
optical quality (N. Mansurov, Prime vs Zoom Lenses - A 
Beginners Guide, Photography Life, 2011). Finally, prime lenses 
cost relatively less [2] than zoom lenses for such reasons as having 
fewer internal components. 

The use of prime lenses requires that the object distance (OD) 
be varied to increase or decrease the FOV size [4]. This can be 
achieved by either moving camera or the object plane (scintillator 
surface in this case) on a linear path corresponding to optical path. 
The latter is however not possible due to a fixed scintillator 
configuration in conventional CBDS. Translating the camera is 
therefore the only viable option to change the OD without 
exchanging components [4]. This technique enables a variable 
FOV[7] within a fixed range which is limited by factors such as 
space available in experimental area, scintillator size and neutron 
beam dimensions. The diagram in Figure 1 shows motorized 
CBDS intrinsic components to demonstrate the FOV management 
concept.  

 
Figure 1: FOV management concept with a motorized camera translation 

The other available method for consideration in changing the 
FOV is interchanging similar lenses of different focal lengths 
[5,12]. A different focal length will introduce a different angle-of-
view (AOV) and therefore a different FOV. The number of 
achievable FOVs with this method is however limited by the 
number of lens units available and monotonic FOV variation 
across a desired range cannot be achieved. Methods such as these 
are expensive as they involve many components. The exchange 
process is time consuming and may also damage the fragile 
scientific components as a result of mishandling. 

CBDS as used in NR requires careful selection of appropriate 
components during design based on established specific 
experimental requirements and constraints. Conventional 
component selection, configuration and calibration often lead to 
sub-optimal use with respect to the components maximum 
potential, limiting the ability to maximize SR. 

The selection of components for design of CBDS can be a 
discouraging task, especially when constraints such as space 
available in the NR facility chamber and budget must be adhered 
to [13]. These together with experimental requirements involving 
investigations of specimens with various sizes and time dependent 
examinations, makes  a choice of appropriate components 
combination for design of CBDS inevitable [2,4,12]. The detector 
system in NR facilities can be viewed as a portable instrument that 
can be employed at different NR facilities for experimental 
purposes [4]; therefore its technical requirements can be 

formulated independently of characteristics of the beam and other 
external factors [4]. In this research, pragmatic mathematical 
models were developed to study parameters of the detector 
components and their relationship.  Arbitrarily selected 
components combinations were used to evaluate the models. 
Combinations which ensure versatility with respect to 
investigations of specimens with various sizes, and still obtain the 
best possible SR, are presented. The trade-offs that must be 
considered when designing a CBDS under given constrains and 
experimental requirements are also described. 

2. Material and Methods 

The mathematical models were developed deriving from the 
detector system’s optical system represented in Figure 2. Different 
inherent properties of similar detector system components results 
in different responses during experiments.  The inherent properties 
are referred to as primary or independent parameters in this work 
and are defined by parameter values as specified by the 
manufacturer of the specific component. Selection of components 
allows these parameters to be varied to produce different results.  
Variables that are being manipulated using primary parameters are 
referred to in this work as secondary parameters. These 
performance-related variables are used in the design of the CBDS 
in order to satisfy specific requirements and are a function of the 
primary parameters.  Their values are derived from mathematical 
models which were developed based on the CBDS’s optical 
system and geometric arrangements of components. This allows 
parametric studies to be performed in order to establish 
relationships between parameters.  

 
Figure 2: Schematic of the detector system’s components geometrical 

arrangement and optical system 

2.1 Material 

Similar but different detector system components including 
scintillators, cameras and lenses were chosen arbitrarily to 
undertake a comparative parametric study through simulation in 
order to enable selection of components for the design of a suitable 
detector system based on requirements and constraints.  

The following provides details for each category of 
components selected for simulation: 

• Cameras 

Three cameras with vastly different properties were selected 
from the Andor products range for comparison. Manufacturer’s 
specifications show that connectivity is through a USB interface 
and all three feature a standard bayonet F-mount which enables 
lenses to be exchanged easily (Andor Technology, Belfast, 
Northern Ireland). The selected cameras are described below.  
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The Andor iKon-L 936 CCD-camera has a 2048 × 2048 array, 
aspect ratio of 1.0 and 13.5 µm pixel pitch which delivers a 27.6 × 
27.6 mm2 active image area. It features a 5-stage cooler which 
enables its large area sensor to be cooled down to -100 °C. This 
makes the iKon-L camera suitable for long exposure times and is 
ideal for low-light applications such as radiography  

The Andor Zyla 5.5-HF front-illuminated CMOS-camera with 
a 2560 × 2160 array and 6.5 µm pixel pitch delivers a 21.8 mm 
diagonal FOV with a  16.6 × 14 mm2 active image area giving an 
aspect ratio of 1.185. Its operating temperatures are from 0 ºC to 
30 ºC ambient. 

The Andor iKon-XL 230 model with back-illuminated CCD 
sensor offers a very large 61.4 × 61.4 mm2 imaging area with a 
4096 × 4108 array format, aspect ratio of 0.997 and 15 μm pixel 
size. The chip is thermoelectrically cooled down to -100 °C, and is 
ideal for applications such as Astronomy or X-ray/Neutron 
radiography. 

• Lenses 

Table 1 shows a summary of the four lenses selected from 
Nikon products and their properties from datasheets (Nikkor, 
Nikon Inc., Melville, NY, USA).  

Table 1: Summary of Selected Lenses and their Properties 

• Scintillators 

Two, high light (blue emission) output, high resolution 
scintillators, namely a 6LiF: ZnS Large Scintillator (LS) and a ZnS 
(Ag) -6LiF Medium Scintillator (MS) were adopted for the object 
plane. The type, active size and the aspect ratio of these 
scintillators are shown in Table 2. 

Table 2: Summary of Selected Scintillators for Simulation and their Properties 

3.1 Secondary Parameters Modeling 

Figure 2 show that, the relationship between the image circle 
and the image sensor can be represented by the theorem of 
Pythagoras in equation (1). 

 di
2 = x2 + y2 (1) 

The sensor aspect ratio (δ) is the ratio of sensor width (x) to 
height (y) as given in the following equation as: height (y) as given 
in the following equation as:  

   δ = x/y (2) 

Also in Figure 2, the focal length (fl) and AOV (θ) are fixed 
owing to the use of prime lenses. A change in FOV can therefore 
be achieved by varying the OD or by exchanging similar lens of 
different focal lengths; thus change in AOV. The latter cannot 

easily achieve monotonic FOVs similar to when a single lens is in 
use with a motorized translation systems. This leaves the change 
in OD as the only appropriate method to change the FOV.    

Calculation of the FOV is established by considering the 
similar triangles theorems, namely the vertical opposite angles and 
the angle-angle similarity theorem. These indicate that the object 
plane, as observed through a lens, has the same properties as the 
image plane of the optical system. As the OD can be changed, 
various FOVs can be achieved by varying the OD as shown in 
Figure 2, producing an instantaneous FOV (IFOV).   This is 
calculated by the width (FOVw) and the height (FOVh) at a given 
OD and taking the aspect ratio of the image sensor into account. 
The length of the rectangle representing the IFOV’s diagonal line 
is the actual FOV at the sensor position, and is calculated according 
to Pythagoras’ theorem as in equation (3).  

 (3) 

The physical size of the FOV is defined using the OD and the 
lens AOV using a trigonometric equation (4), as follows: 

 FOV = 2 × tan(θ/2) × OD (4) 

The maximum FOV (FOVmax) is achieved at the position where 
the maximum OD (ODmax) is realized, and vice versa. ODmax is 
given by (5). 

 ODmax = FOVmax/2 × tan(θ/2) (5) 

The camera image sensor properties such as aspect ratio; play 
a major role in defining how the scintillator surface would be 
imaged, and to what extents the image can be captured and 
resolved. By disregarding the neutron beam size, the maximum 
FOV (FOVmax) the detector system can image is equal to the size 
of the maximum rectangle subjected to the sensor aspect ratio that 
can fit into the area of the scintillator defined by the width (W) and 
the height (H).  The aspect ratios of both the scintillator and the 
image sensor must match, for the sensor to image the entire 
scintillator at FOVmax as shown in Figure 3(a).   

 
Figure 3: Effect of image sensor-scintillator aspect ratio matching at maximum 
FOV (a) Equal aspect ratios, (b) Large image sensor aspect ratio, causing vertical 
mismatch (c) Large scintillator aspect ratio, causing horizontal mismatch 

If this is not the case, the mismatch in aspect ratios will result in 
the area of the scintillator not being imaged entirely at FOVmax [5], 
this phenomenon is illustrated in Figure 3 (b) and (c).  

The mismatch as shown in the figures will cause either the 
horizontal side or vertical side to saturate first, curtailing any 
further increase in FOV, giving FOVmax. The following equations 
(6) – (8), based on Pythagoras’ theorem were conditionally used to 

Lens Focal Length AOV MFD 
PC-E Micro NIKKOR  f/2.8D ED 45 mm 51.4º 250 mm 
Nikon AF-S NIKKOR f/1.4G 50 mm 46.8º 450 mm 
Micro-NIKKOR f/2.8 55 mm 42.9º 250 mm 
AF-S Micro NIKKOR  F2.8G ED 60 mm 39.7º 185 mm 

Scintillator Type  Size Aspect ratio 
Larger 6LiF: ZnS 400  ×  400  mm2 1 
Medium ZnS(Ag)-6LiF 350  ×  350  mm2 1 

FOV  =   FOVw
2 + FOVh

2 

𝑥𝑥
𝑦𝑦

=
𝑊𝑊
𝐻𝐻

 

Legend:                 Image sensor                    Scintillator 
 

𝑥𝑥
𝑦𝑦

 >
𝑊𝑊
𝐻𝐻

 
𝑥𝑥
𝑦𝑦

<
𝑊𝑊
𝐻𝐻

 

           (a)                                    (b)                                  (c) 
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calculate the FOVmax, given the scintillator and the image sensor 
aspect ratios: 

 
; if x/y 
=W/H 

(6) 

 
; if x/y > 
W/H 

(7) 

 
;if x/y < 
W/H  (8) 

The minimum focus distance (MFD) is a primary parameter 
which describes the minimum distance between the lens and the 
object plane, from which the lens is able to focus.  This limits the 
extent to which the lens can be closest to the object plane, thereby 
defining the minimum OD (ODmin). The FOVmin the detector 
system can capture is calculated from this value by substituting the 
ODmax with ODmin and FOVmax with FOVmin in (5), as in (9). 

 FOVmin = 2 × tan(θ/2) × ODmin (9) 

The FOV is changed primarily to achieve high level of SR. A 
change in FOV however changes the surface area of the object 
plane which the camera can image, thereby causing the area that 
the image sensor can resolve using a given lens to vary. This is 
equivalent to varying a SR. SR can be calculated either from the 
ratio of the sensor size to the FOV size, giving SR in line pairs per 
millimeter (lp/mm), or from the ratio of the FOV size to the sensor 
size, giving SR in micrometers (µm). This can be achieved using 
equations (10), and (11), respectively: 

 SR = FOV/CCDsize = FOV/di (lp/mm) (10) 

 SR = di/FOV (µm) (11) 

3. Results and Discussion 

 This section discusses the benchmarking and evaluation of the 
results from simulation of models developed. To begin with, the 
Radiography Simulator software which is designed to simulate a 
radiograph of particular shape or type of material of the sample 
was used. Firstly, the simulation of radiographs with components 
combination selected from section 2.1 was carried out  with 
Radiography Simulator in [14] to generate the evaluation datasets. 
The generated datset is then analysed for correctness of parameters 
representing the selected simulation setup. The results are 
presented to contrast with the results from models simulation.  

 Secondly, the models are then simulated and the results are 
benchmarked against the Radiography Simulator results. The 
capability of the models to produce desirable results is then 
assessed, and lastly the results are used to select the best 
combination of components for a particular envisaged 
experimental requirement and constraint. 

4.1 Models Benchmark Samples and Analysis Software 

 Secondary data were generated using Radiography Simulator 
to evaluate the success of the designed models. The dataset 
comprised of a simulated 12 cm × 1 cm × 12 cm (l×b×h) cube 
specimen made from two materials half each. The parameters used 
for simulation were from combination of the following detector 
system components specified in section 2.1: Andor iKon-L 936 

CCD camera and MS in combination with the four lenses. Dataset 
of radiographs from MFD to the FOVmax were produced for each 
lens.  Table 3 show a sample of data from each lens dataset. For 
each lens shown on the table, the first row consists of image at 
minimum OD with their respective OD position, second row 
consists of image at maximum OD also with position and the third 
row is the number of images generated per lens.  

Table 3: Properties of images generated by Radiography Simulator 

Lens 

PC-E Micro 
NIKKOR  
f/2.8D ED 

60mm 

Nikon AF-S 
NIKKOR 

f/1.4G 55mm 

Micro-
NIKKOR 

f/2.8 50mm 

AF-S Micro 
NIKKOR  
F2.8G ED 

45mm 

ODmin 

    
185 mm 250 mm 450 mm 250 mm 

ODmax 

    
1238 mm 1135 mm 1032 mm 928 mm 

Images 1053 885 582 678 

Total Images 3198 

ImageJ open source imaging software, which is freely 
available to the scientific community [15] was used to analyse the 
simulated images and measure the sample size, FOVmin, FOVmax 
and SR in each of the dataset in  Table 3 as shown in Figure 4.  

 
Figure 4: Radiograph measurement using ImageJ image analysis software 

The results from ImageJ are tabled in Table 4, and they 
demonstrated that the simulated sample and components 
parameters selected are intrinsic to the simulated images. 

Table 4: FOV range and SR range analyzed using ImageJ software 

Lens 

60mm PC-E 
Micro 

NIKKOR  
f/2.8D ED  

55mm AF-
S 

NIKKOR 
f/1.4G  

50mm 
Micro-

NIKKOR 
f/2.8  

45mm AF-
S Micro 

NIKKOR  
F2.8G ED  

FOV range 
(mm) 

73.9 – 
495  

109.0 – 
495  

216.1  – 
495  

133.5  – 
495  

SR range 
(µm) 

25.5 –  
170.9 

37.6 –   
70.9 

74.6  – 
170.9 

46.1 – 
170.9 

SR range 
(lp/mm) 

39.2 –  
6.4 

26.6 –   
6.4 

13.4 –  
 6.4 

21.7 –   
6.4 

FOVmax =     W2 + H2 

FOVmax =     W2 + (W/δ)2     
   

FOVmax =     (δH)2 + H2     
   

Sample Size 

Image Size 
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5.1 Simulation 

 Simulation of detector system components parameters for the 
design was undertaken using models developed in section 3.1. The 
results would aid in selecting the optimal combination of detector 
system components, constrained by experimental requirements. 
The data from physical detector system component listed in 2.1 
were used in components combinations. The derived models were 
implemented in a spread sheet and the results are presented in the 
following subsections.  

• Field-of-View Area Saturation Determination  

To determine the FOV saturation (FOVmax) for a particular, the 
camera sensor and the scintillator aspect ratios were matched to 
determine the saturation size. This was realized using the aspect 
ratio matching for a camera sensor and scintillator. This was 
repeated the for combinations of the three Andor cameras and two 
scintillators. The aspect ratio matching was accomplished  througt 
one of the fitting equation in (6) – (8) in each case. The results are 
given in Table 5. Column 1 shows the camera model; and column 
2 and 4 indicate the match or type of mismatch for MS and LS 
respectively. The FOVmax with dimensions indicated in size by W 
× H for each combination is shown in column 3 and 5 for MS and 
LS respectively.  

• Object Distance Determination for a Variable Field-of-View 

 The ODmax from which the FOVmax is derived is calculated 
from equation (5). The OD range data-points were simulated from 
zero (0) mm to ODmax with fixed predefined OD shift intervals of 
1mm. In normalizing the data-points, the lens MFD was taken into 
account and all ODs below this point were discarded, staying on 
the useful OD range. The MFD and the resulting ODmax, are the 
OD range limits in each case shown in column 4 and 7 for MS and 
LS respectively.  

Table 5: Aspect Ratio Matching for Sensor-Scintillator Combination with the 
Field-of-View Saturation 

Camera 
name; 

Aspect Ratio 

Medium Scintillator 
(LS) - (400  x 400 mm2) 

Larger Scintillator 
(MS) - (350 x 350 mm2) 

Sensor 
Scintillat
or Match 

FOV Size 
Saturation  

(W ×H) mm2 

Sensor 
Scintillator 

Match 

FOV Size 
Saturation 
(W×H)mm2 

Zyla 5.5 HF 
;1.185 

x/y > 
W/H 400 × 337  x/y > W/H 350  × 295  

iKon-L 936 
;1.0 

x/y = 
W/H 400 × 400  x/y = W/H 350  × 350  

iKon-XL230 
;0.997 

x/y < 
W/H 399 × 400  x/y < W/H 349  × 350 

In evaluating the developed models, the parameters’ values 
from benchmark dataset agree 100% with the Camera-Lens-
Scintillator simulation using models in the result on Table 6 for 
Andor iKon-L 936 CCD camera and MS in combination with the 
four lenses. 

The plots on Figure 5 show the OD range per camera using all 
lens-scintillator combinations. From the OD ranges determined, 
the variable FOV would then be realized by utilizing equation (4), 
and varying the OD within the OD range, resulting in a FOV 
ranging from the position of MFD where FOVmin is realized, to the 
position of ODmax were FOVmax is realized. Data points for FOV 
were simulated by ussuming a  1mm shift intervals for OD. The 
achieved FOV ranges for each combination are shown in Table 6 
column 5 for MS and column 8 for LS. The evaluation dataset for 
Andor iKon-L 936 camera combined with the PC-E Micro 
NIKKOR  f/2.8D ED 60mm lens match the result from models. 
The FOV change behavior was plotted over the OD range in Figure 
5 for each lens-scintillator combination using different cameras 
shown in Table 6  column 1. MS was used in Figure 6 (a), (b), and 
(c) and LS in (d), (e) and (f). 

Table 6: Simulation results for combinations of Camera-Lens-Scintillator 

Andor 
Camera; 
Aspect 
Ratio(δ) 

Lens focal 
length 

Maximum 
Spatial 

Resolution  
(lp/mm; µm) 

Medium scintillator  Larger scintillator  

Object 
Distance 

Range (mm) 

Field-of-View 
Range (mm) 

Minimum Spatial 
Resolution  (lp/mm; 

µm) 

Object 
Distance 

Range (mm) 

Field-of-View 
Range (mm) 

Minimum 
Spatial 

Resolution  
(lp/mm; µm) 

Zyla 5.5 
HF;         
1.185 

45 mm   22.9;43.7 250-782 146.4-458 5.85; 136.71 250-894 146.4-523 5.12;156.29 
50 mm 14.1;70,7 450-870 236.9-458 5.85; 136.71 450-994 236.9-523 5.12;156.29 
55 mm 28.0;35.6 250-958 119.5-458 5.85; 136.71 250-1094 119.5-523 5.12;156.29 
60 mm  41.3;24.2 185-1045 81.1- 458 5.85; 136.71 185-1194 81.1-523 5.12;156.29 

iKon-L 
936;  
1.0 

45 mm  21.7;46.1 250-927 133.5-495 7.31; 170.92 250-1059 133.5-566 6.40;195.26 
50 mm 13.4;74.6 450-1031 216.1-495 7.31; 170.92 450-1178 216.1-566 6.40;195.26 
55 mm 26.6;37.6 250-1135 109.0-495 7.31; 170.92 250-1297 109.0-566 6.40;195.26 
60 mm  39.2;25.5 185-1238 73.9-495 7.31; 170.92 185-1415 73.9-566 6.40;195.26 

iKon-XL 
230;  
0.997 

45 mm  23.0;43.5 250-927 133.3-494 11.74; 85.21 250-1059 133.3-565 10.27;97.35 
50 mm 37.2;26.9 45 -1031 215.8-494 11.74; 85.21 450-1178 215.8-565 10.27;97.35 
55 mm 18.8;53.3 250-1135 108.9-494 11.74; 85.21 250-1296 108.9-565 10.27;97.35 
60 mm 12.7;78.6 185-1238  73.8-494 11.74; 85.21 18 -1416 73.8-565 10.27; 97.35 
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 (a) (b) (c) 

Figure 5: OD range per lens-scintillator combination for Andor cameras: (a) Zyla 5.5-HF, (b) and (c) iKon-L 936 and Andor iKon-XL 230 

   
 (a) (b) (c) 

   
 (d) (e) (f) 

Figure 6: FOV range over OD for all camera-lens combination: First column (Zyla 5.5 HF), second column (iKon-L 936) and third column (iKon-XL 230) 

• Field-of-View Change for Variable Spatial Resolution 

As the FOV size changes (IFOV) with change in OD, SR also 
changes owing to a fixed sensor size. In simulating the SR each 
camera-lens-scintillator combination would produce at each FOV 
data point, equation (10), derived from the ratio of FOV to the di 
was used, giving results in lp/mm and vice versa, using equation 
(11), giving results in µm; both defines SR range. A 1mm shift 

interval for FOV data points was adopted over OD range.  High 
SR range limit using both scintillators are shown in Table 6 
column 3 and the low range limits in column 6 and 9 for MS and 
LS respectively. Figure 7 shows change in SR over the FOV size 
using various camera-lens combinations with the LS. Figure 7 (a), 
(b) and (c) shows the variation of SR in lp/mm whilst Figure 7 (d), 
(e) and (f) the same results shown in µm. 
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 (a) (b) (c) 

   
 (d) (e) (f) 

Figure 7: SR change over FOV range for all camera-lens combinations using LS: (a, b and c) in line pairs per mm and (d, e and f): in micrometers pixel size

• Spatial Resolution and Object Distance 

As the length of OD is changed to vary the FOV, the SR also 
changes. The change in the SR as a function of OD is 

demonstrated for all camera-lens combinations and presented in 
Figure 8 (a), (b) and (c) for the MS and Fig. 8 (d), (e) and (f) for 
the LS. 

   
(a) (b) (c) 
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(d) (e) (f) 

Figure 8: SR changes over OD range for all camera-lens combination using: MS in (a, b and c) and LS in (d, e and f) 

The results in Figure 7 and Figure 8 show that the OD 
increases with increased FOV and OD decreases as SR increases. 
Figure 7  shows that the effective pixel size becomes bigger with 
larger FOV, indicating lower SR. The covariance due to the SR, 
FOV, and the correlation between OD and FOV, for the three 
cameras (each with a combination of four lenses over LS), were 
calculated using the covariance function (Cov) given in equation 
(12). 

Cov(x,y) =  ∑ [(xi – xm) ×  (yi – ym)]/(n –1)   (12) 

where: xi = a given x value in the dataset.  
xm = the mean, or average, of the x values. 
yi = the y value in the dataset that corresponds with xi. 
ym = the mean, or average, of the y values. 
n = the number of data points.  

The strength of these relationships was calculated using 
Spearman’s correlation coefficient (ρ), given by (13).  

 ρ = 1 – (6∑ di
2)/(n (n2 –1))  (13) 

where: ρ = Spearman rank correlation coefficient 
 di = difference between the ranks of corresponding 
variables 

n = number of observations 

The results of this relationship are tabled in Table 7.  

Table 7: Field-of-View, Spatial Resolution Covariance and Correlation per 
Camera-Lens Combination over LS 

The graphs in Figure 7 demonstrate an existing negative 
monotonic relationship between the SR and the FOV. Results 
also show that there is strong negative correlation between SR 
and the FOV (-90 %) as confirmed by the results in Table 7. 
Overall results show that, despite the trade-offs that accompanies 
each choice of combination. The selection lies in the balance 
between SR and a larger FOV range to accommodate specimens 
of different sizes.  

Larger scintillators offer a large maximum FOV useful in the 
examination of large specimens without having to examine them 
in parts. However, the results given in Figure 6 show that, despite 
the lens or camera in use, larger scintillators demand longer ODs 
to cover the entire FOV.  This contributes to the overall size of the 
detector system.  

Smaller scintillators offering a small maximum FOV are good 
for a compact design. They are ideal when investigating small 
specimens. However, they complicate experiments involving 
large specimens, owing to specimens being scanned in sections. 
This requires increased time for examination and expert 
knowledge of image stitching during post-processing.  While the 
camera chip size and the required SR should be the primary 
consideration in selecting the size of the scintillator, the 
underlying rationale should be based on the expected size of 
specimens and trade-offs.  

Larger AOV lenses are ideal for a compact design where 
examinations involving large specimens and large FOVs are 
necessary; however, these lenses have long MFD and are unable 
to achieve a very small FOV.  They produce small FOV ranges 
due to immediate FOV saturation. While it is useful to employ a 
larger FOV, it must be observed that the anti-correlation between 
the FOV and SR means the trade-off between the two is 
unavoidable. In contrast to larger AOV lenses, smaller AOV 
lenses have short MFDs which allow them to be placed very close 
to the object plane, thereby increasing the reproduction rate. 
These lenses are ideal in a design intended for smaller specimens 
necessitating a smaller FOV to maximize the SR; however, they 
demand a longer displacement for larger FOV applications, 
increasing the size of the detector system. 
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Lens 
Zyla 5.5 HF iKon-L 936 iKon-XL 230 
Covariance; 
Correlation 

Covariance; 
Correlation 

Covariance; 
Correlation 

PC-E Micro 
NIKKOR 45 mm 
f/2.8D ED 

-443.8; 
 -0.947 

-488.56; 
-0.934 

-978.6; 
 -0.934 

Nikon AF-S 
NIKKOR 50 mm 
f/1.4G 

-174.5; 
 -0.979 

-221.14; 
 -.970 

-442.9; 
 -0.970 

Micro-NIKKOR 55 
mm f/2.8 

-589.8; 
 -0.930 

-628.8;  
-0.915 

-1258;  
-0.915 

AF-S Micro 
NIKKOR 60 mm 
F2.8G ED 

-922.4; 
 -0.893 

-939.67; 
-0.874 

-1883;  
-0.874 
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By assuming the sample sizes between 10 cm × 10 cm to 30 
cm × 30 cm as a target size of samples envisaged, this suggests a 
FOV range as an experimental requirement. An adequate 
minimum FOV in the given range of components would be 
achieved by a 60mm PC-E Micro NIKKOR f/2.8D ED lens.  This 
combined with the iKon-L 936 CCD camera and the 35mm × 
35mm FOV scintillator would allow a SR range of 25.5 – 170.92 
µm pixel size. In other work CBDS have previously reported a SR 
at the region of ≈ 100 to 500 µm and recently less than 50 µm [2]. 
If the budget as a constraint allows, with 1.3m space available at 
the position where the detector must be located. This detector 
system would make a bests combination for requirements stated.  

4. Conclusion 

In conclusion to the component selection strategy, the CBDS 
design should optimize the SR by managing the FOV. In pursuit 
to achieve this, the parametric study for the design of a CBDS was 
presented. We developed models to determine the maximize 
performance of the CBDS based on experimental requirements 
and given constraints. In particular, we tried to attain a balance 
between the FOV and the SR in order to provide a versatile 
detector system with respect to both variables through simulation. 
A clear understanding of the different constraints and 
experimental requirements would aid in the choice of components 
using the developed models.  

To evaluate our models, we benchmarked the results with the 
secondary data and 100% agreement between the results 
demonstrated the desirable functionality of the models. The 
chosen scenario of experimental requirements and constraint has 
shown that these models are effective in guiding the development 
of the best detector system with given limitations.  

In addition, we proposed a use of linear translation system for 
the changing the OD to achieve a monotonic FOV and SR. As 
future work, we plan to develop software for components 
combination selection. This software will take experimental 
requirements and constraints as input and return the best possible 
components combination that can be achieved. 

Conflict of Interest 

The authors declare no conflict of interest. 

References 
[1] A.P. Kaestner, Z. Kis, M.J. Radebe, D. Mannes, J. Hovind, C. Grünzweig, 

N. Kardjilov, E.H. Lehmann, “Samples to Determine the Resolution of 
Neutron Radiography and Tomography,” Physics Procedia, 88(September 
2016), 258–265, 2017, doi:10.1016/j.phpro.2017.06.036. 

[2] E.H. Lehmann, G. Frei, G. Kühne, P. Boillat, “The micro-setup for neutron 
imaging: A major step forward to improve the spatial resolution,” Nuclear 

Instruments and Methods in Physics Research, Section A: Accelerators, 
Spectrometers, Detectors and Associated Equipment, 576(2–3), 389–396, 
2007, doi:10.1016/j.nima.2007.03.017. 

[3] J. Rueckel, M. Stockmar, F. Pfeiffer, J. Herzen, “Spatial resolution 
characterization of a X-ray microCT system,” Applied Radiation and 
Isotopes, 94(September), 230–234, 2014, 
doi:10.1016/j.apradiso.2014.08.014. 

[4] H. Pleinert, E. Lehmann, S. Körner, “Design of a new CCD-camera neutron 
radiography detector,” Nuclear Instruments and Methods in Physics 
Research, Section A: Accelerators, Spectrometers, Detectors and Associated 
Equipment, 399(2–3), 382–390, 1997, doi:10.1016/S0168-9002(97)00944-
3. 

[5] N. Kardjilov, M. Dawson, A. Hilger, I. Manke, M. Strobl, D. Penumadu, F.H. 
Kim, F. Garcia-Moreno, J. Banhart, “A highly adaptive detector system for 
high resolution neutron imaging,” Nuclear Instruments and Methods in 
Physics Research Section A: Accelerators, Spectrometers, Detectors and 
Associated Equipment, 651(1), 95–99, 2011, 
doi:10.1016/j.nima.2011.02.084. 

[6] E. Lehmann, M. Raventos, R.P. Harti, P. Trtik, A. Kaestner, D. Mannes, C. 
Grünzweig, “Methodical Progress in Neutron Imaging at PSI,” Physics 
Procedia, 88(September 2016), 250–257, 2017, 
doi:10.1016/j.phpro.2017.06.035. 

[7] D.S. Hussey, D.L. Jacobson, M. Arif, P.R. Huffman, R.E. Williams, J.C. 
Cook, “New neutron imaging facility at the NIST,” Nuclear Instruments and 
Methods in Physics Research Section A: Accelerators, Spectrometers, 
Detectors and Associated Equipment, 542(1–3), 9–15, 2005, 
doi:10.1016/j.nima.2005.01.004. 

[8] C. Tötzke, I. Manke, A. Hilger, G. Choinka, N. Kardjilov, T. Arlt, H. 
Markötter, A. Schröder, K. Wippermann, D. Stolten, C. Hartnig, P. Krüger, 
R. Kuhn, J. Banhart, “Large area high resolution neutron imaging detector 
for fuel cell research,” Journal of Power Sources, 196(10), 4631–4637, 2011, 
doi:10.1016/j.jpowsour.2011.01.049. 

[9] E.H. Lehmann, P. Vontobel, G. Frei, C. Brönnimann, “Neutron imaging—
detector options and practical results,” Nuclear Instruments and Methods in 
Physics Research Section A: Accelerators, Spectrometers, Detectors and 
Associated Equipment, 531(1–2), 228–237, 2004, 
doi:10.1016/j.nima.2004.06.010. 

[10] M. DINCA, “The implementation of a charge coupled device (CCD) camera 
in a neutron imaging system for real time and tomography investigations,” 
Neutron Imaging:A Non-Destructive Tool for Materials Testing (IAEA-
TECDOC Series), (September), 53–67, 2008, doi:978–92–0–110308–6. 

[11] K. Eismann, S. Duggan, T. Grey, Real world digital photography, Pearson 
Education, 2010. 

[12] N. Kardjilov, A. Hilger, I. Manke, M. Strobl, M. Dawson, S. Williams, J. 
Banhart, “Neutron tomography instrument CONRAD at HZB,” Nuclear 
Instruments and Methods in Physics Research Section A: Accelerators, 
Spectrometers, Detectors and Associated Equipment, 651(1), 47–52, 2011, 
doi:10.1016/j.nima.2011.01.067. 

[13] E.H. Lehmann, P. Vontobel, G. Frei, G. Kuehne, A. Kaestner, “How to 
organize a neutron imaging user lab? 13 years of experience at PSI, CH,” in 
Nuclear Instruments and Methods in Physics Research, Section A: 
Accelerators, Spectrometers, Detectors and Associated Equipment, 2011, 
doi:10.1016/j.nima.2010.12.135. 

[14] R. Nshimirimana, A. Abraham, G. Nothnagel, A. Engelbrecht, “X-Ray and 
Neutron Radiography System Optimization by Means of a Multiobjective 
Approach and a Simplified Ray-Tracing Method,” Nuclear Technology, 1–
20, 2020, doi:10.1080/00295450.2020.1740562. 

[15] C.A. Schneider, W.S. Rasband, K.W. Eliceiri, “NIH Image to ImageJ: 25 
years of image analysis,” Nature Methods, 9(7), 671–675, 2012, 
doi:10.1038/nmeth.2089.

 

http://www.astesj.com/


 

www.astesj.com     257 

 

 

 

 

Microstrip Patch Antenna Designs with Quarter-Circular and Semi-Circular Slots in Patches for Wireless 
Communication Applications in Frequency Range of 1.2 GHz-4.6 GHz 

Cihan Dogusgen Erbas* 

Electrical and Electronics Engineering Department, Istanbul Yeni Yuzyil University, Istanbul, 34010, Turkey 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 31 August, 2020 
Accepted: 04 May, 2021 
Online: 27 May, 2021 

 In this study, 6 unique microstrip patch antennas with quarter-circular and semi-circular 
slots in patches are proposed. It is aimed to investigate the effect of these slots in the 
designed topologies. The antennas operate for wireless applications including Personal 
Communication Service (PCS), 3rd Generation (3G), The Standard for Wireless Fidelity 
(WiFi)/Wireless Local Area Network (WLAN)/Bluetooth, Long Term Evolution (LTE) and 
Global System for Mobile Communications at 1.8 GHz (GSM-1800). Simulation results for 
antenna performance parameters such as fractional bandwidth, gain, radiation pattern, 
radiation efficiency and total efficiency are presented.  

Keywords:  
Microstrip patch antenna 
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Patch truncation 

 

 

1. Introduction   

This paper is an extension of work originally presented at 11th 
International Conference of Electrical and Electronics Engineering 
[1]. Multi-band feature is often required in wireless 
communication systems because simultaneous operation of 
multiple technologies  could be desirable. One antenna type that 
satisfies that feature is microstrip patch antennas. Microstrip patch 
antennas have been preferred in many wireless communication 
systems. [2, 3]. Operation in multiple frequency bands can be 
obtained by placing slots in patches and/or ground planes [4–6]. 
Various studies report on slotted microstrip patch antenna 
geometries: In one report [7], a microstrip patch antenna with a 
slotted rectangular radiating patch and a defected ground plane 
suitable for Bluetooth, LTE, Universal Mobile 
Telecommunications System Band II (UMTS-II), Industrial, 
Scientific and Medical band (ISM), WLAN, Worldwide 
Interoperability for Microwave Access (WiMAX), RFID, Wireless 
Broadband (WiBro) and WiFi is examined. In [8], the authors 
examine a microstrip patch antenna with an air-filled substrate and 
3 open slots. The antenna operates  between 1.77 GHz – 2.65 GHz. 
In [9], the authors focus on a dual-band microstrip patch antenna 
that consist of two layers separated by an air gap, and a triangular 
ground slot. The structure operates at 1.8 GHz and 2.4 GHz.  

In this article, 6 microstrip patch antennas with quarter-circular 
and semi-circular slots in patches aimed for wireless operations are 
proposed. Geometry of the antennas are unique. It is intended to 
investigate the effect of patch truncations in these antenna 
topologies. The truncations are located symmetrically on the 
patches. Antenna performance parameters are simulated. 
Simulations as well as optimizations are carried out by utilizing 
ANSYS HFSS. 

2. Antennas 

2.1. Antenna 1 

Antenna 1 has 2 identical quarter-circular slots in patch. These 
slots are located two diagonal patch corners. Radius of quarter-
circles is given by r1 (1.50 mm). The antenna is in square shape as 
all antennas in this article. Its operation range is 1.3905 GHz – 
4.5739 GHz with a fractional bandwidth (FB) of 106.74%. Note 
that a simulation of the slotless configuration yields a resonance at 
2.05 GHz using a coaxial probe as a feed located at (7, 9) mm. The 
frequency operation range is 1.365 GHz – 2.410 GHz with a 
fractional bandwidth of 55.36%. Operation frequency range is 
based on -10 dB impedance bandwidth (|S11|<-10 dB). Height of 
the substrate is 4.30 mm. Its relative permittivity value is 15.5, and 
loss tangent value is 0.0001. Same substrate material and substrate 
height are used in all designed antennas. Length of the ground 
plane and patch without slots are 25 mm and 21.40 mm, 
respectively, which are the same as those of all designed antennas.  

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Cihan Dogusgen Erbas, Email: 
cihan.dogusgen@yeniyuzyil.edu.tr  
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 257-262 (2021) 

www.astesj.com   

Special Issue on Multidisciplinary Sciences and Engineering 

 

https://dx.doi.org/10.25046/aj060328  

http://www.astesj.com/
mailto:cihan.dogusgen@yeniyuzyil.edu.tr
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060328


C. Dogusgen Erbas. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 257-262 (2021) 

www.astesj.com     258 

Antenna feed is a coaxial probe placed at (8, 8) mm in xy plane 
where center of the antenna is denoted as (0, 0) mm. All antennas 
in this article are fed by one coaxial probe. Antenna 1 is illustrated 
in Figure 1.  

 

 

 

 

                          (a)                                                   (b) 

Figure 1: Antenna 1 (a) patch, (b) side view 

2.2. Antenna 2 

Antenna 2 has 4 identical quarter-circular slots in patch (see  
Figure 2). These slots are located at all patch corners. Radius of 
quarter-circles is given by r1. The structure’ s operation range is 
1.4101 GHz – 4.5791 GHz (FB=105.82%). Antenna feed is placed 
at (8, 9) mm. 

 

 

 

 

                            (a)                                                  (b) 

Figure 2: Antenna 2 (a) patch, (b) side view 

2.3. Antenna 3 

Antenna 3 has 2 identical semi-circular slots in the patch. These 
slots are located in the middle of two patch edges. The antenna is 
shown in Figure 3. Semi-circle radius is given by r1. The    
structure’ s operation range is 1.3287 GHz – 4.0406 GHz 
(FB=101.02%). Antenna feed is placed at (10, 6) mm. 

 

 

 

 

 

                         (a)                                                   (b) 

Figure 3: Antenna 3 (a) patch, (b) side view 

2.4. Antenna 4 

Antenna 4 has 4 identical semi-circular slots in the patch. These 
slots are located in the middle of all patch edges. The antenna is 
shown in Figure 4. Semi-circle radius is given by r1. The     
structure’ s operation ranges are 1.3543 GHz – 2.3231 GHz 
(FB=52.69%), and 2.8465 GHz – 4.1123 GHz (FB=36.38%).  
Antenna feed is placed at (7, 9) mm.  

 

 

 

 

                          (a)                                                     (b) 

Figure 4: Antenna 4 (a) patch, (b) side view 

2.5. Antenna 5 

Antenna 5 has 2 identical semi-circular slots in the patch. These 
slots are located in the middle of two patch edges. The antenna is 
depicted in Figure 5. Semi-circle radius is given by r2  (5 mm). The 
structure’ s operation ranges are 1.2659 GHz – 2.1436 GHz 
(FB=51.49%), and 2.7428 – 4.6657 GHz (FB=51.91%). Antenna 
feed is placed at (7, 9) mm. 

 

 

 

 

                          (a)                                                      (b) 

Figure 5: Antenna 5 (a) patch, (b) side view 

2.6. Antenna 6 

Antenna 6 has 4 identical semi-circular slots in the patch. These 
slots are located in the middle of all patch edges. The antenna is 
illustrated in Fig. 6. Semi-circle radius is given by r2. The 
structure’ s operation range is 1.3465 GHz – 1.8263 GHz 
(FB=30.24%). Antenna feed is placed at (5.7, 5.3) mm. 

 

 

 

 

                          (a)                                                   (b) 

Figure 6: Antenna 6 (a) patch, (b) side view 

3. Simulation Results 
Simulation results regarding the antenna perormance 

parameters such as return loss, gain, and radiation pattern are 
presented for the designed antennas. The return loss and radiation 
pattern parameters are expressed in dB while the gain values are 
denoted in dBi. Radiation efficiency and total efficiency values are 
given in linear scale. Operation frequencies of interest are 1.9 GHz 
for PCS, 2.1 GHz for 3G, 2.45 GHz for WiFi/WLAN/Bluetooth, 
2.6 GHz for LTE and 1.8 GHz for GSM-1800. Table 1 shows the 
the operations that the antennas are suitable for. 
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Table 1:  Antennas and operations they are suitable for 

Antenna Operation 
Antenna 1, 2, 3, 4 PCS, 3G,  WiFi/WLAN/Bluetooth, 

LTE 
Antenna 5 PCS, 3G 
Antenna 6 GSM-1800 
 

3.1. Results for Antenna 1 

Return loss of antenna 1 is given in Figure 7. Maximum gains 
at 1.9 GHz, 2.1 GHz, 2.45 GHz and 2.6 GHz are 0.087 dBi, 0.055 
dBi, 0.052 dBi and 0.058 dBi, respectively. Radiation efficieny 
values for the same frequencies (in order) are 0.982, 0.975, 0.964 
and 0.967, respectively. Total efficiency values for the same 
frequencies (in order) are 0.923, 0.934, 0.882 and 0.871, 
respectively.  

 

 

 

 

Figure 7: Return loss of antenna 1 

Simulated radiation patterns for antenna 1 are shown in      
Figure 8. Note that radiation pattern plots represent the radiation 
intensity for all antennas. 

3.2. Results for Antenna 2 
Return loss of antenna 2 is given in Figure 9. Maximum gains 

at 1.9 GHz, 2.1 GHz, 2.45 GHz and 2.6 GHz are 0.097 dBi, 0.059 
dBi, 0.044 dBi and 0.045 dBi, respectively. Radiation efficieny 
values for the same frequencies (in order) are 0.985, 0.981, 0.973 
and 0.970, respectively. Total efficiency for the same frequencies 
(in order) are 0.924, 0.885, 0.842 and 0.856, respectively. 
Simulated radiation pattern plots are depicted in Figure 10.  

3.3. Results for Antenna 3 
Return loss of antenna 3 is given in Figure 11. Maximum gains 

at 1.9 GHz, 2.1 GHz, 2.45 GHz and 2.6 GHz are 0.085, 0.042, 
0.047 and 0.066 dBi, respectively. Radiation efficieny values for 
the same frequencies (in order) are 0.968, 0.989, 0.982 and 0.974, 
respectively. Total efficiency values for the same frequencies (in 
order) are 0.911, 0.940, 0.881 and 0.872, respectively. Simulated 
radiation pattern plots are shown in Figure 12.   
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                                                  (c) 

 

 

 

                                      

                                                    (d) 

Figure 8: Antenna 1 radiation patterns of ϕ=0ᴼ (left), and ϕ=90ᴼ (right): (a) f=1.9 
GHz, (b) f=2.1 GHz, (c) f=2.45 GHz, (d) f=2.6 GHz 

 

                    

 

 

Figure 9: Return loss of antenna 2 
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                                                   (d)          

Figure 10: Antenna 2 radiation patterns of ϕ=0ᴼ (left), and ϕ=90ᴼ  (right):         
(a) f=1.9 GHz, (b) f=2.1 GHz, (c) f=2.45 GHz, (d) f=2.6 GHz 

        

 

 

 

                     

Figure 11: Return loss of antenna 3 

3.4. Results for Antenna 4 

Return loss of antenna 4 is given in Figure 13. Maximum gains 
at 1.9 GHz, 2.1 GHz, 2.45 GHz and 2.6 GHz are 0.074, 0.079, 
0.082 and 0.087 dBi, respectively. Radiation efficiency values for 
the same frequencies (in order) are 0.978, 0.988, 0.974 and 0.982, 
respectively. Total efficiency values for the same frequencies (in 
order) are 0.935, 0.948, 0.847 and 0.841, respectively.  Simulated 
radiation pattern plots are illustrated in Figure 14. 
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(d) 

Figure 12: Antenna 3 radiation patterns of ϕ=0ᴼ (left), and ϕ=90ᴼ (right):          
(a) f=1.9 GHz, (b) f=2.1 GHz, (c) f=2.45 GHz, (d) f=2.6 GHz. 

 

 

 

 

 

Figure 13: Return loss of antenna 4 

3.5. Results for Antenna 5 

Return loss of antenna 5 is given in Fig. 15. Maximum gains at 
1.9 GHz and 2.1 GHz are 0.053 and 0.062, respectively. Radiation 
efficiency values for the same frequencies (in order) are 0.984 and 
0.997, respectively. Total efficiency values for the same 
frequencies (in order) are 0.958 and 0.910, respectively. Simulated 
radiation pattern plots are given in Fig. 16. 
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                                                            (d) 

Figure 14: Antenna 4 radiation patterns of ϕ=0ᴼ (left), and ϕ=90ᴼ (right):          
(a) f=1.9 GHz, (b) f=2.1 GHz, (c) f=2.45 GHz, (d) f=2.6 GHz 

 

 

 

 

 

Figure 15. Return loss of antenna 5 

3.6. Results for Antenna 6 

Return loss of antenna 6 is given in Figure 17. Radiation 
efficiency and total efficiency values at 1.8 GHz are 0.985 and 
0.912, respectively. Simulated radiation pattern plots are 
illustrated in Figure 18.  
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Figure 16: Antenna 5 radiation patterns of ϕ=0ᴼ (left), and ϕ=90ᴼ (right):          
(a) f=1.9 GHz, (b) f=2.1 GHz 

 

 

 

 

 

Figure 17: Return loss of antenna 6 

 

 

 

 

 

Figure 18: Antenna 6 radiation patterns at f=1.8 GHz: ϕ=0ᴼ (left), and ϕ=90ᴼ 
(right) 

4. Discussion 

Considering the designed antennas, antenna 1, antenna 2, 
antenna 3 and antenna 4 are suitable for PCS, 3G, 
WiFi/WLAN/Bluetooth and LTE. Antenna 5 cannot be used for 
WiFi/WLAN/Bluetooth and LTE operations due to the related 
frequency bands. Likewise, antenna 6 is only suitable for         
GSM-1800 operation. Highest fractional bandwidth (106.74%) is 
obtained for antenna 1. Operation frequency band of antenna 2 is 
shifted upward compared to that of antenna 1. Similarly, an 
upward band shift is clear by taking into account the frequency 
band of antenna 3 as well as the lower and upper frequency ends 
of antenna 4. Also, an increase in the lower end of frequency band 
is clear by comparing antenna 5 and antenna 6 frequency values. 
This occurs because the antenna capacitance decreases as the slot 
dimension increases, which yields larger resonant frequencies. 
Note that as the antenna capacitance decreases, the resonant 
frequency increases. Maximum gains for all cases are similar. The 
case for PCS operation of antenna 2 has the highest maximum gain        
(0.097 dBi). Directional radiation patterns are obtained for all 
cases. Maximum radiation occurs in boresight for PCS operation 
of antenna 6. We have the highest radiation levels for PCS 
operation of antenna 2. Radiation efficiency and total efficiency 
values are relatively high indicating that the usage of a substrate 
with a high dielectric constant does not significantly lower the 
efficiencies. Simulations of surface current distribution on the 
antenna patches for different phase angles at all application 
frequencies reveal multiple current paths, which yield resonances. 
Note that the resonance occurs when the path length of the current 
equals to half of the resonant wavelength in the dielectric material. 
More information on current path length and resonant frequency 
analysis can be found in [10]. In order to verify the reliability of 
the simulation tool HFSS, following procedure is performed: 
Based on the theoretical calculations of patch width and patch 
length by using a resonant frequency [11], a reverse computation 
is carried out for the slotless microstrip patch antenna: The 
resonant frequency is analytically computed as 2.088 GHz by 
using the known values of the width and relative dielectric 
constant. Then, the length of the patch is computed as 15.48 mm 
by utilizing the calculations of effective length and extension 
length. Analytically computed values of the resonant frequency 
and the patch length are consistent with the simulated values. Note 
that a simulated resonant frequency for the slotless microstrip 
patch antenna is found to be 2.05 GHz. 
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5. Conclusion 

Six square microstrip patch antennas with slots in patch are 
designed. Impact of quarter-circular and semi-circular patch 
truncations on the antenna performance parameters is examined. 
Results regarding the simulations of return loss, maximum gain, 
radiation pattern, radiation efficiency and total efficiency are 
presented. Optimizations are carried out in order to improve 
impedance matching.  
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 The Present work is to investigate effect of dry sliding wear behaviour of ZA27 base alloy, 
after reinforcing it with Molybdenum Di Sulphide (MoS2) particles from 0% to 4% in five 
steps. To examine the wear behaviour of both reinforced and un-reinforced material, dry 
or unlubricated pin on disc tests were conducted. These tests were conducted at varying 
speeds and loads of 1.5m/s,3m/s, 4.6m/s, 6.15 m/s and 5N, 10N, 20N and 25Nrespectively 
with a constant sliding distance of 1000m. The results revealed that, MoS2 reinforced ZA27 
alloy showed less wear loss as compared to base ZA27 alloy. Delamination, abrasion, and 
adhesive wear were observed at high speed and load. Worn surface of tested specimen were 
analysed and examined through Scanning Electron Microscope (SEM). To confirm 
presence of Molybdenum disulphide in prepared material, Energy Dispersion X-ray (EDX) 
test is carried out for 4% of Molybdenum disulphide reinforced ZA-27 material. 

Keywords:  
ZA 27 
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Wear Loss 
Reinforced 
 

 

 

1. Introduction 

From the last few decades, metal matrix composite has 
played a vital role in the improvement of physical and mechanical 
properties of traditional materials. Also, it plays a significant 
impact from an economic point of view due to its wide range of 
application in engineering material. It will always be a choice of 
many researchers to further improve its performance through 
changing or varying its composition[1]-[5]. Maximum work was 
done on the various Aluminium series in the field of non-ferrous 
metal. In comparison with aluminium less scope is given to other 
non-ferrous metal like brass, copper, magnesium, and zinc.  

Pure zinc cannot compete with other non-ferrous material. 
But zinc when reinforced with the various proportion of 
aluminium, at certain composition, it can be observed that zinc 
properties improved to such level that it can be easily compete 
with other traditional non-ferrous material such as copper, brass, 
bronze, aluminium and also cast iron  in the field of moderate load, 
medium speed and moderate operating temperature, generally  ZA 
27  applied for bearing and tribo material [6]-[9]. Many 

researchers have experienced that 27% of aluminium 
reinforcement shows good mechanical and physical properties 
compared to other percentages. ZA27 stands for zinc containing 
27 percentage of aluminium.ZA27 possesses tribo-mechanical 
properties, eco-friendly, excellent fluidity and foundry castability 
as well as low initial cost. Resistance to corrosion and high 
mechanical strength at room temperature are other admirable 
properties of ZA27 alloy [10]-[12]. These exceptional properties 
have motivated the researchers to further enhance its mechanical 
and tribological properties through reinforcing ZA 27alloy with a 
different metal, non-metal and ceramics with varying current 
alloy composition or changing method of casting. As a result, 
author [10],studied wearing of ZA 27 after Reinforcing with 2% 
graphite. In  [13], reinforced graphite with ZA 27,  varying its size 
and  percentages to study it’s mechanical properties. In [14], ZA 
27is experimented with zircon by its varying percentage. Author 
[7] ,  reinforced small quantity of Manganese (Mn)  with a weight  
range of  0.1% to 0.7% in  ZA27 metal using the normal casting 
method. In paper [15], tribological test is conducted after 
reinforcing  Mn content with ZA27 alloy. In paper [16],  Za27 
with 2% Magnesium (Mg) material is tested. Author [12], 
presented the paper on results of tribological investigations of 
composites with substrate made of the ZA-27 alloy reinforced by 
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the Al2O3. Author [17], studied combined effect  of reinforcement  
both  5% SiC and 1% Graphite particle in  Za27 alloy. The 
combined effect of silicon, Silicon Carbide, graphite and copper 
with various percentage on ZA27 alloy is  studied in another  
researcher [6] . Author  [9], worked on  reinforcing  glass fibers 
of weight 1% to  5% in ZA27 alloy using the compo-casting 
method. In [18] ,examined the effect of various composition of 
titanium on ZA 27  alloy.  Author [19], fabricated  ZA27  alloy 
with 2% of  TiB2 particulates. In such a way, researchers have 
experimented with various reinforced materials and various 
method to improve the mechanical and tribological properties of 
ZA 27 alloy. 

Molybdenum disulphide is an inorganic compound which is 
used as a solid lubricant, it is used in relatively high temperature 
when compared to graphite [20]. It has experimented with 
polymer and other organic material in the field of polymer matrix 
composite. It has also been observed that addition of Molybdenum 
disulphide has improved the tribological properties of high 
density poly ethylene  and Polyetherether ketone (PEEK) 
composite in vacuum [21], it is also experimented with Phenolic 
resin to improve its mechanical and tribological properties [22], 
but rare literatures are found, in which Molybdenum disulphide 
was used as reinforcement material with Zinc Aluminium 27 (ZA 
-27) Metal Matrix composite. Since ZA 27 alloy is also applied in 
tribo material like bearing and bushing, which is subjected to 
frictional heat, MoS2 is possess good lubricating property, 
generally it is used externally, to remove frictional heat between 
contact surface. Till now with mentioned composition of ZA 27 
(Sn 1-2%,Cu 0.5%, 27% Al, balance  zinc), no literature is found 
in which MoS2 is used as reinforced material  with ZA27 . 

2. Experimentation 

2.1.  Material 

The metal matrix selected for the present work is Zinc 
Aluminium alloy in which the proportion of Aluminium is 27%. 
The importance of ZA 27 alloy has already been discussed in the 
introduction. Composition of ZA27 is, Tin between 1% to 2%, 
Copper 0.5%, Aluminium 27% and remaining is zinc. 
Molybdenum disulphide (MoS2) particle is used as reinforcement 
component which has particle size 40 micron with the average 
density of 5.6gm/mm3. MoS2 fabricated with base ZA27 alloy 
with increasing proportion from 0 to 4% with an increment step 
of 1 %. Steel crucible is used in an electric heating furnace to melt 
alloy. A stirrer is attached with an adjustable speed motor which 
is used for stirring purpose. Skum powder or cleaning powder 
added to the molten metal in order to remove slag and flux.  

2.2. Preparation of Specimen  

Specimen for wear testing has prepared with the help of the 
stir casting method [23]. Based on the furnace’s crucible size, a 
calculated amount of ZA 27 is weighed and placed in the crucible. 
Heating of crucible is carried out at a constant temperature of 
600oC until the solid ZA27 is converted into a liquid phase. The 

molten matrix is cooled to a mixing temperature of 490oC, at 
which stirring of molten metal was carried out with the help of a 
stirrer, which operates at the speed of 1 to 500 rpm.  Based on the 
weight of molten ZA27, 1% MoS2 particle was weighed and then 
poured in stirring liquid which is operated at speed of 200 rpm. 
Gradually speed of the stirrer is increased to a range of 320 to 350 
rpm after mixing of reinforcement material. The Stirring of 
molten metal is continued for 5 minutes. Before pouring molten 
metal into a mould, a circular mould that is made of cast iron is 
heated. Heated molten metal is poured into the pre-heated mould. 
The same procedure is repeated for reinforcement of 2,3and 4 
percentage of MoS2 particle. Mould is allowed to cool at room 
temperature, as a result, the molten metal inside the mould is 
solidified. Casted metal from the mould was removed and 
machined according to ASTM G99 standard size. Tested 
specimen of diameter (d) 10 mm and length of 1.5d to 2d is 
prepared. The end surface of the specimen is polished and 
flattened with the help of an emery sheet of 1000 size. Finally 
mirror polished surface at the end of the specimen is obtained for 
wear testing. 

2.3. Wear testing of specimen. 

Pin on disc apparatus (as shown in Figure 1:) is used to 
investigate the dry sliding wear behaviour of flatted end, mirror 
polished ZA27, ZA27/1%MoS2 ZA27/2%MoS2, 
ZA27/3%MoS2 and ZA27/4%MoS2 specimens. Load, sliding 
distance, and sliding speed are parameters considered for present 
wear testing. The selected value for loads is 5N, 10N, 20N and 
25N. Sliding distance are 1.53m/s,3m/s, 4.6m/s and 6.15m/s with 
constant sliding distance of 1000m is maintained for both 
parameters. All tests is conducted at room temperature; details are 
shown in Table 2.1. During the test, the initial weight of the 
composite is measured using a weighing machine having the least 
count of 0.0001g. The testing pin is applied with a defined load, 
against the EN32 steel disc. The pin is pressed against the rotating 
disc at a track diameter of 98 mm at a specific speed, and a 
constant sliding distance of 1000m. The disc is rotated for 
prescribed speed, after running at a specific sliding distance, the 
rotating disc is stopped and tested specimen taken out from the 
setup. The final weight of the worn-out specimen is measured.  
The procedure is repeated to all specimen. Each specimen has 
experimented with three times and the average weight loss of each 
specimen is taken for wear analyse. Graph of the average wear 
loss of tested specimen vs. varying load and speed were plotted to 
examine the overall behaviour of all specimens. During testing, 
the specimen projected its particle on countersurface, as a result, 
a circular thin track of specimen is formed on the rotating disc due 
to the relative motion and difference of hardness between 
countersurface and specimen. As the specimen was softer than the 
rotating disc, the worn particles of a specimen are projected on the 
rotating disc. This analyses the counter-surface which is shown in 
Figure 2. 

 

 

http://www.astesj.com/


M.K. Delvi, et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 263-270 (2021) 

www.astesj.com   265 

Table 1: Wear testing parameter 

Pin material ZA-27 with  0%, 1%, 2%, 
3%and 4% MoS2 

Disc Material 
( rotating) 

EN32 steel Disc usedas  
counter-body ( 65 HRC) 

Track diameter 98mm 
Sliding speed m/s 1.53, 3, 4..6,6.15 
Load (N) 5,10,20 and 25 
Sliding distance 1000m 
Temperature Room temperature 

3. Experimental Results  

3.1. Effect of Applied Load on Wear Loss 

Prepared specimens of various compositions are tested at 
different loads of 5N, 10N, 20N and 25N at a constant sliding 
distance of 1000m and a constant sliding speed of 4.6m/s. The 
difference between the initial and final weight of each specimen 
was tabulated. Using obtained value graph of Wear loss in 
milligram (mg) versus various load in newton has generated as 
shown in Figure 3. It has been observed from the graph (Figure 3) 
that, as the load on the specimen is increased, the rate of wear is 
also increased for both molybdenum disulphide reinforced and 
unreinforced material. It has also been noticed from the above 
graph that unreinforced materials lost their maximum weight 
during the wear test when compared to reinforced material.  At a 
lower load of 5N, mild wear was observed for reinforced material 
compared to a little high degree of wear was observed for 
unreinforced material. This trend of increasing weight loss due to 
wearing continues for the load of 10N and 15N, to mild weight 
loss to medium weight loss. The specimen was tested up to a load 
of 25 N, significant results have been seen at a higher load of 25N 
for the unreinforced material. Worn surface of specimen 
deformed. Worn material comes out and attached at the circular 
end of the specimen. Simultaneously when observed the 
behaviour of various reinforced materials, all reinforced 
composition showed the better results when compared to 
unreinforced specimen. Among composite specimen, 4% and 3% 
of the reinforced specimen showed good wear resistant  compared 
to 1 %  and 2% of the reinforced composite and also   3% and 4% 
of reinforced composite showed nearly repeated result and 
simultaneous experienced higher wear resistance as compared to 
unreinforced ZA27 and  ZA27 contains lower composition MoS2 
like 1% and 2 %.From figure 3 it can be observed that there is an 
increase in wear-resistant as increased in the composition of MoS2 
in ZA 27,  but There is slight breakage of trend that can be seen at 
an applied load of 25N, speed of 4.6 m/s and sliding distance of 
1000m. The mixed result is observed for 3% and 4% reinforced 
composite at a higher load of 25N.   

3.2. Effect of sliding speed on wear loss 

After various load parameters, tests are conducted based on 
the sliding speed parameter. Prepared specimens of various 
compositions of 0%, 1%, 3% and 4% of molybdenum disulphide 

are tested at various sliding speed of 1.5m/s, 3m/s, 4.6 m/s 6.1m/s 
at constant sliding distance of 1000m and constant load of 20N. 
The difference between the initial and final weight of each 
specimen is tabulated. Using obtained value, the graph of wear 
loss in milligram versus various sliding speed in meter per second 
is generated as shown in Figure 4. It has been observed from the 
graph (Figure 4) that, as the sliding speed of the specimen is 
increased, the rate of wear is also increased for both molybdenum 
disulphide reinforced and unreinforced material. It has been 
noticed from the above graph that, unreinforced material lost its 
maximum weight during the wear test when compared to 
reinforced material up to a speed of 4.6m/s. But after 4.6m/s speed, 
remarkable results were noticed that 4% and unreinforced 
material was worn out much compared to both 3% and 1% of 
reinforced molybdenum disulphide materials at speed of 6.15m/s. 
From the above results and graphs of both varying speed and 
varying load, it can be concluded that addition of molybdenum 
disulphide is not more than 3 % percentage for higher speed of 
6.15m/s and medium speed of 4.6m/s, 3 to 4 percentage of 
molybdenum disulphide can be used as reinforced material. 
Somewhat similar results have been found during varying load 
from 5N to 25 N. At low speed of 1.5m/s mild wear were observed 
for both molybdenum disulphide reinforced and unreinforced 
specimens. However, as the sliding speed increased 
proportionally wear rate has also increased and weight loss due to 
wear also increased. At a higher speed of 6.15m/s, the high degree 
of wear and tear is observed, as a result, the worn surface smeared 
and highly deformed than the actual dimension of the specimen. 
During the process, heavy vibration and noise noticed. Transfers 
of pin material on contact disc were also observed during testing 
of all specimens. It can be seen from both the graph of Figure 2 
and Figure 3, 3% of percentage reinforced molybdenum 
disulphide has a more positive effect on the base metal ZA27 
when compared with unreinforced as well as various reinforced 
material when tested for a parameter of varying load and varying 
speed.  

 
Figure 1: Schematic diagram of the dry sliding wear testing apparatus 

 
Figure 2: Analyses of countersurface during wear 
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Figure 3: Variation of wear loss with varying applied Load for constant sliding of 1000m and sliding speed of 4.6m/s. 

 
Figure 4: Variation of wear loss with varying Sliding speed for constant sliding distance of 1000m and   load of 20N 
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Figure 5:  SEM image (100 μm size)  of worn surface for the specimen for varying sliding speed of 4.6 m/s constant load of 20N and sliding distance of 1000m.                                                                           
a) 0% MoS2 Figure b)1%MoS2,Figure c)3%MoS2Figure d)4%MoS2
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Figure 6: Energy Dispersion X-ray (EDX) report for 4% MoS2 reinforced ZA-27 material

3.3. SEM Analyses of worn surface 

Scanning electron microscope (SEM) image of the worn 
surface was taken for molybdenum disulphide reinforced and 
unreinforced ZA27 specimen, for a load of 20 N, speed of 4.6 m/s 
and distance of 1000 m. Interesting results are observed from 
Figure 3, for varying speed of 4.6m/s, at that speed, 4% MoS2 

reinforced specimen shows better results when compared to 3% 
MoS2 and 1% MoS2 reinforced material as well as unreinforced 
material.  As a result, at that point, SEM analyses were carried out. 
As sliding speed increases wear rate also increases, this is already 
explained in the previous section. But after observing all four 
SEM images distinct changes can be seen between unreinforced 
and reinforced ZA27 base metal. From graph 2 and 3, it can be 
observed, unreinforced specimen exhibits poor wear performance 
compared to all reinforced specimen.   Figure 5 a) shows SEM 
image of unreinforced material is not smooth. Micro debris 
appeared during operation between the rotating steel disc and 
tested specimen. During cyclic rotation of the disc, the micro-
debris appeared  between contact surface that leads to abrasive 
wear occur. As a result, due to brittle fracture, micro deformation 
can be seen in Figure 5(a), due to expelled of microchips from the 
worn surface and also minute damage was observed for the 
unreinforced specimen, from the SEM image shown in Figure 5(a). 
As the percentage of MoS2 was increased in base metal, the level 
of damage is reduced which can be seen from SEM image of 
1%MoS2 in Figure 5(b), 3% MoS2 in Figure 5(c) and 4% MoS2 in 
Figure 4(d) for the speed of 4.6m/s. But crushed micro debris 
attached to the worn surface of both reinforced and unreinforced 
material during rotation of the disc. As the percentage of MoS2 
increased, wear rate in composite specimen up to load of 20 N, 
speed of 4.6 m/s and distance of 1000m decreased repeatedly for 
all MoS2 reinforced specimens compared to the unreinforced 
specimen and each specimen was tested thrice to get repeatability 
of the result. This attributed to the presence of MoS2 particle 
which acted as a lubricating agent which is projected out from 
worn specimen that reduces heating effect which occurred due to 
friction between pin and disc, similar findings were observed for 
Graphite from other researchers [24][10][1]. A similar 
observation can be seen from SEM image that, with the addition 

of reinforced material, comparatively more refined image, 
relatively lesser micro-deformation, and minimization of 
extraction micro-flake from the worn surface due to friction and 
heat can be observed. Comparing Figure 5(a) and Figure 5(b) , 
variation in size of damage in the form of micro-pit is observed at 
some portion of the surface as a result of the detachment of micro 
particles from the specimen during testing due to abrasive 
wear.Interestingly, the size of the micro-pit and the number of 
micro-pits is reduced for 1% MoS2 reinforced specimen when 
compared to the unreinforced specimen as shown in the SEM 
image, which can be observed from Figure 5 (b) and 5(a). Both 
sizes of pits are marked with the help of a circle in Figure 5(a) and 
Figure 5(b). Further increase in the proportion of MoS2, further 
reduced in size and the number of micro-pits that is shown in 
Figure 4 (c). When observed for 4% of MoS2 reinforced image, a 
more refined surface can be seen in Figure 4(d) as compared to all 
remaining 3 images as shown in Figure 5(a), 5(b) and 5(c). The 
observed portion of the micro-deformed surface in Figure 5(a) and 
pits surface in Figure 5(b) and 5(c) are marked with the help of 
the ellipse in the SEM image. 

3.4 EDX Analyses 

To confirm, the presence of Molybdenum disulphide in ZA 
27 based metal, energy dispersion X-ray (EDX) image taken for 
one of the reinforced specimens. For that 4%, Molybdenum 
disulphide reinforced ZA 27 used. The EDX image of 4 
percentage of MoS2 reinforced specimen can be seen in Figure 6. 
From the image, it can be seen that molybdenum and sulphide are 
distributed in the same orientation and location. It can also be 
concluded that there is no separation occur between Molybdenum 
particle and sulphur particle during casting due to high 
temperature. From electron image, it is observed that for 700 
micro-meter sizes of worn surface more molybdenum was 
confirmed when compared to tin element. 

4. Discussion 

http://www.astesj.com/


M.K. Delvi, et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 263-270 (2021) 

www.astesj.com   269 

and sliding speed increases, the wear rate also increases. MoS2 
reinforced specimen shows a different level of wear rate 
depending upon the quantity of its reinforced alloy. However, 
interestingly, it has been observed that, up to some limit, at a 
sliding speed of 4.6m/s, reinforced material revealed less wear 
rate when compared to unreinforced material. Tests were 
conducted with increasing level of the parameter for applied load 
from 5N to 25N and sliding speed from 1.56 m/s to 6.15m/s.  The 
end surface area of the stationary pin completely contacts with a 
rotating steel disc. Due to the difference in hardness and strength 
as well as relative motion between pin and disc, frictional heat 
generation was observed when a heated pin is taken out from the 
wearing machine after running it for a specific time. During 
operation, heavy noise and vibration were observed, which 
increased with increasing applied load and sliding speed of the pin 
for both molybdenum disulphide reinforced and unreinforced 
specimen. A similar situation was reported by other researchers 
[25]. During the low applied load of 5N and low sliding speed of 
1.56 m/s, at a constant sliding distance of 1000m, the smooth 
polished surface of the pin turned to rough scratches. Micro or 
powder-like particles appeared from the pin during rotation of  the 
disc, which are in contact with each other due to wear and friction. 
These particles are attached and smeared, abraded surface and 
spread over the track on which pin rotates during each cycle of 
revolution. Generally, abrasive type of wear occurred, as a result, 
weight of prepared specimen was reduced due to abrasive wear 
mechanism. But from both varying applied load and sliding speed 
graphs, composite material revealed better result when compared 
to unreinforced ZA 27 alloy for all parameter of speed and load. 
This can be attributed to the presence of Molybdenum disulphide 
particles. During operation, micro-particles were projected out 
from the specimen due to continuous shearing of surface on steel 
disc, simultaneously frictional heat was generated due to relative 
motion. In addition, it has observed that, at higher sliding speed 
and applied load, the material come out in the form of macro-
debris and flakes faster rate than lower applied load and sliding 
speed, which caused a decrease in a final weight of the specimen. 
But the decrease in wear rate observed from the mentioned graph 
3 and graph 4 for molybdenum disulphide reinforced ZA27 
material compared to unreinforced ZA 27 material. During the 
testing, materials were projected out from the specimen, in the 
form of minute flakes or chips or small particles or debris 
depending upon the degree of applied load and sliding distance.  

During the projection, in the case of a reinforced specimen, 
molybdenum disulphide was present, also come out from the 
specimen transform to the rotational track of the disc. As a result, 
molybdenum disulphide acts as a lubricating agent, which 
minimizes frictional heat, generated due to the relative motion 
between rotating disc and pin. Molybdenum disulphide smeared 
on the abraded surface, which projected out from the rotating pin, 
which is pressed against rotating disc due to applied load. It acts 
as a tribo-layer between rotating disc and pin, meaning the 
projected molybdenum disulphide will enter between stationary 
pin, which is compressed against the disc, which reduces the level 
of heat generation, which has not occurred for unreinforced ZA27 

base alloy [27]. Similar findings are reported from other 
researchers regarding the reinforcement of graphite [10][1][26]. 
Similarly, it can also be seen from Scanning Electron Microscope 
(SEM) images from Figure 5 (a) to 5 (d). Where unreinforced 
specimen is shown in Figure 5 (a) observed more damage and 
cloud-like surface(marked in red colour), when compared to the 
other images that are shown in Figure 5 (b) for 1%MoS2 
reinforced ZA-27, Figure 5 (c) for 3% MoS2 reinforced ZA-
27,and Figure 5 (d) for 4% MoS2reinforced ZA-27. After 
observing the images from Figure 5, it can be seen that, when the 
percentage of molybdenum disulphide increased, the size of the 
damage is reduced, fewer pits generated due to debris when 
compared to images shown in Figure 5(b), less uneven surface 
was observed in Figure 5 (c) and Figure 5(d) which was having 
reinforcement percentage 3% and 4% of molybdenum disulphide 
respectively compared to the unreinforced ZA-27 base alloy that 
is shown in Figure 5 (a) and 1% Molybdenum disulphide 
reinforced ZA 27 alloy shown in Figure 5(b). To confirm the 
presence of Molybdenum disulphide in reinforced ZA 27 alloy, 
one of the reinforced specimens was tested with Energy 
Dispersion X-ray (EDX) test. Energy Dispersion X-ray test was 
carried out for ZA27 alloy which was reinforced with 4% 
molybdenum disulphide. The image of the test as shown in Figure 
6 confirmed the presence of MoS2 in reinforced metal. It has also 
been observed that Molybdenum and sulphur are present at the 
same location. During operation, minute pits were generated due 
to interaction of specimen with projected debris which resulted in 
that shear stress will occur and that pit nucleates during rotation 
of the disc. Simultaneously, subsurface cracks are occurred in 
some specimen due to the removal layer in the form of flacks or 
chips as a result, severe abrasive wear was observed after the 
sliding speed of 4.6 m/s, at a constant sliding distance of 1000m 
and an applied load of 20N. Unambiguous results were observed 
after the speed of 4.6 m/s. Interestingly, at the speed of 6.15m/s, 
3 % reinforced Molybdenum disulphide ZA 27 specimen showed 
the good result when compared to the unreinforced ZA 27 base 
alloy and similarly when the same composition is tested for 
varying load of 5N to 25N, 3% reinforced Molybdenum 
disulphide showed the better result at a higher applied load of 25N, 
when compared to unreinforced ZA 27 base alloy and some 
Molybdenum disulphide reinforced specimen for a constant 
sliding distance of 1000m and sliding speed of 4.6m/s. At a higher 
speed of 6.15m/s more noise and vibration occurred and more 
frictional heat was generated due to the relative motion between 
the pin and rotating steel disc. Due to frictional heat, applied 
pressure as well as surface contact area increases due to plastic 
deformation. As a result, attached debris and particles cluster are 
accumulated at the circular edge of the tested pin. 

5. Conclusion 

Present work, the investigation has been done on dry sliding 
wear behavior of ZA 27 base metal and ZA 27/MoS2 reinforced 
metal under varying applied load and sliding speed conditions. It 
is also observed from the above-mentioned result that, MoS2 
reinforced ZA27 specimen having more wear resistant as 
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compared to the unreinforced ZA27 specimen in both varying 
load and speed. Up to 3% MoS2 reinforced ZA 27 showed good 
wear resistant as compared to other percentages of reinforcement. 
But increasing in MoS2 content beyond 4% for the higher load of 
25N and the speed of 6.25m/s at a constant sliding distance of 
1000m, there is a decrease in wear resistant is observed as 
compared to other reinforcement percentages, still better than 
unreinforced ZA27 alloy. Addition of molybdenum disulphide 
decrease wear rate of reinforced ZA 27 metal through smearing 
Molybdenum disulphide coat at the interface between the pin and 
the counter face.  During medium load and speed, abrasion wear 
observed while at high speed, Delamination wear occurred due to 
nucleation of subsurface crack.  
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 Seven imported Indian tiles available in the Nigerian markets were investigated in this study 
to determine their radiological health hazards on users. Gamma spectroscopy was used for 
the analysis. The calculated radiological variables such as the dose rate, radium 
equivalent, internal and external hazard indices, gamma index, annual effective dose and 
the corresponding alpha index were used to determine the potential health risks on people 
exposed to these building tiles. The average activity concentration of 226Ra, 232Th and 40K 
were found to be 68.03, 84.79 and 620.89 Bq/kg respectively. These results were observed 
to be greater than the world recognized average safe boundary for building purposes. 
Similarly, the dose rate for all investigated tiles ranged between 59.14 and 154.65. This 
also revealed much higher values than the recommended standard except for GPI which 
recorded a lower result. However, the mean result of the radium activity equivalent in all 
the samples investigated was noted to be 237.09 Bq/kg. Both internal and external hazard 
indices reported much lower results than the recommended safe limit in all the tiles. 
Similarly, the gamma activity, the annual effective dose, and the alpha indices reported 
results that are within the safe limit. Therefore, it can be concluded that Indian tiles present 
in Nigerian market do not pose any health risk to users.  
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1. Introduction  
One of the environmental challenges that is a concern in 

every part of the world is the exposure of man to radiation. The 
undue exposure of man to this radiation have been noted to result 
in adverse medical effect on human.[1]. Natural occurrences and 
man-made activities have had significant impacts on the level of 
radiation available in our environment. Therefore, satisfactory 
and acceptable information of the level of exposure from both 
man-made and natural radioactivity sources is very crucial. 
Researches have revealed that the earth crust is composed of 
different materials including materials that contain a relatively 
low concentration of naturally occurring radionuclides. It has also 
been noted in recent studies that water and soil polluted with 
radionuclides could be threats to the public health as well as the 
environment [2]. Further research revealed that the average 

standard for indoor effective dose due to gamma rays from 
building materials is about 0.4 mSv per annum [1] and [3]. The 
major contributors identified for exposures to radiation of natural 
sources include radioactive nuclides present in the earth’s crust, 
natural radionuclides present in human body (taken in through 
diets) and cosmic ray particles incident on the earth [1]. People 
are more prone to radiation exposure by staying indoors as the 
radioactive materials are more concentrated indoor than outdoor. 
This is because naturally occurring radioactive materials are 
present in the crust, ceilings, floors and concrete walls of schools, 
homes, offices and malls, where occupants spend a lot of time [4] 
and [5]. Moreover, the concentration of the radioactive materials 
is more in an indoor environment, when the ventilation is poor. 

Generally, building materials are made from rocks and soil, 
which originate from the earth crust, while some are developed 
from a mixture of industrial by products[6] and [7]. Therefore, 
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they have very high tendency of containing more radioactive 
substances such as 238U and 232Th series and natural 40K, which 
are naturally part of the raw materials for building materials [3[, 
[5] and [8]. Also, every stage of construction of a building 
requires the use of soil or rocks and the land on which a building 
is sited constitute a major proportion of radioactive materials [9] 
and [10]. The foregone further established why the indoor 
concentration of these substances may be very high [9-11]. The 
availability of naturally occurring radioactive materials (NORMs) 
in building materials is the cause for the internal and external 
exposures of radiation to individuals staying in buildings [12-16]. 
Similarly plant cultivation and the introduction of various 
chemical fertilizers to aid the farming yield could expose 
consumers to more radiation. This is because the application of 
fertilizers to soil, used for farming purposes, may increase its 
radionuclide contents beyond proportion. Thus, man becomes 
unduly exposed when feeding on plants cultivated on these kind 
of lands because of exchange of nutrients between the soil and the 
plants [17]. Therefore, feeding on some of these plants, especially 
those that require more proportion of these chemical based 
fertilizers to germinate would expose man to radioactive 
substances.  

Proper consideration of the above makes it clear that there is 
no escape for man from radiation exposure, the consolation is that 
adequate efforts must be made to control exposure so as to prevent 
the associated health risk. It is on this note that this research was 
conducted on the commonly purchased building tiles available in 
Nigeria so as to evaluate and ascertain the concentration of 
radionuclides in the tiles and also, to estimate the possible health 
risk of exposure to the people that are often in contact with them.  

2. Materials and Methods  

2.1. Preparation of Samples 

Seven (7) different samples of tiles Indian branded tiles that 
are commonly available and purchased for building construction 
purposes in Nigerian markets were studied in this research (Table 
1). The tiles were transported to the geological laboratory at 
Obafemi Awolowo University, Ile Ife in Osun State Nigeria for 
preparation. The tiles were prepared by first labelling and 
assigning sample identity to each pack. Second on the line of 
preparation involved breaking all the tile samples into smaller 
pieces for the next stage of processing using the Pascall 
Engineering Lab milling machine. The samples were crushed to 
size that would be easy for pulverization. One of the precautions 
observed at this  stage was that, the crusher or lab milling machine 
was adequately cleaned using a pressure blower (Wolf power 
tools, made in London with serial and type and numbers 978 A 
and 8793 respectively) after each tile sample was crushed to 
prevent erroneous mixture of the samples.  Furthermore, each 
sample of crushed tiles was pulverized by completely grinding 
them into fine powder using the disk “grinder/pulverizer” by 
Christy and Norris Limited. As done with the crusher, the 
pulverizer was thoroughly cleaned and blown by a pressure 
blower, after each sample was grinded in order to avoid cross 

contamination of the samples. After this stage, a very fine powder 
of each sample was obtained, this was sieved using a 250 µm sieve 
size for the purpose of homogeneity. A measured quantity of 200 
g of each sieved sample was first packaged in a high density 
polyethylene bottles (HDPB) before it was transferred to 500 mL 
size of Marinelli beakers for radioactivity study. The bottles had 
been earlier washed with detergent and thoroughly rinsed with 
ordinary water from borehole and finally rinsed with distilled 
water.  

Table 1: Tables containing the list of tile samples imported from India 

s/n Sample Name    Sample ID 

1 Rose Bite India    RBI 

2 Tam Brown India    TBI 

3 Goodwill Vitrified Tile   GVI 

4 Green Pearl India    GPI 

5 Goodwill Super Polish Porcelain Tiles GSPPT 

6 Black Galaxy India   BGI 

7 Blue Pearl India    BPI 

2.2. Gamma Spectrometric Analysis of the Selected Samples 

The purchased samples of Indian tiles available in the 
Nigerian market were prepared in accordance to the IAEA TRS-
295 [18]. The prepared samples were packaged in a plastic beaker 
container and were sealed for twenty-eight days for secular 
equilibrium, so that the parent radionuclide would be equal to the 
daughter. The samples were analyzed at the Nuclear laboratory of 
Universiti Malaysia with the use of High Purity Germanium 
detector using the approach engaged by [7] and [9-11]. 

3. Results and Discussion 

3.1.  Determination of Radioactivity Concentration 

The radioactivity concentrations of 226Ra, 232Th, and 40K for 
samples of produced in India and their corresponding average 
values are presented in Table 2.  

The result of the activity concentrations of radionuclide 
contents in the samples of Indian tiles available in Nigeria ranged 
between 18.68 and 98.3 Bq/kg for 226Ra, 42.1 and 104.28 Bq/kg 
for 232Th and 181.4 and 871.0 Bq/kg for 40K.  For 226Ra, TBI was 
observed to have the lowest activity concentration while GSPPT 
had the highest values. Similarly, for 232Th, GPI recorded the 
lowest result while the highest value was recorded in RBI. Finally, 
BGI reported the highest activity concentration for 40K, while the 
lowest result was noted in GPI. The mean results of the activity 
concentrations for 226Ra, 232Th and 40K were estimated to be 68.03, 
84.79 and 620.89 Bq/kg respectively. The mean values reported in 
this study were found to be much higher by 1.95, 2.83 and 1.55 
times than the world average standard values of 35, 30 and 400 
Bq/kg respectively, according to [19] findings. The results slightly 
compares with [10], this may be as a result of the similarity in the 
regional geology of the areas where the raw materials were 
sourced.  

http://www.astesj.com/


O.O. Adewoyin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 271-276 (2021) 

www.astesj.com     273 

Table 2: Shows the activity concentration of 238U, 232Th and 40K in the present study 

s/n Sample ID         Activity Concentration (Bq/kg) 

  226Ra (Bq/kg)  232Th(Bq/kg) 40K (Bq/kg) 

1 RBI 94.47 ± 0.5 104.28 ± 8.0 785.77 ± 15.0 

2 TBI 18.68 ± 0.6 84.79 ± 8.0 670.45 ± 15.0 

3 GVI 80.9 ± 0.5 88.2 ± 8.0 460.9 ± 15.0 

4 GPI 41.9 ± 0.6 42.1 ± 9.0 181.4 ± 15.0 

5 GSPPT 98.3 ± 0.5 92.2 ± 8.0 551.9 ±  15.0 

6 BGI 81.51± 0.5 102.11 ± 8.0 871.0 ± 15.0 

7 BPI 60.45 ± 0.5 79.86 ± 8.0 824.78 ± 15.0 

     

 Mean 68.03 ± 0.50 84.79 ± 8.0 620.89 ± 15.0 

3.2. Radiological Assessment 

3.2.1. The Absorbed Dose Rate 

Equation (1), recommended and used by [20] and [1] was 
used to determine the absorbed dose rates from the obtained 
activity concentrations and the estimated results are shown in 
Table 3.  

D (nGyh-1) = 0.462CRa+ 0.604CTh + 0.0417Ck  < 80nGyh-1               (1) 

From the result presented in the Table below, it could be seen 
that all the results were far higher than the recommended standard 
of 80 nGy/h except for GPI which reported lower than the 
standard. The highest absorbed dose rate was reported in RBI 
while the lowest was noticed in GPI as presented in Table 3. The 
mean value of the absorbed dose rate was found to be 108.54 
nGy/h. It could be seen that most of the Indian tiles available in 
Nigerian market have very high absorbed dose rate except for GPI, 
making the Indian tiles unsafe in this regard. 

3.2.2. Determination of Radium equivalent (Raeq) 

The values of Raeq in the samples studied in this research 
were estimated using equation (2) according to [1], [12], [20]. 

     Raeq = ACRA + 1.43ACTh + 0.077ACK                                  (2) 

where ACRA, ACTh and ACK are the activities concentration 
of 226Ra, 232Th and 40K measured in Bq/kg  respectively. The 
results of the radium equivalent activity obtained for the available 
Indian tiles in Nigeria varied between 116.15 and 304.09 Bq/kg 
(Table 3). The highest value of radium equivalent was noted in 
RBI while the lowest value was measured in GPI respectively. 
The average value of the activity concentration for radium 
equivalent was estimated to be 237.09 Bq/kg. In all, it was 
observed that for all the Indian tiles in Nigeria, their radium 
equivalent values were not above the accepted standard of 370 
Bq/kg according to [12] and [20]. 

3.2.3. Calculation of External Hazard Index (Hex) 

The radiation hazard index from gamma ray due to 226Ra, 
232Th and 40K could be estimated by equation (3) which is the 
equation foe calculating the external hazard index [1]. 

Hex = (ARa/370) + (ATh/259) + (AK/4810) ≤ 1                                     (3) 

where, 

ARa ,  ATh  and AK are the average values of the activity 
concentrations of 226Ra, 232Th and 40K in Bq/kg respectively. The 
standard recommended for the Hex is a value less than 1 and at 
most equal to 1. From the result obtained, the Hex varied between 
0.31 and 0.82 for both GPI and RBI respectively. In this case, all 
the available Indian tiles considered for this parameter had values 
that are acceptable and within the allowable standard (Table 3). 
The estimated mean value of the Hex obtained is 0.64. Thus, the 
Indian tiles are regarded to be safe for use in building construction 
purposes as far as this health parameter is concerned [1] and [14].  

3.2.4. Internal Hazard Index Estimation (Hin) 

The internal hazard index is a measure of how much radiation 
an occupant of a confined setting is exposed to. This is represented 
by Hin and it can be calculated with equation (4) [21]: 

Hin = (ARa/185) + (ATh/259) + (AK/4810) ≤ 1                                    (4) 

where ARa, ATh and AK are activity concentrations of 226Ra, 232Th 
and 40K, respectively in Bq/kg. For a building construction 
material to be regarded as safe, the hazard index from the radiation 
emitted from such materials must be within a standard limit of less 
than or equal to 1. The observed values of Hin for the Indian tiles 
in Nigeria were noted to range between 0.25 and 1.08 (Table 3).  

The lowest value of Hin was reported by TBI while the highest 
value was noticed in RBI. BGI and RBI were noticed to be greater 
than the recommended world safe value of 1 among the Indian 
tiles investigated, which might be considered unsafe for internal 
usage purposes. The average value of the Hin was estimated to be 
0.78, which is within the recommended standard for use in 
building materials. The results presented in Table 3 agreed with 
[7] and [11]. 

http://www.astesj.com/


O.O. Adewoyin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 271-276 (2021) 

www.astesj.com     274 

Table 3: Presents the radium equivalent, dose rate, internal and external hazard indices 

s/n Sample ID DR Raeq Hex Hin 

1 RBI 139.40 304.09 0.82 1.08 

2 TBI 87.80 191.55 0.52 0.25 

3 GVI 109.87 242.46 0.65 0.87 

4 GPI 52.35 116.15 0.31 0.43 

5 GSPPT 124.12 272.59 0.75 1.00 

6 BGI 135.65 294.65 0.79 1.02 

7 BPI 110.56 238.16 0.64 0.81 

 Mean 108.54 237.09 0.64 0.78 

3.2.5.  The Annual Effective Dose Rate (AEDR) 

Equation (5) was used to estimate the AEDE received by 
occupants from the indoor internal dose rate according to [1]. 

AEDR = (0.49CRa + 0.76CTh + 0.048CK) ×8.76×10-3               (5) 

The values of the AEDE ranged between 0.18 and 0.67 mSvy-

1 with an average value of 0.50 mSvy-1. The mean value from the 
Indian tiles being considered in this study was estimated to be 
lower than the world’s recommended average value of 0.7 mSvy-

1 [11]. The values of AEDR for each sample are presented in Table 
4. The result obtained for AEDR in this study was observed to be 
higher than [9]. This is suspected to be as a result of difference in 
the geological formations of the materials used in the production 
of the tiles. 

3.2.6.  Gamma Index Estimation (Iγ) 

This index is engaged to calculate the hazrd of γ-radiation 
because of the presence of natural radionuclide in the samples 
being investigated. The gamma index (Iγ) is evaluated using 
Equation (6) according to [22]. 

Iγ = CRa/300 (Bq/kg) + CTh/200 (Bq/kg) + CK/3000 (Bq/kg)        (6) 

The results obtained from the equation above for the Indian 
tile samples are presented below. A range of values between 0.29 
and 1.10 were obtained from the calculation of the gamma index 
(Table 4). The results revealed RBI to have the highest result with 
a value of 1.10 while TBI was noted to have the lowest result. The 
recommended safe limit for gamma index varied between 0.3 and 
1 mSvy-1, which is the extra gamma dose to the ones received 
outside of the building [23]. The calculated average Iγ obtained is 
0.80, which is less than the restricted limit by international 
standard. Thus, building materials such as tiles should not be 
considered for radioactivity if the excess gamma radiation 
emanating from them increases the annual effective dose of a 
member of the public by 0.3 mSv at the most. Based on the 
recommended standard for gamma index, most of the Indian tiles 
in Nigeria are below the safety limit of 1 mSv except RBI (1.10) 
and BGI (1.07). 

3.2.7. Determination of Alpha Index (Iα) 

The estimation of the alpha index is another essential part of 
hazard measurement that quantifies the amount of alpha radiation 
due to radon inhalation that has its source from building materials. 
The alpha index for the Indian tiles was determined using equation 
(7) [24] and [25] is: 

Table 4: Presents the AEDR, gamma activity and alpha ray indices. 

s/n Sample ID Annual Effective Dose 
AEDR (mSv/y) 

Gamma activity Index (𝑰𝑰𝜸𝜸) Alpha Index 

(𝑰𝑰∝) 

1 RBI 0.67 1.10 0.47 

2 TBI 0.18 0.29 0.06 

3 GVI 0.54 0.86 0.40 

4 GPI 0.26 0.41 0.21 

5 GSPPT 0.61 0.97 0.49 

6 BGI 0.67 1.07 0.41 

7 BPI 0.54 0.88 0.30 

 Mean 0.50 0.80 0.33 
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Iα = CRa/200 (Bq/kg)    (7) 

where CRa (Bq/kg) is defined according to [26], [25] and [21]. The 
Table above shows the values of the estimated alpha index from 
the Indian tiles that are available in Nigeria. It is observed that the 
upper boundary of the concentration of radon (Iα) is same as 1 
[27], [28] and [26]. In the present study, the obtained results 
revealed that the radon concentration varied from 0.06 to 0.49 
with a mean value of 0.33. TBI reported the lowest result while 
the highest value was noticed in GSPPT. The results obtained 
from the alpha index are far less than the recommended value. 
This implies that the exhalation of radon from all the investigated 
Indian tiles would amount in indoor concentration that is lower 
than 200 Bq/kg. 

4. Conclusion 

Seven imported Indian tiles available in Nigerian markets were 
investigated in this study to determine their radiological health 
hazards on users. The estimated radiological parameters such as 
the dose rate, radium equivalent, internal and external hazard 
indices, gamma index, annual effective dose and the corresponding 
alpha activity index were used to determine the potential health 
risks on people exposed to these tiles. The mean activity 
concentrations of 226Ra, 232Th and 40K were discovered to be 68.03, 
84.79 and 620.89 Bq/kg respectively. These values reported higher 
than the recommended safe limit for building purposes. Similarly, 
the dose rate for tiles investigated ranged between 59.14 and 
154.65. This revealed much higher values than the recommended 
standard except for GPI which recorded a lower result. However, 
the mean result of the radium activity equivalent in all the samples 
investigated was observed to be 237.09 Bq/kg and it is much lower 
than the recommended safe limit. In the same way, the result of the 
external index varied between 0.31 and 0.82. Likewise, the result 
of the internal hazard index ranged between 0.25 and 1.08, with an 
average value of 0.78.  Moreover, the results of the annual effective 
dose were between 0.18 and 0.67. Finally, the gamma activity and 
the alpha indices were estimated, their average values were found 
to be 0.80 and 0.33 respectively. All the above results are within 
the recommended safe limit for building tiles. Generally, the dose 
rate for Indian tiles are far higher than the recommended safe 
standard, but all other radiological parameters prove that the tiles 
are safe to be used for construction purposes in Nigeria. However, 
similar investigation is recommended to be conducted regularly in 
order to ascertain the safety of Nigerian consumers that depend 
largely on imported goods.  
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 In the context of globalization and the crises that we are experiencing today, innovation 
becomes the engine of acceleration and resolution of all kinds of organizational 
dysfunctions. Different alternatives have been proposed by all researchers and 
practitioners. The role of this paper is to determine the peculiarities of innovation, 
including the role played by organizational, technological, and medical innovation in 
improving management practices within healthcare establishments. Although innovation is 
generally recognized as a vital point for the health sector, it is also crucial to study the 
place that these three forms of innovation can occupy in improving the quality of service 
and safety in care. This study assessed the impact of organizational, technological and 
medical innovations on the organizational performance of Moroccan health institutions. 
The data was collected using a structured questionnaire suitable for the Moroccan hospital 
environment, and 143 health professionals were managed at the Hassan II Hospital Center 
in Fez, Morocco. The broadcast data was analyzed using SPSS and structural partial least 
(PLS SEM). The results show that organizational innovation has a positive impact on 
hospital performance. 
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1. Introduction  

If innovation is a concept widely used nowadays, it 
nevertheless refers to evolving definitions and plural approaches. 
Today, innovation is at the center of all concerns, since it consists 
of proposing new solutions and contributing to the success of the 
organization. Joseph Schumpeter an Austrian economist, 
proposed an epistemological reflection on the concept of 
innovation, showing that the types of innovation are appreciable 
elements to know the stages of growth [1]. 

Today the field of health is strongly linked to the ideology of 
progress and precisely to innovation. Although the subject of 
healthcare innovation is of striking topicality, it is, therefore, 
necessary to better understand the place occupied by this 
paradigm, which generally requires the active involvement of 
stakeholders in any strategic hospital decision, in the ultimate 
objective is to provide quality services for the benefit of users. 
The literature also reveals a space of conformity between the user 
and the hospital, and that this user must be considered as an actor 
in the recognition and creation of the value of healthcare 
establishments [2]. Let us note here that innovation is a priority 

for any hospital organization whose objective is to face current 
challenges and an uncertain future. 

Our paper will therefore look at the study of innovation 
through its various forms such as organizational innovation, 
technological innovation, and medical innovation to improve the 
performance of hospital activities. The central question that 
challenges us is the following: What role do organizational, 
technological, and medical innovation play in improving the 
organizational performance of healthcare establishments? 

This present paper is composed of three essential parts, first, 
we devote to explaining innovation in its organizational form, 
then, we will propose to apprehend technological innovation, 
while the third part, will give place to a reading of medical 
innovation and its impact on organizational performance within 
healthcare establishments. Finally, we will carry out an empirical 
study that serves to measure the variables used and to test all the 
hypotheses from the literature. 

This paper aims to study the classification of data within 
hospitals, then, we will study the contribution of pricing in 
improving the financial performance of healthcare 
establishments, and finally, we will carry out an empirical study. 
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Making it possible to measure and test all the hypotheses 
constituting the subject of our research question. 

2. Literature review 

Given the evolution of the health sector in recent years, it is 
clear that there are still dysfunctions in terms of innovation, as 
well as the good management of relations between health 
professionals. With this in mind, if we understand the perceptions 
and perspectives of healthcare professionals, it will lead to 
profound changes going forward. It is certainly possible to 
envisage a new space dedicated to completely modifying the 
traditional working methods in all sectors, more particularly at the 
level of the health system. Among these transformations, we 
retain here that the patient is a fundamental partner in any process 
of change. It is important to realize that the change can be 
envisaged primarily to understand that the organization is a space 
of exchange of ideas and values between the actors who think of 
remedying the problems of the sick people but on condition of 
leaving innovative traceability among all stakeholders [3]. 

 In 2000, Dodgson and Hinze defined innovation as "the 
scientific, technological, organizational, financial activities 
leading to the introduction of a new product, process or a new 
organization or even the improvement of these when they already 
exist" [4]. The most commonly accepted idea about innovation is 
that it allows for the creation of a panoply of legislative reforms 
and thus allows for significant experiences in terms of 
sustainability and coordination [5]. 

2.1. Organizational innovation: a considerable evolution within 
healthcare establishments 

Today, health establishments are very aware of strengthening 
the capacity of resources to face multiple obstacles, moreover, 
these establishments aim to provide care but also aim to promote 
innovation and manage risks [6]. Simply, human, technical and 
financial resources thus make it possible to increase the 
performance of hospitals [7]. It is necessary to understand that 
taking into account different tactics in favor of funds, therefore 
allow building a flexible, harmonious environment between the 
hospital, and its users. In recent years, organizational innovation 
has been considered to be a powerful lever for development, and 
sustainability for the health system, since it is currently suffering 
from a multitude of upheavals and constraints that hamper its 
development. 

Currently, the health organization is working to promote the 
implementation of innovation projects in the organizational, 
technological, financial, and even institutional order. Also, 
hospitals must promote and value innovation from 
implementation through adoption and ownership across the 
industry to provide better performing and high-quality services 
for the benefit of patients. That said, several conclusions can be 
presented as follows : 

• The collaborative work of all healthcare stakeholders (doctor, 
administrator, patient, etc.) in the adoption, appropriation and 
dissemination of innovation. 

• Develop the creation and strengthening of innovation based 
on the technological aspect through fundamental scientific 
research, thus promoting public and private funding for 

research and development, and also creating public-private 
partnerships and knowledge exchange. 

• Involve the perception of patients in the decision-making of 
any innovation. 

• Highlight the advantages and benefits expected by the 
patients in order to recommend more adequate strategies in 
the realization. 

• The establishment of training sessions for health 
professionals (administrators, executives, etc.) as well as the 
establishment of a control service. 

Finally, this organizational innovation aims to increase 
transparency and improve the consistency of hospital actions 
carried out by healthcare professionals with the main objective of 
strengthening the patient-hospital relationship, but also 
strengthening the control of power over the hospital executive, 
and also to modernize health care facilities to provide quality and 
high-level services. It should be noted that organizational or even 
managerial innovation can generate significant results within 
specific timeframes. The advantages of innovation are also based 
on the design of new products as well as an optimization in terms 
of working methods, it should be noted that innovation makes it 
possible to change the subjective value of agents to an objective 
value allowing to increase well-being. 

Given the results of the literature review, we underline that 
the first hypothesis essentially concerns the role that 
organizational innovation can play in the improvement of hospital 
structures. 

H.1. Organizational innovation impacts organizational 
performance within healthcare facilities. 

2.2. Technological innovation in health: a necessity for the future 

The Today, the healthcare world faces several simultaneous 
challenges that are quite different from those that healthcare 
facilities usually face. The technology promised to reduce 
economic costs and promote a more sustainable and efficient 
health system [8]. In this regard, access to health information now 
transcends all geographic boundaries. The literature points out 
that public and private organizations are faced with a variety of 
issues that hinder their advancement, which prompts them to put 
in place innovative and highly developed strategies to deal with 
them. These strategies are technological innovations, especially 
when referring to the introduction of new technology into the 
organizational process or the launch of a new service. Whatever 
our attachment to the concept of technological innovation, we can 
deduce that it is one of the main windows of opening and 
modernization of hospital management practices. Otherwise, both 
tangible and intangible innovation can build rigorous models for 
maintaining well-being [9]. Although others like the OECD 
(2005) define innovation as: “ […] Implementation of a new or 
significantly improved product (good or service) or process, of a 
new marketing method or of a new organizational method in the 
practices of the company, the organization of the workplace or 
external relations ” [10].  

Taking the example of the Organization for Economic Co-
operation and Development, which emphasizes four types of 
innovation, namely: Innovation mainly concerns products and 
still processes, let us also add other types of innovation. 
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Innovations that influence marketing and internal and external 
communication methods, and ultimately organizational 
innovation and technological innovation. In the same context, 
notable advances have been made in the area of innovation, 
highlighting all types of innovations in the field of health. 

Digital technologies have become omnipresent in 
professional activities [11], their deployment leads to profound 
changes in working methods, affecting the heart of activities and 
also affecting those carried out at its periphery on more relational 
and organizational dimensions, and managerial [12]. They also 
modify those that take place outside the traditional boundaries of 
the company, with teleworking [13]. Indeed, digital technology is 
an "accelerator of progress" in the field of medical research, it still 
makes it possible to study the evolution of a disease in many 
patients and further allows treatments to be better adapted to each 
individual particular case. 

Given the results of the literature review, we underline that 
the second hypothesis essentially relates to the role that 
technology can play in improving hospital practices. 

H.2. Technological innovation impacts organizational 
performance within healthcare establishments. 

2.3.  Medical innovation: a priority within healthcare 
establishments 

The best way to deal with problems is to accept innovation as 
an underlying element in all actions. It is important to note that 
medical innovation has been able to generate several benefits, 
although these main missions continue to advance [14]. We 
underline that this type of innovation can take several forms, 
particularly when we are talking about innovation in 
pharmaceutical products (new drugs) or an invisible innovation 
that serves to renew care practices and therapeutic protocols in 
favor of patients users [15]. Also, a movement in medicine has 
emerged, today we can speak of collaborative medicine, 
personalized or even sustainable in terms of actions. But what 
gives birth to this sector is the aspect of innovation as well as the 
technology dedicated to this field. Of course, the patient and his 
family seek to benefit from agile information and quality service 
that will ensure their well-being. 

Despite the advances made in medical innovation in the 
health sector, this innovation consists of restructuring traditional 
working methods, thus forging intimate links between health 
professionals and their patients. It is remarkable to indicate that 
this innovation occupies a preponderant place in the improvement 
of the care, in the progress of pharmaceutical products (drugs) as 
well as in the improvement of surgical techniques which have a 
positive impact on the speed of treatment the length of 
hospitalization, the minimization of stay, and the performance in 
terms of interventional radiology which calls into question the 
distribution of care between professionals. This innovation 
fundamentally changes the digital tools connected to the 
monitoring and treatment of medical cases for the benefit of 
patients. Moreover, the latter has a significant impact on the 
methods of care, on the duration of hospitalization (the stay), and 
also on the level of all the information related to the hospital [16]. 

However, to speak of the efforts of medical innovation, it is 
first to give importance to the institutional framework which plays 

in any hospital activity and thus supporting an improvement in the 
conditions. On the strength of its strengths, medical innovation 
has thus consolidated its position by creating a change in methods 
for economic practices. Several factors can push healthcare 
institutions to think globally towards the optics of medical 
innovation. That said, medical innovation, therefore, represents 
the progress expected from the healthcare establishment; it 
generally involves the introduction of new instruments for 
modernizing hospital practices as well as an improvement in 
priority strategies relating to patient pathology [17]. 

Given the results of the literature review, we underline that 
the second hypothesis essentially relates to the role that 
technology can play in improving hospital practices. 

H.3. Medical innovation impacts organizational performance 
within healthcare establishments 

3. Methodology 

In this part, we are interested in explaining only our research 
approach which focuses mainly on our epistemological and 
methodological positioning, then, we will focus on 
operationalizing the dimensions of the independent variable and 
the dependent variable.  

3.1.  The research approaches 

Following an in-depth reading of the literature on the field of 
innovation and the performance of hospital organizations, this 
work will attempt to answer the question of our research and to 
test the relationships that may exist between the different 
variables, we let's talk in particular about our research hypotheses. 

This relationship is broadly part of the cause and effect 
between the independent variable (innovation) and the dependent 
variable (organizational performance). On the one hand, we will 
rely on carrying out an exploratory factor analysis to test the 
reliability and internal consistency of the measurement scales 
using the SPSS software, on the other hand, we will attempt to 
carry out the second analysis, said, confirmatory factor analysis 
which will lead us to confirm or refute all the hypotheses from our 
literature [18]. This logic is generally part of a positivist paradigm 
with a hypothetico-deductive approach and will be structured 
around a quantitative methodology [19]. 

3.2. Operationalization of the independent variable 

The operationalization of the variables of our research work 
is a fundamental step insofar as it makes it possible to make the 
variables more concrete and readable in our field of research. 
Besides, this step will allow us to easily understand the different 
concepts used while drawing on previous studies thus promoting 
several clarifications around innovation and organizational 
performance. 

Moreover, for the independent variable, we opted for the 
work of [20], [4] as well as the work carried out by [21]. These 
various previous works have led us to understand that innovation 
with its various forms, both organizational, technological, and 
medical, is intended to make the hospital context more efficient 
and adapted to the expectations of the population. 
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Clearly and precisely, it should be emphasized that 
innovation is a crucial element in the improvement of any hospital 
activity, that said, health establishments must strongly commit to 
the path of organizational innovation that is mainly based on the 
restructuring of working methods and the appropriation of a 
management style adapted to the hospital context. Likewise, 
technological innovation allows healthcare establishments to 
subscribe to the logic of digitizing the methods practiced within 
medico-technical services. Finally, the investment in medical 
innovation can further modify treatment protocols and will still 
allow the hospital's stocks of pharmaceutical products to be 
perfectly managed. 

These three types of innovation are essential for the 
sustainability of hospital activities and make it possible to 
guarantee efficiency and high quality in terms of care and safety 
for patients and users. Table 1 clearly shows the three dimensions 
of the independent variables. 

Table 1: Operationalization of the independent variable 

The independent variable measurement scales References 
Organizational 

innovation 
Technological 

innovation 
Medical 

innovation 
 
 
 
 

Cloutier (2003) 
Dodgson et 

Mark (2000) 
Eunika 

Mercier-
Laurent (2008) 

[22] 

continuous 
training 

The proper 
use of connected 

tools 

Drug 
inventory 

management 

Staff 
motivation 

Integration of 
the information 

system 

Improved 
treatment 
protocol 

Valuation of 
skills 

Appropriation 
of management 

tools 

Diagnostic 
and therapeutic 

strategies 
Career 

Management 
Research and 

development 
Digital 

pharmacy 
 

3.3. Operationalization of the dependent variable 

For the dependent variable, we opted for the work of [23], 
[24]as well as the work carried out by [25], [26]. These various 
research works have enabled us to understand that organizational 
performance is a major concern for each healthcare establishment. 
Let us note here that the organizational performance within 
hospitals resides strongly on the sustainability and sustainability 
of health activities, in the same way, it depends more and more on 
providing quality care and services in favor of users, it also 
includes being part of the logic of efficiency to make the image of 
the healthcare establishment more attractive to patients. 

Generally speaking, the inclusion of the health establishment 
in the perspective of organizational performance, therefore, 
makes it possible to promote and strengthen the relationship 
between the hospital and the patient, thus increasing the 
productivity of the staff care and services. 

We emphasize that performance within a hospital is a major 
concern insofar as it enables managerial and hospital practices 
being changed, the objective of which is to provide care as quickly 
as possible. Specifically, we emphasize that quality will 
strengthen the interpersonal relationship and forge strong links 
between hospital and user [27], [28]. Table 2 clearly shows the 
three dimensions of the dependent variables. 

Table 2: Operationalization of the dependent variable 

The dependent variable measurement scales References 

Sustainability Efficiency Quality Shortell, 
Bennett, et 

Byck (1998) 
Piña-Garza et 

al. (2017) 
Sicotte and 
al., (1999) 

Adaptation Achievement of goals Yield 

Recognition Productivity User satisfaction 

Knowledge 
sharing Work organization Accessibility 

4. Analysis and discussion of the results  

In the following paragraphs, we will rely on carrying out a 
descriptive analysis of our sample, then we will move on to 
exploratory factor analysis, and finally, confirmatory factor 
analysis will be carried out to test our developed hypotheses. 

It is important to give an outline presentation of the 
University Hospital Center in Morocco, in particular of the Fez - 
Meknes region which is an integral part of our study. University 
Hospital Centers are understood to be public establishments with 
legal personality and financial autonomy. They play a capital role 
in the care of our national health system, they perform a variety 
of missions and are, moreover, centers of excellence in the 
provision of cutting-edge and high-tech care. 

Our questionnaire is based beforehand on introducing simple 
and precise questions relating to the respondent's profile, then 
questions related to their professional context, and finally, a set of 
very relevant questions were addressed, the objective of which is 
to better understand our problem research. 

As part of this empirical process, we will take into 
consideration the descriptive parameters of our sample of the 
Hospital - University Hassan II - Fez in Morocco knowing that 
215 questionnaires were distributed, 167 questionnaires were 
returned completed, a response rate by 77.7%. 

4.1. Collection of data 

Before beginning the evaluation of the measurement scales 
and the test of the hypotheses, we will first present Center 
Hospital - Hassan II of Fez, Morocco, and a descriptive analysis 
of the sample. 

Descriptive data analysis 

Before proceeding with the development and analysis of the 
responses, it is necessary to first describe our sample as well as 
the respondents who will contribute to the success of this research 
work. Moreover, our respondents are generally health 
professionals whose function is to ensure the sustainability of the 
health establishment as well as to meet the expectations of the 
population in terms of care, and services. The distribution of our 
sample is generally oriented towards the description by gender, 
age, profile, a number of years of experience. Table 3 below 
illustrates all the responses received by health professionals. 

The distribution of respondents 

Before proceeding with the development of the analysis of 
the responses, it is necessary to first describe our sample as well 
as the respondents who will contribute to the success of this 
research work. Moreover, our respondents are generally health 
professionals whose function is to ensure the sustainability of the 
health establishment and to meet the expectations of the 
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population in terms of care and services. The distribution of our 
sample is generally oriented towards the description by sex, age, 
profile, number of years of experience. 

 By gender 

More than half of the respondents to the questionnaire sent to 
health professionals are men (55.1%). Women only represent 
44.9% of respondents. 

 According to age 

Professionals aged between 36 and 44 and those aged 
between 45 and 54 are the players who have shown more 
involvement and profit-sharing in our problem and represent 
respectively 28.7% and 22.2% of the total number of respondents. 
On the other hand, respondents aged over 55 represent only 
13.8%. While healthcare professionals aged 27 and 35, and 18 and 
26, respectively, only represent a response rate of 19.1% and 
16.1%. 

 According to years of experience 

We find that the majority of responses were conducted by 
respondents with more than 7 years of experience with a rate of 
31.1%. So, for people with experience between 5 and 7 years and 
between 3 and 5 years only represent 29.3% and 22.2% 
respectively. In the end, health professionals who have experience 
between 1 and 3 years only represent 17.4% of the responses. 

 According to the position held 

Respondents exercising the administration service accounted 
for 31.7% of the responses. While doctors and technicians 
represent 28.7% and 16.2% respectively. For the case of nurses 
and pharmacists, represent only 13.1% and 10.2%. 

Table 3: Description of our sample 

Categorical 
classification Membership Frequency % 

Gender Female 64 44,8 

Male 79 55,2 

Professional 
category 

Administrator 48 33,6 
Doctor 39 27,2 
Male nurse 19 13,2 
Technician 17 11,9 
Pharmacist 20 14 

Age 

18-26 11 7,7 
27-35 18 12,6 
36-44 45 31,4 
45-54 42 29,3 
55 and over 27 18,9 

Region (Hassan 
II University 

Hospital Center 
- Fez) 

Fez-Meknes 143 100 

Number of 
years of 

experience 

From 1 to 3 years 20 14 

3 to 5 years old 29 20,2 
From 5 to 7 years 
old 55 38,4 

 
From 7 years to 
older 39 27,3 

 
1 measures the adequacy of the sampling and whether the matrix 
is an identity matrix. 

4.2. Exploratory factor analysis 

We note that the KMO1 index of the independent variable, 
which is made up of three components, namely : organizational 
and technological innovation, and medical innovation displays 
values that respect the selected threshold (0.5). These different 
values are respectively as follows: 0.616; 0.709; 0.670. On the 
other hand, Bartlett's test displays a significant value close to 0 
which makes it possible to reject the null hypothesis claiming that 
all the correlations are not significant [29], [30]. 

Concerning the quality of representation of the items, the 
latter display commonalities greater than 0.5 (threshold selected 
is 0.4), which attests to a good quality of representation, especially 
since all the factor contributions are significant because they 
exceed 0.5. 

The clean measurement scales of "Organizational 
innovation” ; "Technological innovation" ; "Medical innovation" 
have respectively a very satisfactory Cronbach's Alpha value of 
0.719; 0.746; 0.764 which demonstrates the reliability of the 
measurement scale. 

 We note that the KMO index of the dependent variable, 
which is made up of three components, namely: durability, 
efficiency, and quality displays values which respect the selected 
threshold (0.5). These different values are respectively as follows: 
0.727; 0.680; 0.697. Also, Bartlett's test displays a significant 
value close to 0 which makes it possible to reject the null 
hypothesis claiming that all the correlations are not significant. 
Table 4 summarizes the exploratory factor analysis of the three 
dimensions of the independent variables. 

About the quality of representation of the items, the latter 
display commonalities greater than 0.5 (threshold selected is 0.4), 
which attests to a good quality of representation, especially since 
all the factor contributions are significant because they exceed 
0.5. 

The clean measurement scales of "Sustainability”; 
"Efficiency”; "Quality" respectively have a very satisfactory 
Cronbach's Alpha of 0.910; 0.895; 0.821 which demonstrates the 
reliability of the measurement scale. Table 5 summarizes the 
exploratory factor analysis of the three dimensions of the 
dependent variables. 
Table 4: Summary of the exploratory factor analysis of the independent variable 

Independent variable Organizational innovation 

 
Quality of representation 

 

OI_1 
,870 

OI_2 
,731 

OI_3 ,895 
OI_4 ,765 

KMO 
Test ,616 

Bartlett's 
Sphericity test 

Approximate chi-

square 
190,041 
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Signification ,000 

Cronbach's alpha ,719 
Independent variable Technological innovation 

Quality of representation 

TI_1 ,664 

TI_2 ,478 

TI_3 ,747 

TI_4 ,415 
KMO 
Test ,709 

Bartlett's 
Sphericity test 

Approximate chi-

square 
173,227 

Signification ,000 

Cronbach's alpha ,746 
Independent variable Medical innovation 

Quality of representation 

MI_1 ,649 

MI_2 ,552 

MI_3 ,460 

MI_4 ,709 
KMO 
Test ,670 

Bartlett's 
Sphericity test 

Approximate chi-

square 
206,269 

Signification ,000 
Cronbach's alpha ,764 

Table 5: Summary of the exploratory factor analysis of the dependent variable 

Dependent variable Sustainability 

 
Quality of representation 

 

SUST_1 
,840 

SUST_2 
,808 

SUST_3 ,899 
KMO 
Test ,727 

Bartlett's 
Sphericity test 

Approximate chi-

square 
352,441 

Signification ,000 

Cronbach's alpha ,910 
Dependent variable Efficiency 

Quality of representation 
EFF_1 ,815 

EFF_2 ,907 

EFF_3 ,762 
KMO 
Test ,680 

 
2 In statistics, the extracted mean variance is a measure of the 
amount of variance that is captured by a construct relative to the 
amount of variance due to measurement error. 

Bartlett's 
Sphericity test 

Approximate chi-

square 
332,887 

Signification ,000 

Cronbach's alpha ,895 
Dependent variable Quality 

Quality of representation 
QUAL_1 ,802 

QUAL_2 ,693 

QUAL_3 ,719 
KMO 
Test ,697 

Bartlett's 
Sphericity test 

Approximate chi-

square 
183,674 

Signification ,000 
Cronbach's alpha ,821 

4.1. Confirmatory factor analysis 

Organizational innovation 

The first confirmatory analysis with the four items of the 
“organizational innovation” variable shows unsatisfactory results 
on some criteria retained. First, the factorial contribution of items 
OI_1, OI_4 is less than 0.6, which shows that the AVE2 and CR3 
are below the threshold used [31], [32]. 

To this end, we decided to delete these two items and to 
relaunch a second confirmatory factor analysis with the remaining 
items [33]. 

From the second confirmatory analysis, we find that the 
results are very satisfactory for all the criteria, this variable meets 
all the required conditions. Indeed, the composite reliability index 
(CR) is 0.817 (> 0.6) based on the work of [34];[35] . While the 
factorial contributions of the two items OI _2, OI _3 largely 
exceed the threshold we have used (> 0.6). For the extracted 
mean-variance (AVE) is greater than 0.5 (AVE = 0.695) therefore 
the convergent validity is checked. 

Regarding the discriminant validity, table n° 10 shows that 
the conditions for verifying the discriminant validity are satisfied. 

Table 6 below shows us that the variable “Organizational 
innovation” is reliable and valid. 
Table 6: Test of composite reliability and validity of Organizational innovation 

Variable Items Loadings CR AVE 

  Before 
elimination 

After 
elimination 

 
 
 

0.817 
 

 
 
 

0.695 
 

OI 
OI_1 - 0,458 - 
OI_2 0,377 0,708 
OI_3 0,871 0,943 
OI_4 0,144 - 

3 Composite reliability (CR) is a measure of internal consistency 
in scale 
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Technological innovation 

The first confirmatory analysis with the four items of the 
“technological innovation” variable shows unsatisfactory results 
on some criteria retained. First, the factorial contribution of item 
TI_4 is less than 0.6, which shows that the AVE and CR are below 
the selected threshold. 

To this end, we decided to delete these two items and 
relaunch a second confirmatory factor analysis with the remaining 
items. 

From the second confirmatory analysis, we find that the 
results are very satisfactory for all the criteria, this variable meets 
all the required conditions. Indeed, the Composite Reliability 
Index (CR) is 0.829 (> 0.6). While the factorial contributions of 
the three items TI _1, TI _2, TI_3 largely exceed the threshold we 
have used (> 0.6). For the extracted mean-variance (AVE) is 
greater than 0.5 (AVE = 0.622) therefore the convergent validity 
is checked. 

Regarding the discriminant validity, table n° 10 shows that 
the conditions for verifying the discriminant validity are satisfied. 

Table 7 below shows us that the “Technological innovation” 
variable is reliable and valid. 

Table 7: Test of composite reliability and validity of Technological innovation 

 
 

Variable 

 
 

Items 
Loadings CR AVE 

  Before 
elimination 

After 
elimination 

0.829 0.622 

TI 

TI_1 0,843 0,848 
TI_2 0,864 0,867 
TI_3 0,628 0,630 
TI_4 0,233 - 

Medical innovation 

The first confirmatory analysis with the four items of the 
“medical innovation” variable shows unsatisfactory results on 
some criteria retained. First, the factorial contribution of item 
MI_1 is less than 0.6, which shows that the AVE and CR are 
below the selected threshold. 

To this end, we decided to delete these two items and 
relaunch a second confirmatory factor analysis with the remaining 
items. 

From the second confirmatory analysis, we find that the 
results are very satisfactory for all the criteria, this variable meets 
all the required conditions. Indeed, the composite reliability index 
(CR) is 0.838 (> 0.6). While the factorial contributions of the three 
items MI _2, MI _3, MI_4 largely exceed the threshold we have 
used (> 0.6). For the extracted mean-variance (AVE) is greater 
than 0.5 (AVE = 0.638) therefore the convergent validity is 
checked. 

Regarding the discriminant validity, table n° 10 shows that 
the conditions for verifying the discriminant validity are satisfied. 
Table 8 below shows us that the “Medical innovation” variable is 
reliable and valid. 

Table 8: Test of composite reliability and validity of Medical innovation 

 

Organizational performance 

The first confirmatory analysis with the four items of the 
“organizational performance” variable shows satisfactory results 
on all the criteria retained. First, the factorial contribution of all 
the items is greater than 0.6, which shows that the AVE and CR 
are greater than the threshold used and represent 0.725 and 0.929 
respectively. 

Regarding the discriminant validity, table n° 10 shows that 
the conditions for verifying the discriminant validity are satisfied. 

Table 9 below shows us that the “Organizational 
performance” variable is reliable and valid. 
Table 9: Test of composite reliability and validity of Organizational performance 

 
 

Variable 

 
 

Items Loadings 
CR AVE 

  

0.929 
 

0.725 
 

OP 

OP_1 0,676 
OP_2 0,898 
OP_3 0,871 
OP_4 0,938 
OP_5 0,863 

 

Discriminant validity of variables 

Table 10: Discriminant validity of variables 

  MI OI TI OP 

MI 0.798       

OI -0.054 0.834     

TI 0.884 -0.121 0.789   

OP 0.121 -0.301 0.139 0.852 

Testing research hypotheses and discussing the results 

After having analyzed all the tests, we now move on to a 
major step that of testing the hypotheses as well as the discussion 
of all the results obtained. 

As part of this modest work, we have relied on testing three 
hypotheses constituting the object of our research. These different 
assumptions make it possible to link all the variables of our model, 

 
 

Variable 

 
 

Items 
Loadings CR AVE 

  Before 
elimination 

After 
elimination 

0.838 0.638 

MI 
MI_1 0,342 - 
MI_2 0,783 0,839 
MI_3 0,906 0,895 
MI_4 0,689 0,639 

http://www.astesj.com/


A. Ouddasser et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 277-285 (2021) 

www.astesj.com     284 

in particular, the independent variable "innovation", the 
dependent variable "organizational performance". 

The calculation of the "P-Value" constitutes a fundamental 
step in our research work, moreover, a value of P-Value which 
does not exceed 5% (P ≤ 0.05) means that the hypothesis is 
acceptable. Otherwise, where the P-value exceeds 5% (P> 0.05) 
means that the hypothesis is rejected. This test is performed based 
on the T - value (the value associated with the student test). 

In this context, two hypotheses were rejected because they 
have a p-value that exceeds the threshold of 5%. So that the third 
hypothesis, that of the impact of organizational innovation on 
organizational performance, has been accepted because it has a p-
value of less than 5%. 

Table 11 shows all the relationships between independent and 
dependent variables. 

Table 11: Research hypothesis test result 

  

Initial 
sample 

(O) 

Sample 
mean 
(M) 

Standard 
deviation 
(STDEV) 

T value (| 
O / 

STDEV |) 

P-
values Decision 

MI  
OP 0.063 0.092 0.244 0.258 0.797 Rejected 

OI  
OP -0.291 -0.303 0.075 3.895 0.000 Accepted 

TI  
OP 0.048 0.035 0.245 0.198 0.843 Rejected 

 

4.2. Discussion of results 

Hypothesis n ° 1 

First, we find that the construct “Organizational innovation” 
has a significant effect on “Organizational performance”. Indeed, 
this construct positively influences organizational performance 
within the healthcare facility with a P-value of 0.000. 

The results obtained at the Hassan II University Hospital 
Center - Fez in Morocco show a positive relationship between 
organizational innovation and organizational performance. In this 
context, we underline that the contribution of organizational 
innovation or innovation in its intangible form impacts and 
influences the performance of organizations, and therefore, this 
indicates that the implementation of innovation processes 
allowing reorganizing the way organizations operate is essential 
for the sustainability of their activities, and a very attractive 
overall quality. Following our review of the literature, we can 
underline that this relationship is recommended by various 
authors such as [20]. 

 
Figure 1 : The main relationships of the variables used in our model (OI --> OP) 

Organizational innovation remains a necessity for the 
prosperity and growth of every healthcare establishment. Also, it 
is the bedrock of success for all other types of innovation. See the 
Figure 1 of hypothesis 1. 

Therefore, hypothesis (H.1) is validated. 

Hypothesis n ° 2 

Second, we find that the construct "Technological 
innovation" has no significant effect on "Organizational 
performance". However, this construct negatively influences 
organizational performance within the healthcare facility with a 
P-value of 0.843. 

Although technological innovation is theoretically essential 
to increase performance, field practice conceals that it does not 
have this influencing weight and therefore remains dependent on 
the context, culture, and values of each organization or 
establishment. 

From the results obtained at the Hassan II University Hospital 
Center - Fez in Morocco, we note that technological innovation 
does not influence the relationship with organizational 
performance. That said, the enrollment of the health establishment 
towards the technology path strongly depends on investing 
previously in human resources including periodic training, 
apprenticeship, and improving working conditions. These various 
parameters are essential, and will lead to profound changes in the 
level of appropriation and dissemination of technological 
innovation. See the Figure 2 of hypothesis 2. 

Therefore, the hypothesis (H.2) is not validated. 

 
Figure 2 : The main relationships of the variables used in our model (TI --> OP) 
Hypothesis n ° 3 

Third, we find that the construct "medical innovation" has no 
significant effect on "organizational performance". However, this 
construct negatively influences Organizational performance 
within the healthcare facility with a P-value of 0.797. 

According to the results obtained at the Hassan II University 
Hospital Center - Fez in Morocco, it should be noted that medical 
innovation is necessary to improve treatment protocols and better 
manage drug stocks. Despite its importance, this relationship is 
not significant within the Center Hospital Hassan II - Fez, 
because, according to the recommendations of health 
professionals, the health sector must be strongly involved in the 
establishment of all the mechanisms thus making it possible to 
make medical innovation relevant in the medium, and long term. 

Despite the proven importance of medical innovation in 
improving treatment protocols, the reality of practice sometimes 
stems from constraints that slow down the achievement of this 
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end. These constraints are often linked to a lack of organizational 
agility of the establishment and the non-involvement of medical 
human resources in the path of innovative medicalization which 
requires much more investment in medical research. See the 
Figure 3 of hypothesis 3. 

Therefore, the hypothesis (H.3) is not validated. 

 
Figure 3 : The main relationships of the variables used in our model (MI --> OP) 

5. Conclusions 
This present paper has tried to study the place that innovation 

can occupy with its various forms in the increase of organizational 
performance within health establishments. As a result, it emerges 
that innovation is a multidimensional notion that allows the health 
sector to seize opportunities to take into account measures for 
each context. 

For the case of our research, we conducted a study on the 
contribution of organizational, technological, and medical 
innovations in improving the organizational performance of the 
Hassan II University Hospital Center - Fez, therefore, three 
hypotheses were tested based on exploratory factor analysis and 
confirmatory factor analysis. According to the results obtained, 
two hypotheses were rejected, those of technological innovation, 
and medical innovation, while the third hypothesis of the impact 
of organizational innovation was retained, which shows that this 
third form intangible is considered the basis of all form of 
innovation. 

Moreover, for the Moroccan context, if hospitals tend to 
change, we will have to tackle this new paradigm now, based on 
international experiences. It is therefore essential to achieve this 
new logic without the involvement of all the stakeholders who 
exercise a crucial influence on the conduct of activities. In this 
regard, organizational, technological, and medical innovation 
today appear to be determining factors whose main mission is to 
achieve true hospital performance. 
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Efficient real-time clustering is a relevant topic in big data streams. Data stream clustering 
needs necessarily a short time execution frame with bounded memory utilizing a one-scan 
process. Because of the massive volumes and dynamics of data streams, parallel clustering 
solutions are urgent. This paper presents a new approach for this trend, with advantages 
to overcome the main challenges of huge data streams, time, and memory resources. A 
framework is proposed reliant on a data clustering parallel implementation that divides 
most recent incoming data streams within a sliding window mechanism to distribute them 
across a multi-core structure for processing. Every core is responsible for the processing 
and generation of intermediate micro-clusters for one data partition. The resulting micro 
clusters are consolidated utilizing the additive property of the micro-cluster data structure 
to merge those parallel clusters and obtain the final clusters. The proposed approach has 
been tested on two sorts of datasets: KDD-CUP’99 and KDD-CUP’98. The results show 
that the proposed optimized parallel window-based clustering approach is efficient for 
online cluster generation for big data streaming with regard to the performance measures 
processing time and scheduling delay. The processing time is 1.5 times faster, and the 
scheduling delay is approximately between 1.3 to 1.7 times less than the sequential 
implementation. Most important is that the clustering quality is equal to that of the non-
parallel implementation. 
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1. Introduction  

Modern advances in ICT and its utilization in business and life 
sectors have prompted the quick development of huge volumes of 
data recognized as big data [1]. The basic attributes of huge data 
are its dynamics (speed), which indicates that data upon arrival 
needs prompt processing at varying speediness. While for certain 
applications, the appearance, and preparation of data can be 
achieved as offline batch processing, other applications need 
continuous analysis in real-time for the arriving data [2-4]. Data 
stream clustering is characterized as the data gathering, 
considering as often as possible the arrival of new data chunks, 
while seeking the understanding of examples that may modify after 
some time [5]. The amount of data coming at high and changeable 
velocities that assume ordinary clustering algorithms ineffective in 
terms of meeting real-time requirements, and hence considered 
incapable of dealing with the requests properly [6]. 

Data stream clustering includes several difficulties; to meet 
continuous necessities [7]. The clustering should be executed in a 
brief period of timeframe with bounded memory using a single-
scan process. So, following clusters in the sliding window is 
possibly an effective way to deal with the restrictions in time and 
memory [8]. 

Windowing is one famous handling strategy that is utilized 
with the data streams. Windowing applied to split data streams into 
windows, reliant on the time measurement. Exist different sorts of 
window models for the following changing data streams [7]: 1) 
Landmark, 2) Damped, and 3) Sliding. In a Landmark window, the 
window is controlled by a certain time point defined as a landmark 
and the present. It is utilizing for mining over the whole history of 
the data streams. Landmark is not fitting for applications where up-
to-date data is more significant than obsolete data. In the damping 
model, weights are determined to data, where higher weights are 
given to the latest data items and less weight is specified to the 
outdated data. This implies that the model expects the latest 
information as more critical than the older data. Sliding window 
models suppose that the new data is more valuable than outdated 
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data by utilizing a window. The latest occurrences falling inside 
the window of the data stream are preserved while dispensing with 
old data.  The reason to utilize the sliding window instead of 
models is regularly basically desired for keeping time and memory 
resources. 

Recently, distributed and parallel algorithms provide solutions 
for analyzing big data streams in actuality, which is apparent in the 
more current research works [9]. Parallel solutions and distributed 
offer various advantages, such as diminishing the time, expanded 
versatility of arrangements, and suitability for applications of the 
distributed kind. The currently available multi-core processor 
commodity computers at afforded costs assist the development of 
applications in a much easier and reliable way. A computer can 
contain up to 72 core processors giving high processing power. 
The inquiry then remains how these available processing onboard 
resources are utilized for providing optimized solutions for the 
different real-time in-demand applications. 

Most existing parallelism strategies for clustering algorithms 
cannot give the same clustering quality as the sequential algorithm 
[1]. The change in clustering quality is impacted influenced by the 
methods utilized for the data distribution partitioning and results 
consolidating techniques for the results. 

SCluStream [8] is a previously introduced efficient sliding 
window-based algorithm for clustering data streams considering 
pre-mentioned data stream difficulties. It works in three phases, 
wherein the online phase; the most recent data is continuously 
maintained.  The second phase is an expiring phase, where the old 
data is discarded such that less memory is squandered. The last 
phase is offline, where the clustering k-means++ algorithm is 
utilized. 

This paper proposes a parallel implementation of the 
SCluStream algorithm utilizing a multi-core parallel processing 
framework. The implementation makes the best utilize of the ready 
cores utilizing a stand-alone platform on a single machine. In the 
framework, the data set is split into several partitions. Every 
partition is processed in a separate core, with an equal workload 
assigned for every partition.  Sequential k-means++ is executed 
next to generate intermediate results (i.e. micro-clusters) for each 
partition. Eventually, final clusters are consolidated by applying 
the additive property on micro-clusters, which utilizes the concept 
of merging the two nearest micro clusters; reliant on the Euclidean 
distance between micro-clusters. 

The organization of this paper is as follows: Section 2 
summarizes the related works and existing gaps. Section 3 the 
spark streaming architecture is explained as the preliminary basis 
to our big data implementation. Section 4 explains the parallel 
clustering data streams reliant on the sliding-window and k-
means++ parallel algorithm. In section 5 the experimental study 
and assessments are discussed. In the final section conclusion and 
future work are clarified. 

2. Related work 

Clustering huge data volumes require long execution times, 
especially when talking about dynamic data streams. Many 
solutions are proposed to beat this issue. Some of them have been 
done as batch analysis [10-13], while others as streaming analysis 
[14-19].  Some research enhanced the processing of the algorithm 

itself by tuning its parameters or modifying the principal 
framework for the algorithm. Whereas other research opted for the 
utilization of the parallelism concept, which is often executed 
utilizing two major strategies. While the first strategy utilizes a 
network of linked machines, where the clustering algorithm is 
implemented on a group of computers [10-16]. The second 
strategy utilizes a single machine with a multi-core processor [11, 
18, 19]. In both strategies, the data is distributed among the 
computers or cores in the first step. Next, comes a consolidation 
step which should sum up for the correct execution of the 
clustering algorithm, and which should be roughly as exact as 
possible when compared to the algorithm executing on a single 
machine. In the distributed environments, these two 
aforementioned steps in respective order are commonly identified 
as the mapping and reducing operations that correspond to the 
mentioned two steps in respective order. MapReduce [20, 21] is 
the common framework for effectively writing applications, which 
process enormous amounts of data in a parallel way. 

A new parallel manner for partitioned clustering algorithms 
reliant on MapReduce is proposed [1]. The target of this 
optimization is to enhance data distribution on connected nodes 
and select the best centroids got from every reducer utilizing a GA 
(genetic algorithm) based results consolidating methodology. In 
the map phase, the data is distributed by utilizing the maximum 
distance among the data points of the various partitions. 
Consolidating the intermediate results acquired from the reducers 
on a single node utilizing the genetic algorithm to acquire final 
accurate results. 

A common approach for parallel version of DBSCAN is 
proposed for clustering massive amount of data [11, 13, 18]. A 
huge dataset is separated into numerous partitions’ dependent on 
the data dimensions and localized DBSCANs are applied to each 
partition in parallel through a map phase. The results of each 
partition are next consolidated in a final reduce phase, which has 
been performed differently in the three works. A single node tree 
is at first created for every data point in the dataset by utilizing the 
disjoint set information structure. Intermediate trees are merged 
according to the tree-based bottom-up approach after investigating 
the eps-neighborhood for haphazardly chosen points [11]. A 
division method named Cost Balanced Partition is utilized to 
produce partitions with equal capacities and cost-based 
partitioning (CBP), which determine the partition's data reliant on 
the estimated calculation cost [13]. For the merging phase, a graph-
based algorithm is used to generate global clusters form local 
clusters. Complex grid partitioning is used for dividing the data 
space into several partitions for each dimension to minimize the 
processing time of DBSCAN in parallel processing [12]. Local 
DBSCAN is applied on each partition to make local clusters. In the 
merging phase the overlapping clusters are extracted from spatial 
clusters in a grid and spatial clusters in grids adjacent to its grid. 
The taken overlapping spatial clusters are consolidated to create 
one spatial cluster. This parallel addition meets the prerequisites of 
scalable execution for managing huge data sets. However, this 
addition is not appropriate for clustering real-time data. It requires 
traversing the whole dataset for parallel clustering which infers 
that its execution time is as yet reliant on the dataset size. Thus, 
while has a great execution for batch-oriented mode, it isn't 
reasonable for high-speed datasets [12, 13].  
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A presented parallel implementation for clustering high-
dimensional data streams in streaming analysis is proposed [14, 15, 
17, 22]. pGrid splits the high-dimensional data space into grids that 
are clustered the grids rather than the raw data [14].  pGrid uses the 
MapReduce framework. In the mapping phase, the arriving data 
point is projected onto its matching grid to depend on its 
dimensions, and thereafter the grid density is varied. In the 
reducing phase, the grid cells are merged by each dimension and 
at the end combining overlapping grid cells are combined to 
generate the global clustering result. PPreDeConStream is 
proposed with its parallel implementation in that utilized the 
shared memory model and the online-offline framework [11, 22]. 
A new data partitioning technique, Fast Clustering (FC) 
partitioning is applied. The idea of FC is reliant on splitting two 2-
dimensional spaces into four sub-cells until a threshold is obtained 
(i.e. a threshold on the point's number in a cell) [15]. Then, the cells 
containing the number of points that are less than this threshold are 
deleted. The merging phase is based on an overlapping area 
between cells. Clustering multiple data streams concurrently has 
been done using a ClusTree algorithm [16,17]. Synopses of 
different concurrent streams are kept up in an index structure 
depend on R-tree. Keeping up summary statistics of each data 
object leads to a larger workload. When new data comes, the 
algorithm looks for the closest micro-cluster by navigating the tree 
of which leaf nodes have all the micro-clusters. The greatest 
hindrances of this algorithm are squandering more memory [17]. 
The addition of the conventional clustering algorithms Neural Gas 
(NG) and the Self-Organizing Map (SOM) for clustering data 
streams are proposed [19]. The extension is reliant on a simple 
patch decomposition of the data set and only requires a fixed 
memory space. 

For most of the existing clustering parallel implementations, 
the clustering quality is commonly less accurate than the sequential 
implementation [1]. This is because the clustering quality is 
affected by the methods utilized in the data partitioning and 
consolidating phase. A common problem as well is that algorithms 
can’t cope efficiently with fast-evolving data streams and consume 
large memory for tracking the clusters.  For most of the presented 
related works, the processing time has been regarded as the major 
performance measure to be tracked, with no additional measures, 
such as the clustering quality and the scheduling delay. 

3. Spark Streaming architecture 

The principle concept in spark streaming is a discretized 
stream (DStream) [22, 23] which is a consecutive sequence of 
distributed collections of elements describing a continuous stream 
of data, and which is called RDDs (Resilient Distributed Datasets). 
DStreams can be created in two ways; either from a source (e.g. 
data from a socket, Kafka, file stream, etc.) or by transforming 
current DStreams utilizing parallel operators (e.g. Map, Reduce, 
and Window). RDDs are usually, partitioned across multi-cores by 
Spark. In spark, all the data is represented as RDDs and all 
DStream operations as RDD operations [24,25, 26]. 

The number of RDDs partitions created can be specified. The 
stream processing model in spark is a micro-batch processing. 
Data received by Input DStreams are processed using DStream 
operations. 

The Spark cluster is responsible for scheduling and dividing 
the resource in the machine. The main target of the cluster manager 
is to divide the applications across resources to run the application 
in parallel mode. Apache Spark has three kinds of cluster managers, 
standalone, Hadoop YARN, and Apache Mesos. In this work, a 
standalone cluster manager is utilized. 

In the view of master-slave architecture, Apache Spark has 
one master process and enormous worker processes. These are the 
following: - the master process consists of a job tracker and a name 
node. The job tracker is responsible for scheduling jobs and 
assigning the jobs to the task tracker on the worker process, which 
is responsible for executing the map and reduce function. The 
name node is responsible for the storage and management of file 
metadata and file distribution across several data nodes on worker 
nodes, which contain the data contents of these files.  

Spark gives a graphical UI (user interface) to following the 
performance of applications. The two important metrics in web UI 
are 1) Scheduling Delay - the time a batch remains in a queue for 
the processing of prior batches to end. 2) Processing Time - the 
utilized time to process every batch of data. The stream processing 
model in spark is micro-batch processing, processing one batch at 
a time, so batches wait in the queue until the prior batches finish. 
The mechanism for minimizing the processing time of each batch 
and scheduling delay is to increase the parallelism [24, 25]. 

4. Parallel clustering approach for data streams  

Parallel processing provides an optimized solution for 
clustering huge data streams given that the accuracy of clustering 
is preserved. In this section, the proposed parallel design of the 
SCluStream algorithm is described. 

4.1. SCluStream 

SCluStream saves more time and memory by processing the 
most recent transactions that fall within window size and the old 
data are eliminated, so SCluStream overcomes the main obstacles 
in data streams: - time and memory resources. In the proposed 
approach, SClustream is implemented on parallel processing 
utilizing a multicore platform to increase the performance of 
handling the large volumes of data streams. Figure 1 shows the 
primary steps of SCluStream and the connections between these 
steps.  The representation of sequence steps and processes is 
described by the flowchart shown in figure 2. SCluStream consists 
of three phases. 

1) Online phase 

 Toward the start of the algorithm implementation, the q initial 
micro-clusters are generated from the incoming real-time 
data by applying k-means++ within the time window wt . 

 The window time wt  is kept up for following the latest 
instances falling during the window size of the data stream 
and dispensing the outdated data.  

 Keeping the statistical data instead of keeping all incoming 
data in micro-clusters. 

 A micro-cluster comprises of the following components {N, 
LS, SS, LST, SST} where, N the data points number, LS the 
linear sum of the N, and SS the squared sum of the N. The 
two last LST and SST are the sum and the sum of the squares 
of the timestamps of the N.  
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 When data point arrival, a single of the subsequent two 
possibilities take place: - 

i)  The data point is consumed by one of the current micro-
clusters. This assimilation is based on the nearness of the 
cluster to the data point; this is determined by applying a 
distance metric among the centroid of the micro-cluster and 
the data point. So, the data point is consumed to the closest 
micro cluster. 

ii)  The data point is put in its specific new micro-cluster, 
however with the restriction that the micro-clusters number 
stays fixed. Thus, the current clusters number should be 
decreased by one, which can be accomplished by merging the 
two nearest micro clusters jointly. 
 

2) Expiring phase  

The snapshots are used for storing micro-clusters at each time 
slot t within a time window 𝑤𝑤𝑡𝑡 . The establishment time for those 
expiring snapshots doesn’t lie among the current time and the 
window time subtracted from current time. Defining the expiring 
snapshots from tss< Ts-wt   where  tss is the establishment time of 
snapshot,  Tc is the current clusters number time, wt is the window 
time. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
 
 

 
Figure 1: The primary steps of SCluStream [8] 

 
 

3) Offline phase  

The offline phase is consolidating the micro-clusters to deduce 
the final clusters. The offline phase obtains the micro clusters from 
kept snapshots during the time window wt. The final macro 
clusters are defined by utilizing k-means++ rather than 
conventional k-means to get more accurate results. 

4.2. Parallel SCluStream processing 

Partitioning the input data streams into a number of partitions. 
Perform Parallel processing of k-means++ algorithm in online 
phase on each partition to create micro clusters. Expanding the 
number of parallel tasks that one executor can execute by 
expanding the number of available cores to execute per executor. 
The number of partitions input data streams and operations are 
reliant on the existing number of cores. Each core is responsible 
for processing one partition. The steps in figure 3 show the primary 
steps of parallel-SCluStream and the connections among these 
steps. 

The Steps of SCluStream algorithm involved in the parallel 
processing can be listed as follow: 

1. In the initialization phase, the data is split into p partitions.  

2. The online phase parallel processing can be described in the 
following steps. 

2.1 The distance calculation from every data point x to 
every centroid by utilizing Euclidean distance, the 
distance between every data point x and the c 
centroids.  

D (𝝌𝝌, ć) =�� (χ𝑖𝑖 − ć𝑖𝑖)
𝑛𝑛
𝑖𝑖=1       (1) 

2.2 This step can be parallelized due to the volume of time 
used for parallelizing this step brings, an advantage by 
reducing the total processing time required for 
finishing this step as multiple cores will process some 
chunks of the complete dataset simultaneously. 

2.3  Assign data point x to the nearest centroid reliant on 
distance calculation in the previous step, this process 
requires a number of comparisons (reliant on the 
number of the clusters required to be obtained) for 
choosing the cluster where the data point x should be 
included. The comparison process will execute in 
multiple threads, every thread will assign only part of 
the records of the entire dataset to a single cluster. 

2.4 Compute a set of new partial centroids for each of the 
processed partitions. The distance between the new 
centroids is calculated. 

2.5 Compute new centroids for the whole data set and 
match the values of the new centroids, with the values 
of the centroids at the aforementioned iteration. If the 
new centroids are different from the previous iteration 
go to setp2; else continue to generate final clusters.  

If the number of micro clusters is obtained then the final micro 
clusters is generated; else merging two nearest micro-clusters by 
using additive property of micro-cluster [7] data structure to 
generate the determined number of final clusters reliant on the 
distance calculated in step 3. The additive property means, the  
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Figure2: SCluStream flowchart 

nearest micro-clusters can be consolidated into a new micro-
cluster by merging their components [7, 8]. The additive property 
for merging two nearest micro-clusters is declared in the following 
equations: 

LS = LS1 + LS2                                        (2) 

SS=SS1 +  SS2                                           (3) 

N=N1 + N2                                              (4) 
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LST = LST1 + LST2                                 (5) 

SST = SST1 +  SST2                                (6) 

5. Experimental study 

5.1. Experimental setup 

All experiments have been implemented on a standalone 
implementation, where master process and worker processes all 
reside on a single machine. The machine used is a laptop with a 
processor core I5, 8G memory, and an Ubuntu 64-bit operating 
system. The cluster processing framework used is an apache spark 

using scale 2.10. The proposed approach has been tested on two 
datasets: one small and another large one. The results on both 
datasets show significant improvements in the efficiency of 
clustering in terms of processing time and scheduling delay 
without diminishing the clustering quality. The small and large 
datasets used for testing are respectively: 1) KDD-CUP’99, 
consisting of 494,021 rows and 43 attributes, and 2) KDD-CUP’98, 
consisting of 95,412 rows and 56 attributes. For the execution of 
the framework, configurations are set at first. The parameter 
settings identified in table 1 have been identified for 
experimentation. 
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Figure 3: The primary steps of Parallel-SCluStream 
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Table 1:  Parameter Settings Utilized in the Experimentation 

Parameters Value 
The date points number n 2000 
The micro clusters q number 50 
The dimensions number in KDD-CUP’99 data set d 31 
The dimensions number in KDD-CUP’98 data set d 56 
Window size wt 70s 
The cores' number 3 

In the settings, the cores' number is set to 3 cores because the 
laptop utilized in implementation consists of four cores, one core 
for the operating system and 3 cores for running the application. 
This setting is done in spark configuration to determine the 
maximum available cores for running applications on parallel 
processing. In the experimental study of the non-parallel 
SCluStream implementation, the clustering quality was tested with 
the different number of micro clusters and it was better when the 
number of the cluster was 50. Also, the clustering quality was 
tested at different window sizes of and it was better when the size 
of the window was equal to 70 [8]. Therefore, we used this number 
of micro clusters and the size of the window in the parameters 
setting for the parallel SCluStream implementation.  The number 
of initial points can change (up or down), provided that it does not 
exceed the size of the streamed files. 

For assessing the performance of the parallel architecture 
shown in figure 3, the following measures are recorded: 

1) Scheduling Delay TSD - the time a batch remains in a queue for 
the processing of prior batches to end. 

2) Processing Time TP - the utilized time to process no of the 
batches of data. 

3) Clustering Quality (SSQ) - SSQ is measured for sequential 
processing and parallel processing. The distance D among data 
point   𝑥𝑥𝑖𝑖  and the closest centroid    𝐶𝐶𝑥𝑥𝑥𝑥  is calculated 𝐷𝐷(𝑥𝑥𝑖𝑖 ,𝐶𝐶𝑥𝑥𝑥𝑥).  
The SSQ is calculated as the sum of 𝐷𝐷2 = (𝑥𝑥𝑖𝑖 ,𝐶𝐶𝑥𝑥𝑥𝑥) for the whole 
points in current window. The smaller the value of SSQ, the 
superior the clustering quality. 

SSQ = � Ð2(𝜒𝜒𝑖𝑖 ,
𝑛𝑛
𝑖𝑖=0 Ç𝑥𝑥𝑥𝑥)             (7) 

The dataset is divided into p partitions, where each partition 
has been processed in a separate core. The partitioning process is 
done in the initialization phase. In the map phase, every partition 
is processed in an isolated core to generate partial clusters. In the 
reduce phase merge partial clusters in one core to create final 
clusters. 

5.2. The experimental results 

1) Scheduling Delay 

Figure 4 shows the scheduling delay of SCluStream for 
sequential and parallel processing for the different file sizes in the 
two real datasets. The average scheduling delay decrease with 
increment the level of parallelism by increment the number of 
partitions for input data and operations. But when the number of 
the partitions is bigger than the available cores number, the 
scheduling delay increment. When the number of partitions is five 
so 3 partitions are processing in parallel and the 4th, 5th partition 

waits until one of three cores is workless. The results proved that 
the average scheduling delay decreases by increase the parallelism 
but with restriction to an available number of cores in the machine. 

 

(a) KDD-CUP’99 dataset 
 

 
(b) KDD-CUP’98 dataset  

Figure 4: Scheduling delay of SCluStream for sequential and parallel processing 
for different file size 

2) Processing time  

Figure 5 illustrates the processing time for sequential and 
parallel processing of SCluStream versus different files size in the 
two real datasets. In figure 5-(a) sequential processing of 7.1MB 
file size which consists of 100000 records by SCluStream takes 
13.2 seconds for KDD-CUP’99 data set. Processing 100000 points 
by parallel processing of SCluStream takes around 11 second when 
repartition the input data streams to 2 partitions, every partition 
being processed in a separate core simultaneously. Processing 
100000 points takes around 9.6 second when repartition the input 
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data streams to 3 partitions. The processing time decrease when 
the number of partitions is less than or equal to the total number of 
cores as illustrated in figure 5 when repartition the input data 
streams to 2 or 3 partitions.  

The 3 partition processes will execute in parallel reliant on 
available cores and the 4𝑡𝑡ℎ partition process will process when one 
of the 3 cores, is workless. The average processing time for 
processing different bathes of data when repartition the input data 
to 5 partitions is nearly equal to the average processing time for 
sequence processing. 

 

(a) KDD-CUP’99 dataset 

 
(b) KDD-CUP’99 dataset 

Figure 5: Processing time of SCluStream for sequential and parallel processing for 
different file size. 

In figure 5-(b) sequential processing 8.3MB file size which 
consists of 90000 records by SCluStream requires 15 seconds for 
KDD-CUP’98 data set. Processing 90000 points by parallel 
processing of SCluStream requires around 12.8 second when 
repartition the input data streams and to 2 partitions and takes 
around 11 second when repartition the input data streams and 
operations to 3 partitions. The processing time increase about 9.4 
seconds from 4 partitions to 3 partitions and 3.4 seconds from the 

4 partitions to 2 partitions because the 3 partition processes will 
run in parallel as there are three cores and the 4th partition process 
will process when one of the 3 cores, is workless.  When the 
number of partitions is set to 5 partitions, the average processing 
time is nearly less than the average processing time for Sequential 
processing for different bathes of data in figure 5-(b) by 0.4 second.   
The average processing time for processing different bathes of data 
when repartition the input data to 7 and 10 is bigger than the 
average processing time for sequence processing. Assuming the 
dataset is part in numerous parts, not all parts will be handled in a 
similar time since the number of cores that will execute on a 
machine is bigger than the maximum number of cores that can be 
processed by that machine, implying that some of the cores will 
stand by till they have access to the CPU. 

 
(a) KDD-CUP’99 dataset 

 
(b) KDD-CUP’98 dataset 

Figure 6: Clustering Quality (SSQ) of sequential and parallel SCluStream for 
different file size 

3) Clustering quality 

Figure 6 illustrates the comparison among the clustering 
quality (SSQ) for sequence and parallel processing of SCluStream 
versus different files size at the same parameters in experimental 
configuration (points number 2000, micro clusters number (q=50), 
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window time (70 s)) in the two real datasets. Figure 6-(a) obviously 
shows that the average SSQ of sequential-SCluStream is 
approximately close or equal to the average SSQ of parallel 
SCluStream at a different level of parallelism, especially from 
partition 2 to partition 3 but from partition 4 to partition 10 the 
average SSQ is slightly affected from the average SSQ of 
sequential-SCluStream. 

The average SSQ of parallel-SCluStream, especially from 
partition 2 to partition 4 is nearly close to the average SSQ of 
sequential-SCluStream in figure 6-(b) and the average SSQ of 
parallel-SCluStream from partition 5 to partition 10 is slightly 
affected from the average SSQ of sequential-SCluStream. 

5.3. Results Discussion 
The experimental results have presented that the parallel 

implementation for the SClustream managed to superiority the 
sequential SCluStream for the different parameter studied settings 
when testing on the two real datasets. Experiments for the 
processing time have shown that the parallel implementation for 
the SClustream is nearly 1.5 times quicker than the sequential 
SCluStream for both datasets. Experiments for the scheduling 
delay time have shown that the SClustream parallel 
implementation is approximately between 1.3 to 1.7 times less than 
the sequential SCluStream for both datasets. Scalability levels of 
the proposed approach were evaluated by varying the file sizes for 
the two datasets at the same number of cores, and results have 
shown the proposed approach succeeds to optimize the processing 
time and scheduling delay while remaining the clustering quality 
near or identical to the sequential SCluStream.  

In the experimental setting, the number of cores is set to 3 
cores according to the capability of the available computer. The 
data set has been divided the data set to 3 partitions suitable to the 
number of cores, making every core is responsible for processing 
one data partition. In this case, the proposed approach succeeded 
in decreasing the processing time of the dataset and decreasing the 
scheduling delay for every batch waiting for the previous batch. In 
case the dataset is divided into bigger than 3 partitions for the 
current implementation setup, then not all partitions would have 
been processed simultaneously, because the number of partitions 
running on a machine is bigger than the maximum number of cores 
for our used implementation. Hence, some of the partitions will 
need to wait until one of the cores become workless. In such case, 
the processing time and scheduling delay will probably bigger than 
the processing time and scheduling delay of the sequential 
execution. Running a cluster implementation, instead of the 
standalone implementation, is expected to provide a promising 
solution in regard to maintaining the clustering quality obtained, 
and with much more speed factor than the obtained in the 
standalone implementation. The conclusive setting for the 
standalone implementation is that for ensuring the best running 
parallel mechanism, it is recommended to set the number of 
partitions equal to the cores's number in the node so that all the 
partitions will process in parallel and the available resources will 
be utilized optimally. 

6. Conclusion and future work 
Recently, data stream clustering is becoming vital research. 

This problem needs a process capable of clustering continuous data 
while considering the constraints of memory and time and 

generating clusters with high quality. In this paper, parallel 
clustering implementation on MapReduce and apache spark 
framework is for the clustering algorithm (SCluStream), which is 
an efficient algorithm for tracking clusters over sliding window 
mechanism, focusing on the latest transactions to speed up 
processing and execution. The implementation has been presented 
on a standalone cluster manager. The experimental study proved 
that the parallel standalone implementation with the multi-core 
processing is successful to take less processing time by 
approximately 1.5 times and between 1.3 to 1.7 times less 
scheduling delays than the non-parallel SCluStream 
implementation. Regarding the clustering quality, it is 
approximately equal to that of the non-parallel implementation. 
For obtaining much more clustering algorithm acceleration future 
work will consider the implementation in connected nodes by 
using a spark cluster, master nodes, and many worker nodes while 
making the best configuration and utilization of available 
executors and cores. Also, apply the best mechanisms for data 
partitioning and distribution. The automatic determination for all 
parameter settings will be applied in future work. In addition to 
comparing the parallel implementation of SCluStream with other 
data streaming parallel clustering algorithms such as pGrid with 
various real data sets to confirm the quality and performance for 
the parallel implementation of SCluStream compare to other 
algorithms. 
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 Aiming at the problem of fatigue driving, this paper proposed a driver fatigue tracking and 
detection method combined with OpenMV. OpenMV is used for image acquisition, and the 
Dlib feature point model is used to locate the detected driver's face. The aspect ratio of eyes 
is calculated to judge the opening and closing of eyes, and then fatigue detection is 
performed by PERCLOS (Percentage of Eyelid Closure over the Pupil). The cradle head 
system is mounted for driver fatigue tracking and detection. The results show that the 
dynamic tracking system can improve the accuracy to 92.10% for relaxation and 85.20% 
for fatigue of driver fatigue detection. This system can be applied to the monitoring of 
fatigue driving very effectively.  

Keywords:  
OpenMV 
Driver fatigue detection 
Cradle head tracking 

 

 

1. Introduction  

This paper is an extension of the work initially done in the 
conference OpenMV Based Cradle Head Mount Tracking System 
[1]. With the improvement of people's living standards, cars have 
entered thousands of households and become an irreplaceable 
means of transportation. At the same time, traffic accidents have 
become a serious social problem faced by countries all over the 
world, and have been recognized as the first major public harm to 
human life today. According to the statistics of China's Ministry of 
Transport, 48% of traffic accidents in China are caused by drivers' 
fatigue driving, with direct economic losses amounting to 
hundreds of thousands of dollars [2, 3]. Therefore, it is very 
necessary and urgent to study the fatigue driving detection system. 

Fatigue driving detection techniques are divided into two 
categories. One is the subjective evaluation method. The other is 
the objective evaluation method. The subjective assessment 
method is recording sensory changes of drivers, and fill in the FS-

14 Fatigue Scale, Karolinska Sleep Scale, Pearson Fatigue Scale, 
and the Stanford Sleep Scale. However, too many subjective 
factors probably lead to inaccurate results. The objective 
evaluation methods are divided into three categories, namely, 
detection based on driver physiological parameters [4–8], 
detection based on vehicle behavior [9,10], and detection based on 
computer vision [11–20]. The detection based on driver 
physiological parameters, including electroencephalogram (EEG), 
electrocardiogram (ECG), electromyography (EMG), 
electrooculogram (EOG), and other parameters, can reflect the 
driver's physiological state. These detection methods have high 
accuracy, but the equipment is expensive and may disturb the 
driver's normal driving. The vehicle behavior-based detection is to 
monitor the driver's state through the judgment of the vehicle's 
movement track and the steering wheel's operating speed, etc. Such 
detection accuracy is general and is easily affected by the weather 
and other external environmental factors. The fatigue detection 
method based on computer vision uses the camera to extract 
features closely related to fatigue state, such as blink. Fatigue 
detection method based on computer vision as a non-contact 
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detection method, it will not distract drivers. Thus, the driver's 
facial features and head posture are more precise, directly 
reflecting the driver's mental state. It has good practicability and 
accuracy, so it is a more suitable method to detect driver fatigue. 

In this paper, it mainly proposes OpenMV based fatigue driving 
tracking and detection method. OpenMV is used as the camera to 
collect images, and the images are sent to PC through serial 
communication. Dlib feature point model is used to locate the 
detected driver's facial features, and the aspect ratio of eyes can 
identify whether the driver opens eyes or not. Fatigue detection is 
carried out by blinking frequency, and driver fatigue tracking 
detection is carried out by being combined with the cradle head 
system. 

2. Materials and Method  

Fatigue driving cradle head tracking and detection system is 
mainly composed of image acquisition and transmission module, 
cradle head tracking face module and fatigue detection module. Its 
system flow chart is shown in Figure 1. 

Start   

OpenMV take 
pictures

Serial port sent to 
PC

Human eye feature 
extraction

The fatigue test

Center position 
detection

cradle head 
tracking

Returns the center 
position 

coordinates

 
Figure 1: System Flow Chart 

2.1. OpenMV Introduction 

OpenMV is an open-source, low-cost and powerful machine 
vision module, as shown in Figure 2. 

 
Figure 2: OpenMV Camera 

It takes STM32F427CPU as the core and integrates the 
OV7725 camera chip. On small hardware modules, the core 
machine vision algorithm is efficiently implemented in C language, 
and the Python programming interface is supplied. Its 
programming language is MicroPython. MicroPython is a type of 
Python. Its syntax is as easy and practical as Python. By using 
MicroPython, we can program our own projects. It has built-in 
color recognition, shape recognition, face recognition, and eye 
recognition modules. Users can use machine vision functions 
provided by OpenMV to add unique competitiveness to their 
products and inventions.  

2.2. Anaconda Introduction   

Anaconda is a release version that contains 180+ scientific 
packages and their dependencies. Scientific packages include: 
Conda, Numpy, Scipy, etc. Anaconda is open-source and the 
installation is simple. It can use Python and R languages with high 
performance and has free community support. When we perform 
driver fatigue detection, we can directly import some 
corresponding libraries as shown in Figure 3. 

 
Figure 3: Anaconda Interface 

2.3. Image Acquisition and Transmission  

The fatigue tracking and detection system is mainly composed 
of OpenMV and PC. 

Firstly, image collection is carried out at the OpenMV end. 
UART is asked to transmit image information to the Anaconda end, 
and the serial port is initialized. Then, reset the sensor and camera, 
set the size of the picture to 240*160, and perform a series of 
preprocessing on the picture, such as grayscale. When installing 
OpenMV, the camera is placed upside down in order to ensure 
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stability of the camera, so the flip function should be added to flip 
the picture. The OpenMV connection diagram is shown in Figure 
4. 

 
Figure 4: OpenMV Connection Diagram 

After initialization, the pictures are transmitted, using the read 
function to read four bytes, and if it is "snap", a frame of image is 
sent. 

In the anaconda side, first initialize the serial port, reset the 
input and output buffers, send the "snap" to get the image, and read 
the size and data of the image. 

2.4. Feature Extraction and Fatigue Detection of Human Eyes  

This paper is based primarily on the 68-feature point detection 
model of the Dlib library, and the feature point recognition test is 
carried out at first. Dlib is a face alignment algorithm based on 
regression tree. Firstly, import dependent libraries on the 
Anaconda side, such as OpenCV, Dlib, NumPy, etc. And import 
the Shape_Predictor_68_Face_Landmarks model. Read the image, 
import the rectangular face frame, and print out the 68 feature 
points in a circular manner, as shown in Figure 5.   

 
Figure 5: Feature Point Printing 

The feature points used in this paper are that of both eyes, 
namely 36-48 points. Whether the driver is tired can be judged 
through the aspect ratio of eyes (EAR) [21–23]. There are 6 feature 
points for both left and right eyes, and the 6 feature points P1, P2, 
P3, P4, P5 and P6 are the points corresponding to the eyes in the 
facial feature points. This is shown in Figure 6. 

 
Figure 6: Eye Feature Points 

When the state of eyes turns from open to close, the aspect ratio 
will change. The formula of EAR is as follows: 

EAR= �|P2-P6|�+�|P3-P5|�
2�|P1-P4|�

                         (1) 

In the formula, the numerator calculates the distance of the 
feature points of the eye in the vertical direction, and the 
denominator calculates the distance of the feature points of the eye 
in the horizontal direction. Since there is only one set of horizontal 
points and two sets of vertical points, the denominator is multiplied 
by 2 to ensure that both sets of feature points have the same weight. 

Considering that the size of the eyes varies from person to 
person, the area of the eyes also changes dynamically due to the 
influence of the scene and the movement of the head, the degree of 
opening of the eyes is relative to its maximum open state. The 
detection results obtained after the average threshold [24–26] is set 
as 0.2 in the general algorithm are very inaccurate. Therefore, the 
average calculation method is adopted in fatigue detection in this 
paper: 30 times of data is collected first, and the average value is 
taken as the threshold, as showed in Table 1. The fatigue threshold 
of the driver is detected in advance, which significantly improves 
the reliability and accuracy of the algorithm. 

Table 1: EAR Average  

Number  EAR 
1 0.23 
2 0.26 
3 0.27 
4 0.30 
5 0.32 
6 0.33 

average 0.28 

By calculating the average aspect ratio of eyes, the threshold of 
eye fatigue is set as 0.28. If the EAR is bigger than it, the eyes are 
considered to be open. If the EAR is smaller than it, the eyes are 
considered to be close. See Figure 7. 

 
Figure 7: Eyes Open 

PERCLOS (Percentage of Eyelid Closure over the Pupil) is 
defined as the percentage of time (70% or 80%) within a unit time 
(generally 1 minute or 30 seconds) that the eyes are closed. The 
driver is considered fatigue if the following formula is met: 

The calculation formula of PERCLOS is as follows: 

PERCLOS = Eye closure frames 
The total number of frames in the detection period

× 100%
  （2） 
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Referring to relevant literature, the normal interval between 
two blinks is around 0.25 seconds, and people blink more than15 
times per minute, so the PERCLOS value is about 6.25%. 
According to the literature[27, 28], general provisions PERCLOS 
is 20% for fatigue limit, when we apply this method in the human 
eye fatigue test, the goal of driver fatigue detection can be achieved. 

We defined 100 frames of images as a cycle. If 20 frames of 
closed eyes are detected in 100 frames, it would be considered as 
fatigue and output tired, otherwise, output relaxed, as shown in 
Figure 8 and Figure 9, no detection is added shown in Figure 10. 

 
Figure 8: Relaxed 

 

Figure 9: Tired 

 
Figure 10: No Detection Added 

The fatigue detection flow chart is shown in Figure 11. 

2.5. Cradle Head Tracking System 

The cradle head system is composed of OpenMV, 3D printing 
parts, PCB fixing plate, two Micro Steering Gears, and a lithium 
battery. The cradle head system is connected with OpenMV by 
welding pins. The tracking head of OpenMV firstly obtains the x 
and y coordinates of the center of the face, sends the coordinate 
information of the center to OpenMV through the serial port, and 
then controls the movement of the twosteering gears of the head 
by calculating the deviation between the coordinate of the center 
of the face and the center of the picture, to complete the driver's 
face tracking and detection. 

PID control is proportional - integral - differential control, PID 
control is a correction method, that is, a control method defined in 

the principle of automatic control. Import PID and Servo control 
class, in which Servo(1) and Servo(2) are the upper and lower 
Servo, respectively. First, initialize the two parameters, set PID 
parameters as pan_pid = PID ( p=0.25, I =0, Imax =90 ), tilt_pid = 
PID ( p=0.25, I =0, Imax =90 ). When adjusting parameters, keep 
the values of I and Imax unchanged, and manually adjust the value 
of p. Face tracking is realized by controlling the pylon of the 
steering gear. The specific steps can be divided into the following 
steps: 

Input image

Whether 
face is

 detected

Whether eyes 
closed

_tired+1

If _tired>=20

Yes

No

Yes

No

tired

relaxed

 
Figure 11: Fatigue Detection Flow Chart 

• OpenMV for image acquisition. 

• Obtain the coordinates of the center point of the face. 

• Calculate the deviation between the face center coordinates 
and the picture center coordinates. 

• The steering gear moves to realize cradle head tracking. 
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3. Experiment and Results analysis 

3.1. Experiment 

In order to test the effectiveness of the driver fatigue tracking 
and detection algorithm in this paper, and the influence of the 
dynamic tracking system after adding the cradle head on the driver 
fatigue detection effect. We conducted experiments on subjects 
and detected the driver fatigue detection system without the cradle 
head and the driver fatigue detection system with the cradle head 
respectively under the relaxed and fatigue states of the subjects. 
Figure 12 shows the driver fatigue detection system without the 
cradle head. 

 

 

 
Figure 12: Face Tracking and Fatigue Detection without Cradle Head 

Figure 13 shows the tracking process of the fatigue detection 
system after added the cradle head. 

 

   

 

       

 

 

 

 
Figure 13: Face Tracking and Fatigue Detection with Cradle Head 

It is found in the experimental process that the driver fatigue 
detection system with the cradle head can move up, down, left, and 
right with the driver’s face to ensure that face recognition is always 
possible to monitor and distinguish the driver fatigue state in real-
time. 
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3.2. Experimental Results 

In order to test the effectiveness of the driver fatigue tracking 
detection algorithm in this paper, and the influence of the dynamic 
tracking system after adding the cradle head on the driver fatigue 
detection effect. We conducted experiments to identify and detect 
the driver fatigue detection system without the cradle head and the 
driver fatigue detection system with the cradle head respectively in 
two states of objects' relaxation and fatigue, identified and detected 
4055 frames of images in each state, as shown in Table 2 and Table 
3. With the same number of tests, we can clearly compare the 
accuracy of both. 

Table 2: Fatigue Test Results without Cradle Head  

State  Number of tests Wrong number Accuracy 

relaxation 4055 405 90.01 

fatigue 4055 790 80.52 

Table 3: Fatigue Test Results with Cradle Head  

State  Number of tests Wrong number Accuracy 

relaxation 4055 320 92.10 

fatigue 4055 600 85.20 

3.3. Analysis of Experimental Results 
When the cradle head system is not added, the test results of the 

driver fatigue detection are listed in Table 2. In the experiment, 
relaxed and fatigue states were respectively detected,the accuracy 
of the relaxed state reached 90.01% and the fatigue state only 
reached 80.52%. It can be seen from the results that there are still 
problems in the static fatigue detection system. 

An image in error detection is extracted, as shown in Figure 14. 
Owing to the change of the driver's head position during the 
driving process, face recognition cannot be achieved, so the fatigue 
state of the driver cannot be detected, leading to low accuracy of 
fatigue detection results. 

 
Figure 14: No Face Detected 

After adding the cradle head system, the driver fatigue 
detection test results are listed in Table 3. It can be seen from the 
results that the detection accuracy of the driver in the relaxed state 
reached 92.1%, and the accuracy of the fatigue state also reached 
85.2%. Comparing with the fatigue detection results without the 
cradle head, accuracy improved by 2.09% in the relaxed state and 
4.68% in the fatigue state. The accuracy of fatigue detection and 
identification is improved obviously. At the same time, the 
dynamic tracking effect is also very good. 

4.  Conclusion 

In this paper, OpenMV is used as a camera to collect driver 
images and transmit them to the PC through the serial port. The 
driver's face position was tracked by the cradle head system. The 
face key point detection algorithm based on integrated regression 
tree was adopted to locate 68-feature points in a small part of the 
face area, and the location information of human eye feature points 
was extracted from the key point information obtained. The open 
and closed states of human eyes were determined by EAR, the 
blink frequency is used to judge driver fatigue. And the detection 
method of open and closed eyes for the discrepancies of different 
drivers' eyes sizes was proposed. Then the center point of the face 
is transmitted back to the head so that the system can continuously 
track the face. 

Through experiments, this paper proposes that the cradle head 
system can track well. The accuracy of the driver fatigue detection 
system with dynamic tracking can reach 92.1% and 85.2% 
respectively in relaxed and fatigue states, which effectively 
reduces the detection errors caused by the deviation of the driver's 
face position and improves the accuracy of the driver fatigue 
detection. 

The driver fatigue detection system can detect the abnormal 
state of the driver as early as possible and effectively avoid the 
occurrence of traffic accidents. 
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 Organizations make use of different tools and methods to test and evaluate software, for 
quality and appropriateness purposes. However, many organizations are unable to perform 
multiple testing activities (manual, automation and performance testing), using a single 
tool. As a result of limitation of some tools, some organizations are hampered in their 
attempt to test software, which affect productivities. This is a challenge that has for many 
years, caused severe problems for some organizations, affecting their time to respond to 
business change. The challenge is associated with the lack of framework to guide 
complementary use of multiple tools when carrying out software testing. This study employs 
the case study and the interpretivist approaches. From the findings, a decision support 
system (DSS) framework was developed, which can be used guide testing and evaluation of 
software in an organization. Also, the DSS is intended to support and assist software 
engineers, developers and managers in identifying the factors that influence their decisions 
from both, technical and non-technical perspectives, when testing software.  

Keywords:  
Software Testing 
Software Evaluation 
Decision Support System 

 

 

1. Introduction  

The software process offers the flow of the software and 
expands the assurance of the software product under production 
[1]. This first step of test planning is the creation of the test plan 
which ensures that the testing activities are adhered to and 
determines precisely what the testing is meant to achieve. The test 
plan specifies the items to be tested, the level of testing, the 
sequence of testing, the manner in which the test strategy will be 
applied to each item, as well as the description of the test 
environment [2]. With such details the test plan establishes a clear 
indication to stakeholders, pertaining to the software testing. 

Software testing methods are basically the approaches that 
can be adopted to test and evaluate software within the 
organization. It points out the direction to follow when conducting 
software testing. According to Mishra, the two most used types of 
testing methods are black box (functional) and white box 
(structural) testing [3]. Black box testing is also referred to as 
behavioral testing whereby the software is tested without the 
knowledge of the internal workings of the software [4]. White box 
testing is where the software tester knows the internal workings 
of the software [5]. In practice, when performing white box testing, 
the software tester is granted access to the code, to test the 
software [6]. 

At times, it can be surprisingly difficult for people to make 
decisions, especially when they do not understand the root cause 
of the problem. Thus, for the decision-makers to overcome limits 
and constraints encountered, they need decision support systems 
(DSS) to assist them in making difficult decisions for solving 
complex problems [7]. Decision-making is one of the essential 
activities of business management and forms a huge component 
of any process of implementation. Over the years, various DSSs 
were developed to support decision-makers at all levels in 
organizations including systems that could support problem 
structuring, operations, financial management and strategic 
decision-making, extending to support optimization and 
simulation [8]. In software testing and evaluation as well, DSSs 
can assist managers in making the correct decisions. 

In assisting managers and software developers including 
engineers to make decisions and have support for their processes, 
this empirical study was conducted. The aim was to develop a 
DSS framework that can be used to test and evaluate software in 
an organization. Based on this, four research questions were 
formulated: (1) What are the tools that are used in testing software? 
(2) What are the methods involved in the testing of the software? 
(3) What factors influence the testing and evaluating of software 
in organizations? (4) How can a DSS framework be developed 
and used to address the challenges occurring during software 
testing and evaluation in organizations? 
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The remainder of this paper is logically structured as follows: 
the review of literature related to the study is first presented, 
followed by the methodology that was applied in achieving the 
aim of the study. The data analysis and findings follow 
respectively. The DSS framework and discussion, which are 
based on the findings are presented before the conclusion.  

2. Literature Review 

The software automation tools enable software testers to 
create scripts that can run automatically to test the software. 
Software automation is valuable to enhance the tester by 
performing tasks that are tedious, if not impossible for a human, 
or are more cost effective to automate [9]. Automation testing is 
when the tester writes scripts for testing the software. Such scripts, 
running over and over again at no additional cost, are much faster 
than manual tests, and capable of reducing the time to run 
repetitive tests from days to hours. Manual testing is considered 
time consuming, resource intensive and allow some defects to 
remain uncovered [10]. Therefore, automation testing tools are 
there to help uncover defects.   

Automated testing diminishes the cost of producing software 
while simultaneously increasing its reliability [11]. Due to the 
complexity and increasing size of the software, testing efforts are 
expected to increase. Therefore, automation testing arises as a 
practical necessity to reduce time and cost [12]. Furthermore, 
automation testing reduces the amount of manual work, 
increasing high coverage by executing more test cases and 
eliminating human errors especially when people tire after 
multiple repetitions [13]. Automation testing will also likely 
rectify some of the other problems, but it certainly is not a panacea 
for solving all problems [14]. In fact, it is always best to possess 
the skills for utilizing automation tools because without these 
skills, it is pointless possessing such tools. 

The test process describes the test analysis and design as the 
activity of designing the test cases using the techniques selected 
during planning [15]. This can be successfully achieved if the 
software tester understands the user requirements. However, if the 
software tester fails to understand the user requirements and 
architecture software under test, it would not be possible to create 
test cases which will reveal more errors in a shorter amount of 
time [16]. A test case outlines the steps required to test any 
functionality of the software and contains the expected and actual 
results [1]. Such a comparison means the software tester can 
readily determine whether the software under test satisfies the 
requirements or functions properly. These test cases could be 
captured in a spreadsheet or a testing tool if the organization has 
one. 

DSSs are designed to assist individuals or groups with 
decision-making and solving problems. DSS is described as 
“interactive computer-based systems that help people use 
computer communications, data, documents, knowledge and 
models, to solve problems and make decisions” [17]. Also, the 
DSS is considered to replace human decision-making as they 
assist humans to make informed decisions regarding problems 
they are facing, thereby enhancing the decision-making process. 
DSSs are not designed to automate decisions but to fairly support 
decision making because they are flexible enough to react to 
changing requirements [18]. Typically, most DSSs have three 

main components: a model system, a data system and user 
interface [19]. 

Each component fulfils its particular activity within the DSS. 
The data relating to the problem is stored in the knowledge base, 
the model generates decisions based on the content of the 
knowledge, and the user interface allows users to build models 
and attain decision support through the adjustment of input 
parameters [20]. DSSs are available to managers in support of 
decision-making processes for solving complex issues [21]. 
Therefore, decision makers can utilize these tools to compile 
useful information from documents, raw data, and personal 
knowledge to make decisions in solving problems. Some DSSs 
give structured information directly to managers and store 
knowledge which is availed to managers anytime deemed 
necessary [22]. 

3. Methodology 

The qualitative approach enables researchers to capture the 
thoughts and feelings of the research participants, leading to an 
understanding of the meaning that people ascribe to their 
experiences [23]. As it provides rich descriptive accounts of the 
phenomenon under investigation [24], it is concerned with 
addressing the social aspects of the world and seeks to find 
answers regarding people's behavior, opinions, cultures and 
differences between social groups [25]. Qualitative research is 
effective in understanding and explaining complicated situations 
by obtaining daily knowledge to create theories [26]. 

A case study as “a contemporary phenomenon within its real-
life context, especially when the boundaries between a 
phenomenon and context are not clear and the researcher has little 
control over the phenomenon and context” [27]. A high-quality 
case study puts emphasis on rigor, validity, and reliability [28]. In 
addition, a case study is suitable in an environment where there 
are large numbers of variables in a small number of applied units 
of analysis where the context is of great importance [29]. Three 
South African based organizations were used as cases in the study. 
Some details about the organizations are provided below. Twelve 
private and public organizations were identified, of which only 
seven had software testing units. From the seven, only three were 
prepared to participate in the study. 

3.1. Mootledi Logistics  

Mootledi Logistics is in Kempton Park, Gauteng province. It 
is a car rental organization that renders services locally and 
internationally. It relies on software it purchases from vendors as 
well as the software it develops in-house to serve its customers 
and perform day-to-day duties. However, such software requires 
testing and evaluating prior to its deployment into production to 
ensure that business continued as usual without interruptions. 
Participants who were involved for the purpose of this study were 
the employees of Mootledi Logistics. Initial interviews and 
follow-up interviews were conducted at the organization’s 
premises in Kempton Park.  

3.2. Mmuso Technologies  

Mmuso Technologies is in Centurion, also in Gauteng 
province, with branches in various provinces around South Africa. 
Mmuso Technologies is responsible for providing government 
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departments with software solutions to fulfil their duties. Once the 
software is developed, tested, and evaluated it is then accepted by 
the government department that requested it, and adopted to 
perform day-to-day activities of that particular department. The 
software is used to render necessary services to the citizens of the 
Republic of South Africa. Participants who were involved for the 
purpose of this study are the employees of Mmuso Technologies.  

3.3. Bokamoso Solutions  

Bokamoso Solutions, situated in Illovo, Gauteng, is an 
organization which invests in research to ensure its convergence 
and relevance to the industry, thereby providing solutions that add 
value to its market base. Bokamoso Solutions employees are 
based at the client site to offer their specialized services. Those 
services include software development, infrastructure 
management, software testing and consulting. 

The semi-structured interview technique was used to collect 
data from participants from the three organizations. As shown in 
Table 1, a total of thirty-nine people (technical x 28, business x 
11) participated in the study. The interview was concluded at the 
point of saturation, which means that new information was not 
forthcoming. 

Table 1: Participants in data collection 

Case Technical (IT) Non-Technical (Bus.) 

Mootledi 
Logistics 

 

Project Managers x1 Business Managers x1 
Software Developers x2 Business Analysts x1 

Software Testers x2 Business Users x1 
Systems Analysts x1  
Support Specialist x1  
IT Managers x1  

Mmuso 
Technologies 

 

Project Managers x1 Business Managers x1 
Software Developers x2 Business Analysts x1 
Software Testers x3 Business Users x1 
Systems Analysts x1  
Support Specialist x1  
IT Managers x1  

Bokamoso 
Solutions 

 

Project Managers x2 Business Managers x2 
Software Developers x3 Business Analysts x1 
Software Testers x2 Business Users x2 
Systems Analysts x2   
Support Specialist x1  
IT Managers x1  

Total 28 11 
In this study, data was analyzed using the hermeneutic 

technique from the interpretive approach. Hermeneutic was 
selected as it allows for a phenomenon to be studied subjectively. 
Hermeneutic focuses on reality as a human contrast, which can 
only be understood subjectively [30]. 

In conducting the analysis, the hermeneutic method of the 
interpretivist paradigm was applied. The Hermeneutic focuses on 
how humans construct meanings socially [31]. The method was 
applied to the following:  

i.  the meanings which individuals give or associate to events 
and artefacts. 

ii.  how those meanings manifest while providing health 
services. 

iii.  how the meanings were used to interact with the rules and 
regulations within the environment.  

4. Data Analysis 
The data from the three cases were combined. The analysis 

was conducted based on the research questions:  

4.1. What are the tools that are used in testing software? 
Software testing can be performed manually or with software 

testing tools, tools which are either free, open source or 
proprietary software. Open-source tools are often provided freely 
by those who developed them, free to be downloaded from the 
Internet. Proprietary tools, on the other hand, are commercialized, 
which means that they require licensing rights per user. The tools 
can be cost prohibitive, making affordability difficult for some 
organizations, from a purchase point of view. As a result, some 
organizations opt for using a Microsoft spreadsheet to capture test 
requirements, test cases and log defects. Other organizations 
though, can afford to invest larger amounts of money in software 
testing. This investment is used to set up independent software 
testing teams and purchase software testing tools that enable them 
to more readily perform various types of testing.   

However, there is no single software testing tool that allows 
an organization to perform multiple testing activities such as 
manual, automation and performance testing. As a result of tool 
limitations, the organization fails to achieve its objectives in 
conducting end-to-end testing. Software testing needs to cover all 
requirements, both functional and non-functional. Therefore, the 
software testing team cannot claim to have produced quality 
software if they have only covered functional requirements or 
non-functional requirements as opposed to both. Consequently, 
organizations need to acquire these tools to cover the entire 
spectrum of software testing. For organizations it is costly, but for 
the companies producing these tools, it is profitable. The main 
reason for separating these tools is for the suppliers to make 
profits.  

Having explored all three cases, one organization opted 
purely for open-source tools. However, they could not use 
Selenium effectively to perform automation testing because they 
relied on self-training. There was therefore not enough time for 
them to learn because they were also involved in the development, 
testing and evaluation of the software. As there was no 
independent software testing team, there was a lack of skill 
regarding software testing in this organization. As a result, poor 
quality software was produced.  

The second organization purchased IBM rationale tools 
which enabled them to capture test requirements, test cases and 
log defects. Due to low budget, however, they adopted JMeter 
(open source) for performance testing. At least they had an 
independent software testing team, a manual testing tool and a 
performance testing tool. They had the advantage of producing 
quality software because they were able to cover both functional 
and non-functional testing. The only disadvantage was that they 
did not have an automation tool to accelerate the testing and 
evaluation of the software. Therefore, they required too many 
testers to perform manual and functional testing.  

4.2. What are the methods involved in the testing of software? 

Software testing methods are the approaches that can be 
adopted by the software testers to test and evaluate software 
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within the organization. Thus, software testers are trained and 
equipped with the necessary testing knowledge to assist with 
testing the software. These testing methods include black box and 
white box testing which have been discussed extensively in the 
introduction. Experienced software testers know which testing 
methods to follow and when. For example, black box testing is 
performed when the software tester does not know the internal 
workings of the software. Those who know the internal workings 
of the software and have programming knowledge perform white 
box testing. Software testers with limited knowledge of the 
software conduct grey box testing. 

Not anyone is qualified to be a software tester. Software 
testing is a career field just like software development, project 
management and business analysis. There are international 
software testing standards approved by ISO which need to be 
adopted to produce quality software. Software testing is process-
oriented; therefore, software testers must follow testing processes 
and frameworks to deliver quality software. It is an intense 
process which requires software testers to carefully follow a set 
of steps, instructions, guidelines and policies to produce quality 
software. The lack of framework, standards and procedures within 
the organization compromises the software quality. It is like 
picking up someone from the street who does not have a clue 
about software testing and simply instructing them to test the 
software. 

4.3. What factors influence the testing and evaluating of software 
in organizations? 

Software is a product and therefore, like every product 
released to the public or organization, needs to undergo testing. 
The software testing team needs to verify and validate whether the 
software behaves as expected. They need to test and evaluate both 
the functional and non-functional requirements of the software. 
Performing functional testing enables software testers to detect 
defects which could be fixed while the software is still undergoing 
testing. Detecting defects in production is risky because it hinders 
business, it taints the image of the organization and impacts 
negative customer reaction. Quality software that sustains and 
enables organizations to be competitive must be delivered to 
businesses. However, should the software work as expected, it 
does not necessarily mean it will automatically function, without 
testing the non-functional requirements. Performance testing is 
necessary to determine the response and stability of the software 
under countless workloads. It measures the quality attributes of 
the software such as scalability, reliability, and resource usage. 
Some public and private companies in Gauteng province 
encountered performance challenges whereby their software 
could not handle the load of users accessing their software. 
Therefore, it is vital for businesses to cover all the requirements 
when testing the software. 

4.4. How can a DSS framework be developed and used to address 
the challenges occurring during software testing and 
evaluation in organizations? 

The analysis and interpretation of the data indicate that if the 
challenges that occurs during software testing and evaluation are 
not addressed, they will continue to impact the quality of the 
software negatively. The consequences of not addressing these 

challenges will result in the software project not being 
implemented or perhaps worse, being implemented with defects. 
As a result, the organization’s challenges will negatively impact 
business and customers.  

From the analysis, certain factors were found to clearly 
influence the testing and evaluation of software. Based on the 
interpretation of these factors, a framework was developed. The 
DSS framework for testing and evaluating software was designed 
to assist with addressing the challenges occurring during the 
testing and evaluation of software in organizations. 

4.5. How the objectives of the study were achieved 
From the analysis of the data, interpretation was carried out. 

This was to further gain a deeper understanding of the factors that 
influence decisions that are made in software testing. The factors 
were used to develop a DSS. The interpretation is grouped into 
four categories to ease understanding as follows: 
• Examine and understand the tools  

This was primarily to examine and gain an understanding of 
how manual, automation and performance testing was carried out 
for software testing. There was an evident lack of management 
buy-in within the organization. It was evident that management 
was not willing to invest money in software testing. Firstly, there 
was no independent software testing team to test and evaluate the 
software in order to produce the quality of software within the 
organization. Employees who specialized in other fields such as 
business analysis and software development were tasked to do the 
software testing. As software testing is a specialized skill, the 
organization needed to utilize trained software testers to perform 
software testing. Secondly, free open-source software testing 
tools were adopted: instead of purchasing proprietary tools, the 
organization settled for free open-source software testing tools. 
Employees researched these tools, trained themselves on these 
tools and adopted those tools. However, they could not fully 
utilize the tools but used it only to perform automation testing. As 
a result, proper quality software could not be achieved, but this 
research objective. 

• Explore and understand methods  
The approaches adopted for testing software, white or black 

box was examined. The following factors indicated that quality 
was not taken seriously: process-oriented, lack of framework, lack 
of standards and procedures, software evaluation. Software 
testing is process-oriented. It is an intense process which requires 
software testers to follow a particular set of steps, instructions, 
guidelines and policies to produce quality software. Therefore, if 
the organization does not have a dedicated software testing team 
trained to perform software testing, they would not know how to 
test, what to test and when to test what. As software testing is 
procedural, software testers follow a particular sequence to 
execute their testing activities. Also, if there is no testing 
framework, no testing standards and no procedures, employees 
would not know how to test and evaluate the software. As a result, 
quality software cannot be delivered. This objective was also 
achieved. 

• Examine the factors  
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We wanted to examine the factors that trigger software 
testing, which at the same time influences the testing and 
evaluating of software in an organization. Organizations rely on 
software for competitiveness and sustainability. Therefore, 
organizations must continue to develop software while also 
enhancing existing software. It is evident that this creates a need 
and influences the software testing and evaluation in 
organizations. However, in order for the software testing team to 
be able to test, they require documentation such as business 
requirement specifications and technical design specifications. 
They must follow testing standards and procedures when 
conducting software testing. Both functional and non-functional 
requirements must be integrated to achieve quality software. 
Various teams interact and work together to deliver quality 
software. Therefore, this objective was achieved. 

• Based on the findings from the aim as stated above, a DSS 
framework is created 

The aim of this DSS framework is to address the challenges 
that occur during software testing and evaluation in organizations. 
The DSS framework for testing and evaluating software in 
organizations was achieved based on the findings from the three 
selected organizations. Therefore, any organization either private, 
small to medium, or public may adopt this framework in testing 
and evaluating software. This framework, when followed, will 
guide the organization in delivering quality software. 

5. DSS Framework for Testing and Evaluating Software 
From the findings and interpretation thereof, seven factors 

were found to have a critical influence on the testing and 
evaluation of software within an organization: requirements, 
methodology, filtering, repository, governance, assessment, and 
institutionalization. Figure 1 depicts these factors and how they 
relate to each other. Each of the factors consist of phases 
(P1 . . .P+n) in the sequential order of the activities. Some of the 
activities can be implemented in parallel. For example, policy, 
standard and principles within governance can be carried out 
concurrently. To understand the framework, the discussion should 
be read in conjunction with the factors mentioned in Figure 1 
below. 
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Figure 1: DSS framework for testing and evaluating software 

5.1. Requirements 

In an organization, software testing and evaluation 
requirements could be either functional or non-functional, in both 
business and technical units, respectively. The functional 
requirements basically describe what the software should do. 
Some of the typical functional requirements include factors such 
as business rules, authentication, external interfaces, reporting 
and administrative functions. The non-functional requirements 
describe how the software should technically behave within the 
environment. Non-functional requirements cover all the 
remaining requirements not covered by the functional 
requirements. The non-functional requirements specify the 
criteria used for the assessment of software in an organization. For 
example, the software should be able to coexist with other 
software in the environment. Also, the non-functional 
requirements elaborate a performance characteristic of the 
software. Some characteristics of non-functional requirements 
include response times, throughput and utilization of the software. 

Manual software testers and automation testers extract the 
functional requirements from the business requirements they 
receive from the business analysis team. These functional 
requirements enable the creation of test requirements and test 
cases which are then captured in the software testing tools adopted 
by the organization. A test case outlines the steps required to test 
any functionality of the software and contains the expected and 
actual results [1]. Test cases are basically scenarios that have been 
identified from the requirement specification. These test cases can 
be automated by automation testers to assist the manual testers 
with regression testing. Therefore, organizations can purchase 
software testing tools or utilize open-source tools, depending on 
the investment the organization is willing to make in software 
testing. 

Performance testers make use of non-functional requirements 
to test the performance of the software, monitoring the software’s 
continuous load on the network. For example, potential leaks can 
be detected in memory utilization along with analysis of 
performance degradation and how the software copes under 
strenuous use. Performance testing is also performed through 
software testing tools adopted by the organization. Testing 
concurrent authentication, for example, means that a hall would 
be filled with a number of users that need to log in concurrently 
on the software tested. As it would be too expensive to get, for 
example, 1000 users in the same room to log into the particular 
software at the same time, a database nowadays locks input into 
the database for creating records per user. Therefore, it queues the 
input and creates individual records in the database. 

Both functional and non-functional requirements get stored 
in the software testing tool used by the organization. Some 
organizations that do not have these tools, create test cases on 
spreadsheets and store them in a repository such as Microsoft 
SharePoint, Hyperaware, intranet or a shared drive. This storage 
enables any other team that might need that information to easily 
retrieve it. 

5.2. Methodology 

Software testing methodologies are the different ways of 
ensuring that the software under test is fully tested. Methodologies 

http://www.astesj.com/


R.A Ibitomi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 303-310 (2021) 

www.astesj.com     308 

and tools are selected and implemented based on organizational 
requirements. Software testing methodologies encompass 
functional and non-functional testing to validate the software 
under test. The testing methods include unit testing, integration 
testing, system testing and performance testing. As software 
increases in complexity and is enmeshed with the large number of 
different platforms and devices that need to be tested, it is more 
important than ever to have robust testing methodologies, 
ensuring that software being developed, has been carefully tested. 
This is to ensure that the software meets its specified requirements 
and can successfully operate in all anticipated environments with 
the required usability and security. 

The software testing methodology has a definite test 
objective, test strategy and deliverables. Irrespective of which 
software development methodology (traditional or agile) has been 
adopted within the organization, the testing methodologies stated 
above can be applied in the testing and evaluation of software 
depending on the scope of the project. However, to successfully 
apply some of these methodologies, software testers require 
software testing tools. For example, performance testing is 
performed to determine the performance of the software or 
network in terms of response, speed and stability, under a 
particular workload.  

Both human and non-human actors are dependent on each 
other to test and evaluate software. This is to ensure that quality 
software is delivered to those who requested it. Software testers, 
including manual, automation, and performance, require software 
testing tools to perform various types of software testing, as stated 
above. These tools could be proprietary or open source. 
LoadRunner is a tool that can be used in determining the 
performance and outcome of the software under load [32]. 
Software testing tools enable software testers to successfully 
perform their duties. 

5.3. Filtering 

Filtering in software testing and evaluation is a process of 
removing unwanted functionality or defects from the software, a 
process guided by requirements as illustrated in the framework 
(Figure 1). The main activities of the process are as follows: (1) 
capture the software into the systems; (2) thereafter the software 
is assigned to a domain; (3) this is put in a queue; (4) and then it 
is allocated to personnel for testing and evaluation. The fact is that 
human beings are prone to making mistakes. For example, the 
business analysts can incorrectly state the business rule in the 
requirement specification or specify a requirement ambiguously. 
If the mistake is not detected by the software developer, the 
business rule will be built into the code and the software will not 
behave as expected. When software testers are testing the software, 
the incorrect business rule would be detected as a defect because 
the software will not be functioning as expected. Therefore, 
detecting such defects filters unwanted functionality from the 
software. Regarding ambiguous requirements, the software tester 
will not be in a position to create some test cases due to unclear 
requirements. As a result, clarity regarding those requirements 
would be required from the business analyst. This, then, is the 
filtering process in terms of requirements. 

When compiling test plans, the test managers can identify 
risks from the requirement specifications. Also, during execution 

of test cases, risks could be identified which might impact 
detrimentally on the quality of the software. These risks must be 
mitigated to produce quality software. Defects detected and 
logged during the testing and evaluation of software form part of 
the filtering process and it is the responsibility of the software 
testing team to filter all unwanted materials from the software 
under test in their efforts to deliver quality software. 

5.4. Repository 
A repository generally refers to a central place where 

information gets stored, accessed and maintained. The repository 
is defined by the organizational requirements. Activities of 
governance and assessment including the methodology and tools 
that are applied for testing and evaluation are stored in the 
repository, primarily to enable and support the ease of access to 
stock of organizational knowledge, which fosters quality testing 
and evaluation of software. Additionally, a repository enables 
control of organizational stock. Thus, those who wish to access 
the information that is stored in the repository must apply for 
access to retrieve whatever information they seek. All materials 
or information stored in the repository must be secured at all times 
to protect organizational information against attack and leakages.  

There are other documents prepared by the software testing 
team which include statements of work, test plans and closure 
reports which must also be stored in the repository for audit 
purposes. Auditors require these documents during auditing to 
validate how the organization tested and evaluated their software. 
This information assists them in compiling their audit reports for 
the organization they are auditing. Also, the information that 
resides in the software testing tools such as test cases, execution 
of those test cases and defects logged and fixed for particular 
software, assists auditors in validating whether or not the software 
was tested and evaluated according to software testing standards. 
All these audit findings aid the organization in fixing their 
mistakes and improving how they test and evaluate software. 

5.5. Governance 
Governance plays a pivotal role in the process of evaluating 

the quality of the software. Governance includes policy, standards 
and principles which can be applied to the process of software 
testing and evaluation concurrently. Governance involves the 
definition of organizational test processes, test documentation and 
the derivation to testing techniques. The software testing process 
affords the organization with governance on ways to implement 
the adopted testing policy, standards and principles that aid the 
stakeholders to deliver quality software. Test governance enforces 
compliance to the organization’s testing process. Governance also 
ensures that the testing processes are continually improved to 
ensure the constant, uninterrupted delivery of quality software.  

Key documentation such as the test policy and the 
organizational test strategy requires management support as these 
documents form part of the organizational test processes. The 
testing processes can be broken into three parts: organizational 
and dynamic test processes, and test management processes [33]. 
All three test processes have key documentation that goes along 
with them for a successful testing organization. The test policy, 
for example, defines the overall principles that guide testing in the 
organization. This document is the primary testing document 
informing the entire testing organization of why software testing 
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is performed. All other testing documentation and processes are 
based on the test policy. It should include the test policy statement, 
policy principles and testing standards, as it is the foundation 
provided for the testing processes [33]. 

There are various standards available in the testing industry, 
IEEE’s is common because it has a series of five standards [33]. 
The purpose of the standards is to provide generally acceptable 
methods of testing across the entire testing industry. 
Organizations can choose to comply fully with these standards or 
opt for partial compliance. The standards are not only limited to 
international standards, the organization can still produce and 
implement internal testing standards that can best fit the local 
context of their organization.  

The principles of software testing, regarded as the beliefs of 
the testing organization, remind the software testers within the 
organization of the reason they test and how they test in the first 
place. The principles form the foundation of the software testing 
organization and are clearly articulated in the testing policy. These 
generally accepted testing principles are formulated by testing 
industry bodies like the International Software Testing 
Qualifications Board (ISTQB). These principles form part of the 
early training and development curriculum in software testing. 

5.6. Assessment 

Assessment promotes quality of software in an environment. 
Thus, many organizations find value in benchmarking their 
progress to improve their processes through assessment. 
Organizations that develop or enhance existing software have test 
processes in place to test and evaluate their software. The software 
testing processes begin with test planning, designing of test cases, 
preparing for execution and evaluating status till the test closure. 
During the test planning, the scope and risks, test approaches and 
testing objectives are identified, enabling the software testing 
team to identify how much testing needs to happen and what 
possible risks might be encountered. 

The next stage is the analysis and design where software 
testers identify test conditions, evaluate the testability of 
requirements and the test environment is set up. During the test 
implementation, test cases are prioritized, and test data is created 
for those test cases and then executed. Once the execution is 
complete, the software testing team reports on the outcome of the 
testing and the closure report is compiled. Organizations that test 
and evaluate software have their own testing processes in place.  

Therefore, organizations must assess their software testing 
process to improve the way in which they conduct software testing. 
It provides the opportunity for the organization to know itself and 
its competition better. As a result, the organization can strive to 
produce quality software that will enable it to out-compete its 
rivals. Through requirements, organizations are able to: identify 
testing objectives, determine the scope of testing, determine 
which testing approaches to employ and determine risks that 
might be incurred during testing. All these activities are 
documented and stored in the repository for future reference. 

5.7. Institutionalization  

Institutionalization is a state of stability that is required in 
software to guarantee quality. It is ways, such as continuous 

assessment and adherence to governance, in which the software 
team performs their daily activities for testing and evaluation of 
software. Iyamu defines institutionalization as the process where 
practices are assimilated into the norm: the ways in which project 
stakeholders perform their testing and evaluation of software, 
finally becomes the organizational norm [34]. Those norms 
should match the internationally agreed set of standards for 
software testing applicable within any organization. By 
implementing these standards, the organization will be adopting 
the only internationally recognized and agreed standards for 
software testing, giving the organization a high-quality approach 
to testing software. 

Such norms become the software testing culture that is 
adopted by software testers within the organization. The culture 
of software quality must be practiced in all parts of the 
organization because quality is essential for success. Software 
teams involve various stakeholders such as project managers, 
business analysts, software developers, software testers, designers, 
product owners and executive. All these stakeholders play a role 
in the quality of the final software. Due to this, they need to align 
their work and practices with agreed international standards, best 
practices and the test maturity levels in order to deliver quality 
software. Quality software enables the organization to compete 
locally and globally with other organizations. 

Finally, institutionalization and norms manifest into the 
organization culture. Organizational culture is a combined means 
of regulating the behavior of employees within an organization 
which diffuses all activities as catalysts for the development and 
growth of the organization [35]. Should the foundation of this 
organizational culture hinge upon incorrect norms, then the 
organization would not be in a position to produce quality 
software. Thus, organizations need to align themselves with the 
best software testing practices, ISO testing processes as well as 
testing maturity models. In so doing, the best organizational 
culture will be practiced by employees. The organizational culture 
must be documented and stored in the repository so that new 
employees joining the organization can learn how quality 
software is produced within the organization. Moreover, existing 
employees can remind themselves of certain practices they may 
have forgotten. 

6. Conclusion 

Organizations are still facing the challenge of ensuring that 
software projects are tested and evaluated successfully so as not 
to disrupt business. However, organizations tend to invest in 
technology and place less emphasis on equipping software testers 
with software testing knowledge and skills. Hence the same 
challenges continue to repeat themselves over the years. The 
contribution of this study is mainly on empirical evidence, giving 
confidence to employers and employees in adjusting and 
managing the processes and activities in the testing and evaluation 
of software in their various organizations. The framework outlines 
the organizational activities, technologies and governance. The 
organizational activities include culture, people and operations. 
Technologies cover the dimensions of the systems, innovation and 
adoption. Governance includes transformation, awareness and 
collaboration. Therefore, IT decisions needed to be made to 
achieve the organizational strategy. This framework can be 
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adopted by any organization that intends to use technology to 
implement its organizational strategy.  
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 The paper presents the technique for the user-friendly numerical simulation of coupled 
oscillators described by the Kuramoto model. Oscillators couplings are defined as arbitrary 
2𝜋𝜋-periodic functions given by the Fourier series. Matlab procedure was developed to 
generate netlist for the equivalent electrical circuit diagram of the Kuramoto model. The 
input data of the procedure include the natural frequencies of oscillators and the amplitudes 
of the couplings harmonics. Kirchhoff equations of the equivalent circuit coincide with the 
equations of the Kuramoto model.  The generated netlists provide obtaining the simulation 
results using standard circuit simulator. These results numerically coincide with the 
transients computed using the original Kuramoto model. The presented examples confirm 
the convenience and effectiveness of the proposed approach. 
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1. Introduction  
This paper is an extension of work originally presented at the 

24th European Conference on Circuit Theory and Design, ECCTD 
2020 [1] and this is refinement of work where we proposed 
simulation tool for analyzing ensembles of oscillators.  

Studying the collective behavior of coupled oscillators is 
fundamental problem that has wide application in nature, science, 
and technology. Simulation of large networks of coupled 
oscillators is actual multidisciplinary problem due to high demand 
in various research areas of including biology, chemistry, physics, 
electronics etc. [2].  

The relevance of this issue has been constantly increasing 
recently due to the growing interest in the study of oscillatory 
neural networks [3, 4], to the problem of mutual injection locking 
of oscillators under parasitic couplings in integrated circuits [5], 
and to various other applications. 

The ensemble of physical oscillators is described by system of 
ordinary differential equations (ODE). Respectively, the analysis 
of the ensemble can be performed by numerical methods for ODE 
solving. This approach is effective for an ensemble with small 
number of simple oscillators [6]. Direct ODE solving of large 
oscillator ensembles requires too high computational effort. 
Therefore, simplified models are required for effective simulation 
of large oscillator systems [7].  

The simplification techniques assume that the coupling 
strength between the oscillators is rather weak [8, 9]. In this case 

the coupled oscillator waveform can be considered to coincide 
with the waveform of this oscillator in free running mode. Then 
the set of system variables includes only the phases of the 
oscillators. 

The most widespread simplified model is the Kuramoto model 
(KM) [4, 9, 10] represented by ODE system with respect to phase 
variables. Kuramoto model describes each oscillator with a single 
phase variable. The oscillatory interconnections are described in 
Kuramoto model by 2π-periodic coupling functions. 

The standard mathematical packages are usually used for the 
KM numerical solving. Most often Matlab software [11] is applied 
(see, for example, [12, 13]). Also, Python codes can be used for 
solving KM ODE system [14, 15]. 

However, using standard software packages leads in practice 
to some difficulties and does not provide effective simulation of an 
ensemble of oscillators in many applied cases. The user needs to 
think through the names of variables, repeatedly include the same 
operators in the code and describe the necessary operations for 
each specific task. This increases the amount of data preparation, 
takes a lot of time and leads to additional user errors. 

For this reason, the development of universal approach and 
software tool to improve numerical efficiency of Kuramoto model 
applications and provide convenient analysis of the simulation 
results is the actual problem of simulation of ensemble of physical 
oscillators.  
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The above limitations are the motivation for the development 
of new numerical approaches that significantly increase the 
usability of applied tools. 

The paper [16] is devoted to this topic. The paper is directed to 
reduce the arisen difficulties in process of the numerical solution 
while KM application. The approach [16] is based on representing 
the KM in the form of the state equations for an equivalent 
electrical circuit and applying an electrical simulation tool to this 
circuit. The obtained circuit simulation results are numerically 
equal to the results of KM simulation.  

However, the implementation of the approach presented [16] 
has the following disadvantages: 

• an equivalent circuit is constructed under the wave digital 
concept [17] which is run on digital signal processors and is 
not suitable for standard circuit simulators;  

• coupling functions in KM can only be represented by 
sinusoids with the same amplitude, arbitrary functions are not 
allowed; 

• considered sinusoidal coupling functions cannot include 
phase delay that leads to the impossibility to analyze some 
important types of coupled oscillators. 

• The contribution of the presented paper is connected with new 
approach that allows to eliminate the limitations of [16]. We 
propose the following principles for constructing KM 
equivalent circuit: 

• the equivalent circuit should be suitable to analyze by means 
of standard circuit simulators. Such a circuit consists of 
standard electrical components which can be described by 
input netlist; 

• coupling functions of arbitrary 2𝜋𝜋-periodic form can be 
considered in KM and specified by truncated Fourier series 
with the given harmonics amplitudes and phases; 

• special-purpose technique to generate the equivalent circuit 
netlist should be applied. 

In comparison with paper [1] the contribution involves 
additional simulation example to illustrate capabilities of the 
developed approach for analyzing oscillator ensembles. 

The rest of the paper is organized as follows. Section 2 
describes the known mathematical forms of the KM equations. 
Section 3 explains the forming the equivalent circuit for a given 
KM. Section 4 outlines the principles for the netlist generation 
procedure. Numerical experiments are presented in Section 5. 

2. Kuramoto Model 

2.1. Basic Model Equations 

KM defines the behavior of a system of N weakly coupled 
oscillators. Each oscillator is characterized by its natural frequency 
(fundamental) 𝜔𝜔𝑚𝑚  and the time-varying instantaneous phase 
𝜃𝜃𝑚𝑚(𝑡𝑡). In its simplest form, corresponding to the initial Kuramoto 
proposal (1) KM is represented as an ODE system [18, 19]: 

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
= 𝜔𝜔𝑚𝑚 +

𝐾𝐾
𝑁𝑁

� 𝑠𝑠𝑠𝑠𝑠𝑠(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚)
𝑁𝑁

𝑛𝑛=1
, 𝑚𝑚 = 1. . . 𝑁𝑁.        (1) 

here K is the coupling strength assumed to be the same for all 
couplings. This form made it possible to obtain estimates of the 
behavior of the synchronized ensemble of oscillators. However, 
the assumption about the same couplings is not met in most cases, 
so more general form of KM was proposed [20, 21]   

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
= 𝜔𝜔𝑚𝑚 + � 𝐴𝐴𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚)

𝑁𝑁

𝑛𝑛=1
, 𝑚𝑚 = 1. . . 𝑁𝑁.     (2) 

here 𝐴𝐴𝑚𝑚𝑚𝑚 is the individual coupling strength between m-th and n-
th oscillators. Form (2) of KM is more flexible tool to represent 
real sets of coupled oscillators. 

The natural extension of KM also considers the external 
periodic force [22, 23] as the excitation with a given phase 𝜃𝜃𝑒𝑒 
applied to internal oscillators. In such case the Right-Hand Side of 
m-th equation (2) is supplemented by external coupling functions 
of the form 𝐴𝐴𝑚𝑚,e(𝜃𝜃𝑒𝑒 − 𝜃𝜃𝑚𝑚) .    

In the simplest case when one oscillator is excited by a single 
stimulus, the KM equation has the form: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝜔𝜔 + 𝐴𝐴𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠(𝜃𝜃 − 𝜃𝜃𝑒𝑒).                              (3) 

The phase of the periodic excitation is 𝜃𝜃𝑒𝑒 = 𝜔𝜔𝑒𝑒𝑡𝑡 where 𝜔𝜔𝑒𝑒 is 
the excitation frequency that in the synchronized mode coincides 
with the oscillator frequency. The oscillator phase is 𝜃𝜃 = 𝜔𝜔𝑒𝑒𝑡𝑡 + ϑ 
where φ is the initial phase of the synchronized oscillator. After 
substituting expressions for phases 𝜃𝜃𝑒𝑒 , 𝜃𝜃  into (3) we obtain the 
algebraic equation with respect to ϑ and the condition of its 
solution existence defining the locking range of the oscillator 

𝜔𝜔𝑒𝑒 − 𝜔𝜔 = 𝐴𝐴𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠(𝜗𝜗) , |𝜔𝜔𝑒𝑒 − 𝜔𝜔| ≤ 𝐴𝐴𝑒𝑒 .                    (4) 

In general case the locking range 𝜔𝜔𝑚𝑚𝑚𝑚 of m-th oscillator under 
the excitation by n-th oscillator is equal to the coupling factor 𝐴𝐴𝑚𝑚𝑚𝑚. 

𝜔𝜔𝑚𝑚𝑚𝑚 = 𝐴𝐴𝑚𝑚𝑚𝑚 .                                          (5) 

System (2) with antisymmetric sinusoidal coupling functions 
always results in a synchronized behavior for a set of identical 
oscillators. However, starting from [24], it was found that some 
dynamical systems of identical oscillators can demonstrate 
unsynchronized states with quasiperiodic oscillations. Such states, 
defined as  chimeras [25, 26], can be represented by KMs with 
additional phase shifts in sinusoidal arguments. Using notation (5), 
we can write: 

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
= 𝜔𝜔𝑚𝑚 + � 𝜔𝜔𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚 + 𝜑𝜑𝑚𝑚𝑛𝑛)

𝑁𝑁

𝑛𝑛=1
,        (6) 

that can also be presented as the sum of sines and cosines due to 
sin(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚 + 𝜑𝜑𝑚𝑚𝑚𝑚) = 𝑎𝑎 sin(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) + 𝑏𝑏 cos(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) . 

KM in the form (6) does not capture some of the effects 
inherent in coupled oscillators. E.g., superharmonic 
synchronization [27] of m-th oscillator under the excitation by k-th 
harmonic of n-th oscillator cannot be taken into account.  Thus, 
more complicated coupling functions are needed, and the most 
general form of KM was defined as [10, 22] 
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𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
= 𝜔𝜔𝑚𝑚 + � ℎ𝑚𝑚𝑚𝑚(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚)

𝑁𝑁

𝑛𝑛=1
.                 (7) 

Here ℎ𝑚𝑚𝑚𝑚(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚)  are 2π-periodic coupling functions that 
are often approximated to desired accuracy using truncated Fourier 
series with sufficiently large number of terms: 

ℎ𝑚𝑚𝑚𝑚(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) = � 𝐴𝐴𝑚𝑚𝑚𝑚
(𝑘𝑘) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑘𝑘(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) + 𝜑𝜑𝑚𝑚𝑚𝑚

(𝑘𝑘))
𝐾𝐾𝑚𝑚

𝑘𝑘=1
.    (8) 

Constant terms in the Fourier series (5) are zeroes (𝐴𝐴𝑚𝑚𝑚𝑚
(0) = 0) 

due to the compensation of nonzero terms by the change of 
fundamentals 𝜔𝜔𝑚𝑚  in (1). Similarly, diagonal entries are also 
assumed to be 𝐴𝐴𝑚𝑚𝑚𝑚

(𝑘𝑘) = 0 for all k. 

Under notations (5) one can represent (8) as 

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
= 𝜔𝜔𝑚𝑚 + � � 𝜔𝜔𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝑠𝑠𝑠𝑠𝑠𝑠�𝑘𝑘(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) + 𝜑𝜑𝑚𝑚𝑚𝑚
(𝑘𝑘)�

𝐾𝐾𝑚𝑚

𝑘𝑘=1

𝑁𝑁

𝑛𝑛=1
. (9) 

Here 𝜔𝜔𝑚𝑚𝑚𝑚
(𝑘𝑘)  is equal to the locking range of superharmonic 

synchronization [13] of m-th oscillator under the excitation by k-th 
harmonic of n-th oscillator. 

2.2. Modified Model Equations  

To enhance the user-friendliness when simulating coupled 
oscillators, we have made some modifications to the KM (9).  

Couplings activation moments were included in the model 
assuming all couplings were initially disabled.  

The activation moment is defined by adding to the coupling 
function time-dependent multiplier 𝑢𝑢(t − 𝜏𝜏𝑚𝑚𝑚𝑚)  were u(t) is the 
unit step function, 𝜏𝜏𝑚𝑚𝑚𝑚  is the coupling activation moment. Then 
coupling function from KM (6) has the form: 

𝑔𝑔𝑚𝑚𝑚𝑚(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚, 𝑡𝑡) = 𝑢𝑢(𝑡𝑡 − 𝜏𝜏𝑚𝑚𝑚𝑚)𝜔𝜔𝑚𝑚𝑚𝑚 𝑠𝑠𝑠𝑠𝑠𝑠(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚 + 𝜑𝜑𝑚𝑚𝑚𝑚) . (10) 

For the coupling functions defined by Fourier series (8), (9) we 
indicate the activation moment 𝜏𝜏𝑚𝑚𝑚𝑚

(𝑘𝑘)  for each k-th Fourier term. 

Main results of KM simulations are presented by oscillator 
phases 𝜃𝜃𝑚𝑚. However, the phase waveforms are often inconvenient 
for analyzing the simulation results due to include a linear 
component. More user-friendly data is represented by 
instantaneous frequency waveforms, that indicate the 
synchronization mode by their constant values. The instantaneous 
frequency in angular (𝜔𝜔𝑚𝑚

𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢) or regular (𝑓𝑓𝑚𝑚
𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢) forms is determined 

as following: 

𝑓𝑓𝑚𝑚
𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 =

𝜔𝜔𝑚𝑚
𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊

2𝜋𝜋
=

1
2𝜋𝜋

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
.                                (11) 

Note that the angular form of the instantaneous frequency 𝜔𝜔𝑚𝑚
𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 

(7) is used in any KM form (1), (2), (6) and (9). This also 
corresponds to the Right-Hand Side of KM. But usually the user 
needs to analyze the frequency in the regular form 𝑓𝑓𝑚𝑚

𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 , so to 
avoid superfluous transforms one can convert KM to a form with 
respect to regular frequencies by dividing it by 2π. Then KM (9) is 
represented as 

1
2𝜋𝜋

𝑑𝑑𝜃𝜃𝑚𝑚

𝑑𝑑𝑑𝑑
=

= 𝑓𝑓𝑚𝑚 + � � 𝑢𝑢�−𝜏𝜏𝑚𝑚𝑚𝑚
(𝑘𝑘)�𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝑠𝑠𝑠𝑠𝑠𝑠�𝑘𝑘(𝜃𝜃𝑛𝑛 − 𝜃𝜃𝑚𝑚) + 𝜑𝜑𝑚𝑚𝑚𝑚
(𝑘𝑘)�

𝐾𝐾𝑛𝑛

𝑘𝑘=1

𝑁𝑁

𝑛𝑛=1

.
    (12) 

where 𝑓𝑓𝑚𝑚 = 𝜔𝜔𝑚𝑚 2𝜋𝜋⁄ , 𝑓𝑓𝑚𝑚𝑚𝑚
(𝑘𝑘) = 𝜔𝜔𝑚𝑚𝑚𝑚

(𝑘𝑘) 2𝜋𝜋⁄ . 

3. Representation of Kuramoto Model by Equivalent 
Electrical Circuit 

The behavior of the oscillator ensemble can be obtained by the 
simulation of the electrical circuit if state equations of the circuit 
coincide with the KM ODE system (12) of the ensemble. Thus, we 
proposed the following structure of the equivalent circuit. 

Each m-th oscillator from KM corresponds to the node in the 
equivalent circuit with the same index m. The voltage of the node 
is equal to the phase of KM (12): 𝜃𝜃𝑚𝑚(𝑡𝑡) ≡ 𝑉𝑉𝑚𝑚(𝑡𝑡). 

The devices connected in parallel to m-th node include: 

1. Capacitor Cm=1/(2π) representing the phase differentiation 
in the left-hand side of (12). The capacitor current is numerically 
equal to the instantaneous frequency of m-th oscillator: 

𝐼𝐼𝑚𝑚
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) = 𝐶𝐶𝑚𝑚 ∙ 𝑑𝑑𝑑𝑑𝑚𝑚 𝑑𝑑𝑑𝑑⁄ = 1 2𝜋𝜋⁄ 𝑑𝑑𝑑𝑑𝑚𝑚 𝑑𝑑𝑑𝑑⁄ = 𝑓𝑓𝑚𝑚

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡).      (13) 

2. Independent current source numerically equal to the 
fundamental of m-th oscillator 

𝐼𝐼𝑚𝑚
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑚𝑚.                                              (14) 

3. Nonlinear current sources correspond to Fourier terms in the 
Right-Hand Side of (9). Each source represents k-th Fourier 
harmonic of a coupling function from m-th to n-th oscillator: 

𝐼𝐼𝑚𝑚,𝑛𝑛.𝑘𝑘
ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡, 𝑣𝑣𝑛𝑛 , 𝑣𝑣𝑚𝑚) =

= �𝑡𝑡 − 𝜏𝜏𝑚𝑚𝑚𝑚
(𝑘𝑘)�𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝑠𝑠𝑠𝑠𝑠𝑠�𝑘𝑘(𝑉𝑉𝑛𝑛 − 𝑉𝑉𝑚𝑚) + 𝜑𝜑𝑚𝑚𝑚𝑚
(𝑘𝑘)�.

               (15) 

here parameters 𝑓𝑓𝑚𝑚, 𝜏𝜏𝑚𝑚𝑚𝑚
(𝑘𝑘) , 𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘), 𝜑𝜑𝑚𝑚𝑚𝑚
(𝑘𝑘) are defined in KM (12). 

One can see that Kirchhoff Current Law (KCL) equations for 
the equivalent circuit with M nodes corresponding to all oscillators 
of KM represent the same ODE system as the initial KM: 

- the KCL equation for the node of m-th capacitor coincides 
with m-th equation of KM (12), 

- the voltage (V) of m-th node is numerically equal to the 
instantaneous phase (rad) of m-th oscillator, 

- the current (A) through m-th capacitor is numerically equal to 
the instantaneous frequency (Hz) of m-th oscillator due to 
(11). 

Note that m-th node in the equivalent circuit (13-15) is floating 
due to the capacitor connection to the current sources. Hence the 
initial capacitor voltage equal to the initial oscillator phase should 
be defined to provide transient simulation. 

The example in Figure 1 represents the equivalent circuit for 
KM of the pair of coupled oscillators. 
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Figure 1: The equivalent circuit for KM of the pair of coupled oscillators. 

Input netlist of the circuit in Figure 1 for oscillators’ 
fundamentals f1=100Hz, f2=102Hz and couplings parameters, 
f12=f21=1Hz, τ12=1sec., τ21=5sec. has the form: 

Input netlist for KM of the pair of coupled oscillators. 
.params inv2pi=0.5/pi    *parameter to define constant 1/2π 
* oscillators (13) 
C1   0   ph1  {1/2π}     
C2   0   ph2  {1/2π} 
* fundamentals (14) 
I1   ph1  0  100 
I2   ph2  0  102 
* couplings  (15) 
B12 ph1 0 I = 1*sin(v(ph2,ph1))*u(time - 1) 
B21 ph1 0 I = 1*sin(v(ph1,ph2))*u(time - 5) 
* initial phases of oscillators 
.IC  𝑣𝑣(ph1) = 0 
.IC  𝑣𝑣(ph1) = 0 

.end    
 

After processing the netlist by LTspice circuit simulator [28] 
one can obtain instantaneous frequencies of oscillators as current 
waveforms of capacitors C1 and C2 (13). Examples of the 
waveforms I(C1), I(C2) are presented in Figure 2. 

The waveforms in Figure 2a are obtained for parameters given 
in the presented netlist. While both couplings at t < 1sec are 
disabled the oscillators produce their natural frequencies f1=100Hz 
and f2=102Hz.  At t=1sec coupling 1-2 is activated but the coupling 
factor f12=1Hz is insufficient (|f1- f2| =2 > f12) to provide 
synchronization  of the oscillator #2 by the oscillator #1. So, beats 
appear in the instantaneous frequency waveform at 1 < t < 5sec. 
After the activation of both couplings at t > 5sec the oscillators are 
mutually synchronized with common frequency 101Hz. 

 
Figure 2: Simulated waveforms of instantaneous frequencies of capacitances 
currents obtained for f1=100Hz and a) f2=102Hz, b) f2=103Hz, c) f2=101Hz 

Figure 2b demonstrates simulation results for an increased 
value of the second fundamental to f2 = 103Hz. results for an 
increased value of the second fundamental to f2 = 103Hz. The 
discrepancy of fundamentals is too large (|f1-f2| = 3Hz) to provide 
synchronization even under the activation of both couplings. 

The decrease of the second fundamental to f2=101Hz ((|f1- f2| 
=1Hz) leads to waveforms in Figure 2c with synchronization under 
both unidirectional and bidirectional couplings. 

4. Automatic Forming of Input netlist by Matlab 
Description of Kuramoto Model 

For the convenience of forming a Input netlist of an equivalent 
electrical circuit, we introduce the naming rules for nodes and 
components of the circuit that is shown in Table 1. 

Table 1: Netlist names corresponding to m-th oscillator. 

m-th circuit components (KM variable) Nota
tion 

Netlist 
name 

m-th node (m-th oscillator) m phm 

Node  voltage (oscillator phase) vm v(phm) 

m-th capacitor Cm Cm 

Capacitor current (instantaneous frequency) 𝐼𝐼𝑚𝑚
𝐶𝐶  I(Cm) 

m-th DC current source (natural frequency) 𝐼𝐼𝑚𝑚
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 Im 

Behavioral current source (coupling harmonic) 
k - harmonic index, m,n – oscillators indexes 

𝐼𝐼𝑚𝑚,𝑛𝑛.𝑘𝑘
ℎ𝑎𝑎𝑎𝑎𝑎𝑎 Bm_n_k 

 

Cm             0     phm      {1/2π};   differentiation operator    

Im            phm     0          fm;          natural frequency 

………………………………………… 

Bm_n_k   phm   0                   k-th harmonic of mn coupling                           

 +  𝐼𝐼 = 𝑢𝑢�t − 𝜏𝜏𝑚𝑚𝑚𝑚
(𝑘𝑘) �𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘) sin�𝑘𝑘�𝑣𝑣(phn) − 𝑣𝑣(phm)� + 𝜑𝜑𝑚𝑚𝑚𝑚
(𝑘𝑘)� 

………………………………………….. 

………………………………………….. 

.IC  𝑣𝑣(phm) = 𝑃𝑃𝑃𝑃𝑃𝑃;            initial phase of m-th oscillator 

One can see from this fragment that the netlist of the equivalent 
circuit contains significant amount of duplicate or redundant text 
data because the same oscillator indexes can be repeated in many 
component names. For example, the oscillator index m is included 
in the name of the node representing the oscillator phase and in the 
name of each component connected to the node.  

Redundancy increases for the netlists with many Fourier 
harmonics (Bm_n_k). In this case  the same indexes of oscillators 
must be presented in each behavioral source (Bm_n_k) both as the 
part of its name and names of reference nodal voltages v(phn). 

To eliminate the redundancy of the input data, we propose to 
generate the Input netlist using the procedure based on the 
description of interacting oscillators in compact form without data 
duplication. The form is convenient for filling out by the user. 
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When developing the procedure, we firstly changed the set of 
primary parameters in favor of relative values. Considering that 
KM is applicable to the ensemble of oscillators with close natural 
frequencies one can introduce the “base frequency” parameter 𝑓𝑓𝑏𝑏, 
which is close to average fundamentals of all oscillators.  

Individual natural frequencies are set by defining its relative 
deviations (𝑟𝑟𝑚𝑚) from the base frequency: 

𝑟𝑟𝑚𝑚 = (𝑓𝑓𝑚𝑚 − 𝑓𝑓𝑏𝑏) 𝑓𝑓𝑏𝑏⁄  or 𝑓𝑓𝑚𝑚 = (𝑟𝑟𝑚𝑚 + 1) ∙ 𝑓𝑓𝑏𝑏 .           (16) 

The coupling factors 𝑓𝑓𝑚𝑚𝑚𝑚
(𝑘𝑘) in (10) are  determined by relative 

values 𝑟𝑟𝑚𝑚𝑚𝑚
(𝑘𝑘) with respect either to the base frequency: 

  𝑟𝑟𝑚𝑚𝑚𝑚
(𝑘𝑘) = 𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝑓𝑓𝑏𝑏� ,                                  (17) 

or to the natural frequency of the excited oscillator, 

  𝑟𝑟𝑚𝑚𝑚𝑚
(𝑘𝑘) = 𝑓𝑓𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝑓𝑓𝑚𝑚� = 𝑓𝑓𝑚𝑚𝑚𝑚
(𝑘𝑘) �(𝑟𝑟𝑚𝑚 + 1) ∙ 𝑓𝑓𝑏𝑏��  .        (18) 

The choice between options (17), (18) depends on the control  
logical variable mr=0/1 that is set for all KM couplings. 

Phases in (10) are set relatively to 2π:  𝜙𝜙𝑚𝑚
𝑘𝑘 = 𝜑𝜑𝑚𝑚

𝑘𝑘 2𝜋𝜋⁄  . 

  𝜙𝜙𝑚𝑚
𝑘𝑘 = 𝜑𝜑𝑚𝑚

𝑘𝑘 2𝜋𝜋⁄ .                                                                 (19) 

The procedure to generate an Input netlist is developed using 
Matlab software [7], so parameters (13) – (15) are grouped in the 
Matlab data types that include: 

1.  Simple numeric variables: 

 - fb – basic frequency. 

 - mr – type of relative parameter. 

 - Tsim – simulation time. 

2. Cell array osc that contains oscillators’ parameters. Each 
array element contains parameters of one (m-th) oscillator: 

- the relative deviations of natural frequency rm (16); 

- the initial phase θm(0). 

The oscillator parameters are set by assigning them to the array 
element with the oscillator index, e.g. 

osc{n1} =[ rn1   θn1(0)];     

osc{n2}=[ rn2];    

…… 

osc{nL}=[ rnL θnL (0)]; 

Oscillator indices (n1, n2, …nL) are arbitrary non-repeating 
integers. The value of zero initial phase can be  omitted (see n2). 

3. Cell matrix coup with parameters of couplings. Each matrix 
entry (m, n) defines cell array of parameters of harmonics 
𝐼𝐼𝑚𝑚,𝑛𝑛.𝑘𝑘

ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡, 𝑣𝑣𝑛𝑛 , 𝑣𝑣𝑚𝑚) (15) for given indexes of excited (m) and exciting 
(n) oscillators. The sequential number of the parameter vector 
presents the harmonic index k and components of the vector define 
coupling factor, phase shift and switching moment of the 
harmonic. Thus, the coupling function (m, n) with k harmonics is 
represented as matrix entry with parameters of all harmonics: 

coup{m,n}={[ 𝑟𝑟𝑚𝑚𝑚𝑚
(1) 𝜙𝜙𝑚𝑚𝑚𝑚

(1)  𝜏𝜏𝑚𝑚𝑚𝑚
(1) ][ 𝑟𝑟𝑚𝑚𝑚𝑚

(2) 𝜙𝜙𝑚𝑚𝑚𝑚
(2)  𝜏𝜏𝑚𝑚𝑚𝑚

(2) ] … 
[𝑟𝑟𝑚𝑚𝑚𝑚

(𝑘𝑘) 𝜙𝜙𝑚𝑚𝑚𝑚
(𝑘𝑘) 𝜏𝜏𝑚𝑚𝑚𝑚

(𝑘𝑘)] };  

For example, the pair of coupled harmonic oscillators in Figure 
1 is defined by the following description: 

fb=100;  

osc{1}=[0];   

osc{2}=[0.06];  

coup{1,2}={[0.01 0  1]};  

coup{2,1}={[0.01 0  5]}; 

One can see that this description is more compact than 
presented above Input netlist of the equivalent circuit in Figure 1. 
More essential reducing of the size of input data can be achieved 
for KM containing many coupling functions with large number of 
Fourier harmonics. 

Thus, to simulate the oscillator ensemble defined by the given 
KM one should perform the following operations: 

- form Matlab description of the KM by filling-in cell array osc 
with parameters of oscillators and filling-in cell matrix coup 
with parameters of couplings; 

- generate Input netlist by applying the developed procedure to 
the formed KM description; 

- apply standard circuit simulator to the generated netlist; 

- analyze time-domain dependences of phases and frequencies 
by applying the simulator waveform viewer to the 
corresponding nodal voltages and capacitances currents. 

5. Numerical Examples  
Here we present two numerical examples that illustrate the 

application of the developed approach to the analysis of ensembles 
of oscillators. To simulate the generated equivalent circuit, the 
LTspice circuit simulator [28] was used. 

The first example presents 8 ensembles of 9 oscillators with 
natural frequencies evenly distributed in the interval [98 – 102] Hz: 

  𝑓𝑓𝑛𝑛 = 95 + 𝑛𝑛, 𝑛𝑛 = 1 … 9.                               (20) 

The oscillators are sequentially coupled in forward direction 
and have one or two reverse couplings forming different versions 
of closed sequence that are shown in Figure 3.a1-a8. The figure 
3aN represents the  version with the index N of the intermediate 
oscillator between reverse couplings (Figure 3a1 is the version  
with one coupling). 

 
Figure 3: Series of oscillators 1-8 with reverse couplings through N-th 

oscillator:  aN), N=1…8. 
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All couplings in each ensemble a1-a8 are defined by sine 
functions (2) with the same coupling factor 𝑟𝑟𝑚𝑚𝑚𝑚

(1) = ρ (for all m, n).  

The aim of the experiments is to determine for each version the 
value of the common coupling factor providing the ensemble 
synchronization - ρsynch and to compare obtained values for 
different versions. To obtain the results  the ensembles in Figure 
a1-a8 must be simulated for a range of overall coupling factors. 

To perform the simulation the developed procedure was 
applied. As an example we present below Matlab descriptions of 
KM for a1, a5 and corresponding simulation results. 

% Matlab description for KM a1 

fb = 100; mr = 0;  Tsim=15; 

osc{1}=[-0.08]; osc{2}=[-0.06]; osc{3}=[-0.04];  

osc{4}=[-0.02]; osc{5}=[0.0]; osc{6}=[0.02];  

osc{7}=[0.04]; osc{8}=[0.06]; osc{ 9}=[0.08]; 

coup{2,1}={[ρ 0 1]}; coup{3,2}={[ρ 0 1]};  
coup{4,3}={[ρ 0 1]}; coup{5,4}={[ρ 0 1]};  
coup{6,5}={[ρ 0 1]}; coup{7,6}={[ρ 0 1]}; 
coup{8,7}={[ρ 0 1]}; coup{9,8}={[ρ 0 1]}; 
coup{1,9}={[ρ 0 1]};  

Simulation results are represented in Figure 4a-d, where the 
waveforms of the instantaneous frequencies f1(t) and  f9(t) are 
shown for the different values of coupling factors:  

1. Small value ρ = 1.3Hz ≈ 0.125ρsynch (Figure 4a). The 
waveforms are close to sine curves.  

2. Moderate value ρ = 5.4Hz ≈ 0.5ρsynch (Figure 4b). The 
distortions of sinusoids increase. 

3. The value approaching the synchronization value  ρ = 
10.8Hz ≈ 0.99∙ρsynch (Figure 4c). The waveforms are represented 
by pulsed curves both for f1(t) and  f9(t). 

4. The minimal value for the synchronization ρ = ρsynch = 
10.8Hz (Figure 4d). Initial pulses disappear and after that both 
instantaneous frequencies are equal to the constant  
synchronization frequency f1(t) =  f9(t) = fsynch  

 
Figure 4: Simulation results for KM a1, The instantaneous frequencies f1(t) and  

f9(t) for the values of the common coupling factor ρ: a) ρ = 1.3Hz; b) ρ = 5Hz; c) 
ρ = 10.8Hz; d) ρ = ρsynch = 10.8Hz. 

Matlab description for KM a5 differ from KM a1 by replacing 
coupling coup{1,9}={[ρ 0 1]}; by 2 couplings: 

coup{1,5}={[ρ 0 1]};  coup{5,9}={[ρ 0 1]}; 

Experimental waveforms of the instantaneous frequencies f1(t), 
f5(t) and  f9(t) are shown in Figure 5, for the similar coupling 
factors: ρ = 1.05Hz, ρ = 4.2Hz, ρ = 8.35Hz, ρsynch = 8.41Hz. 

 
Figure 5: Simulation results for KM a5, The instantaneous frequencies f1(t) 

and  f9(t) for the values of the coupling factor ρ: a) ρ = 1.05Hz; b) ρ = 4.2Hz; c) ρ 
= 8.4Hz; d) ρ = 8.41Hz. 

Simulations like Figure 4, 5 were performed for all oscillator 
ensembles a1-a8 (Fig 3). The obtained numerical characteristics 
are presented in Table 2. Each column of the table contains: 

- the name of the  ensemble (N), 

- the common coupling factor  providing synchronizing (fij), 

- the deviation of the synchronization frequency from the 
basic frequency (Δfsyn). 

Table 2 Numerical characteristics of oscillator ensembles a1-a8 

N a1 a2 a3 a4 a5 a6 a7 a8 

fij 10.86 16.49 8.01 14.36 8.411 13.97 9.15 12.41 
fs 97.11 99.79 100.0 99.23 100.0 100.0 100.3 97.08 

 

The second example is a ring sequence (Figure 6a) of 5 
oscillators with couplings, which are sequentially switched on with 
a delay of 5 seconds. The natural frequencies of the oscillators are 
evenly distributed in the interval [98 - 102] Hz (base frequency - 
100 Hz). Each coupling function in an open loop 1–2–3–4–5 
contains only the first harmonic with zero phase shift 𝜙𝜙𝑚𝑚𝑚𝑚

(1) = 0 and 
coupling factors are 𝑓𝑓𝑚𝑚𝑚𝑚

(1)=3Hz (𝑟𝑟𝑚𝑚𝑚𝑚
(1)=0.03). 

The aim of the numerical experiments is to analyze the 
dependence of the synchronization process on the magnitude of the 
coupling function between the first and fifth oscillators (𝑔𝑔51(𝜃𝜃15)).  

The initial description of the ring ensemble is presented in 
Figure 6b for 5-1 coupling factor 𝑟𝑟15

(1) = 0.005. Waveforms of 
instantaneous frequencies of oscillators obtained as simulation 
results are presented in Figure 7. 

 
Figure 6: a) The ring of 5 coupled harmonic oscillators, b)  matlab description of 

the ring. 

At t < 5sec the instantaneous frequencies of all oscillators 
coincide with their natural frequencies because all couplings are 
disabled. After coupling 1-2 is switched on at t = 5sec the second 
oscillator is synchronized by the natural frequency of the first one. 
Similarly the synchronization of oscillators 3 , 4 occurs at t = 10sec 
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and at t = 15sec correspondingly. But enabling coupling 4-5 at t = 
20sec does not lead to the synchronization of oscillator 5 because 
the discrepancy of frequencies (f5 – f1 = 4Hz) exceeds the coupling 
factor 𝑟𝑟54

(1) = 𝑟𝑟54
(1) ∙ 𝑓𝑓𝑏𝑏 = 3Hz. As a result, the oscillator 5 

instantaneous frequency at 20 < t < 25sec is a periodic waveform. 
Enabling coupling 5-1 closes the ring and interrupts all 
synchronizations at t > 25 sec where instantaneous frequencies of 
all oscillators are time varying waveforms.  

 
Figure 7: Simulation results obtained using matlab description in Figure 6b. 

In more details the waveforms at t = 24-28 sec. can be seen in 
Figure 8a which is the first one of the plots in Figure 8a-e 
representing simulation results for some values of 5-1 coupling 
factor 𝑟𝑟15

(1). The unsynchronized behavior of the oscillators is seen 
in two intervals: 𝑟𝑟15

(1)≤ 0.041 (Figure 6a,b) and 𝑟𝑟15
(1)≥ 0.078  (Figure 

6e). In the interval 0.0042 ≤ 𝑟𝑟15
(1)  ≤ 0.077 (Figure 6c-d) all 

oscillators are mutually synchronized. 

Thus, two bifurcation points can be defined in the axis of 
values of the coupling factor. At 𝑟𝑟15

(1) =  0.00415 the transition 
from unsynchronized (Figure 8b) to synchronized (Figure 8c) 
mode occurs. The inverse transition (from Figure 8d to Figure 8e) 
occurs at 𝑟𝑟15

(1) = 0.0775. 

A similar analysis of the impact of the coupling factor was 
performed for the 5-1coupling function with a non-zero phase shift 
(𝜙𝜙15

(1) = 𝜋𝜋 2⁄ ). The results are shown  in Figure 9. 

The input description of the 5-1 coupling is presented as 

coup{1,5}={[0.025 0.25 25]}; 

 
Figure 8: Simulation results for various 5-1 coupling factors a) 𝑟𝑟15

(1)=0.005, b) 
𝑟𝑟15

(1)=0.041, c) 𝑟𝑟15
(1)=0.042, d) 𝑟𝑟15

(1)=0.077 e) 𝑟𝑟15
(1)=0.078. 

 

 
Figure 9: Simulation results for various 5-1 coupling factors under phase shift 

𝜙𝜙15
(1) = 𝜋𝜋 2⁄ :  a) 𝑟𝑟15

(1)=0.024, b) 𝑟𝑟15
(1)=0.025. 

Some obtained waveforms in Figure 9 demonstrate the 
transition from unsynchronized (Figure 9a) to synchronized 
(Figure 9b) mode in the single bifurcation point 𝑟𝑟15

(1)≈0.0245. 

The simulated waveforms in Figure 10 are obtained under 
varying the second harmonic magnitude (𝑟𝑟15

(2)) of 5-1 coupling 
function. The phase shift and all other harmonics of the coupling 
function are zeroes. 

coup{1,5}={[ ] [0.014  0  25]}; 

 
Figure 10: Simulation results for 5-1 for coupling function with the second 

harmonic only (𝑟𝑟15
(1)=0.0): a) 𝑟𝑟15

(2)=0.014, b) 𝑟𝑟15
(2)=0.015. 

Here similarly to Figure 9 the domains of unsynchronized and 
synchronized modes are separated by the sole bifurcation point of 
the second harmonic  𝑟𝑟15

(2) ≈ 0.0145. 

Thus, the presented experiments showed the useful application 
of the proposed approach to simulating coupled oscillators. 

6. Conclusions 

The paper presents the numerical approach to simulate 
ensembles of arbitrary oscillators. The principles of operation of 
the required software based on the circuit simulator and the Matlab 
system are developed.  

The proposed approach for analyzing an ensemble of 
oscillators is based on the construction of model of electrical 
circuit. The Kirchhoff equations of this model coincide with the 
Kuramoto model equations of the considered ensemble. The 
unambiguous correspondence between the currents and voltages of 
the equivalent circuit and the phases and frequencies of the 
Kuramoto model is provided. As a result, simulating the equivalent 
electrical circuit performs the computation of the transients in the 
ensemble including computation of oscillatory phases and 
frequencies. The analysis of obtained transients is supported by 
plotting tools of modern electrical simulators.  
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The set of simple rules provides constructing of the equivalent 
circuit for coupling functions defined by their Fourier series. The 
numerical procedure has been developed to automatically create 
the input netlist. The routine generates netlist by processing the 
compact form of user-friendly ensemble description. The 
description includes lists of oscillator parameters and 
communication parameters represented as a Matlab structure. 

The presented numerical examples have demonstrated the 
efficiency and convenience of the proposed approach. 
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 At the conference "System timing, shaping and signal processing" "SYNCHRONO-2020" 
there was report: "Simulation of steady state microwave oscillator with dielectric 
resonator" and "Microwave generators, driven by voltage-based microassemblies with 
dielectric resonators". An algorithm for calculating a generator with an open dielectric 
resonator is described. Based on the DesignLab 8.0 simulation environment, the analysis 
of the stationary mode of generators with electric control (voltage) of the oscillation 
frequency with parallel and serial feedback circuits is carried out. Analysis of the 
characteristics of the developed generators in the X-band of voltage-controlled oscillators 
(VCO) indicated the prospects for using a device with sequential feedback, characterized 
by a lower level of phase noise (depending on the frequency tuning range, having values 
from minus 85 to minus 95 dB/Hz when tuning from the generation frequency by 10 kHz). 
However, this noise level is significantly (by 15...20 dB) worse than world analogues in this 
frequency range (the C and X frequency ranges are considered). The purpose of creating 
the device is to use it in generators with analog phase frequency adjustment based on a 
frequency discriminator. This article describes the characteristics of the VCO and 
calculates the topology of the phase locked loop (PLL) circuit based on a discriminator 
formed by a high-quality open dielectric resonator. Such a technical solution is promising 
as stable generators alternative to highly stable free oscillator. The prototype of the 
generator under consideration described in the work of A.V. Gorevoy. 
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Phase noise 
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Phase locked loop 

 

 

 

1. Introduction 

The variant of constructing the topology of a generator with 
analog phase frequency adjustment (equivalent PLL) based on a 
frequency discriminator are considered in article. The device is 
constructed using an oscillator with electrical frequency tuning by 
changing the constant voltage on a varactor diode embedded in an 
oscillating system that includes an open dielectric resonator (DR). 

The feature of the given design solution and the achieved 
electrical characteristics of the VCO is the use of the Russian 
element base: an active element, a varactor diode, a dielectric 
resonator, dielectric substrates, etc. Among the variants of the 
active elements of the VCO ‒ complete hybrid-integrated 
microwave chips produced by Planeta-IRMIS LLC, St. Petersburg, 
and the hybrid-monolithic integrated circuit (HMIC) model 
M411154-1 produced by SRC «Istok» named after Shokin, Russia, 
Moscow region, Fryazino-town − the last one was selected. In this 
case, the oscillator is designed according to a scheme with 

sequential (internal) feedback based on a field semiconductor 
structure, which pre-limits (from below) the expected spectral 
level of phase noise of the generators [1-3]. However, the 
advantage of this solution is a higher level of output power. 

The PLL generator is based on a developed VCO with the use 
of oscillatory systems based on an open dielectric resonator, the 
resonant frequency (in the form of a coupling frequency) of which 
is controlled by changing the capacitance of a varactor diode (VD), 
electromagnetically coupling with the DR. The electromagnetic 
coupling is implemented using a segment of a microstrip line 
(MSL) − a microstrip resonator (MSR), electromagnetically 
coupled with the DR and galvanically connected to the VD [4]. 
The developed design of the VCO uses a varactor diode KA611A-
5,B (in the configuration 026 (11) – "cot"). DR [5] with a Q-factor 
of ~4000 forms by ceramic disk with a relative permittivity of ~40, 
with a diameter of 5 mm and a thickness of 2 mm. Note that the 
phase noise of the VCO is not determined by the Q-factor DR, but 
is determined by the quality factor of the vibrating system of the 
generator which adjusted by insertion loss due to coupling with 
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varactor diode, the quality factor of which does not exceed a few 
hundred. 

VCO is designed on the basis of a simulation algorithm using 
a combination of well known wave and our developed circuit 
representations of active and passive components of microwave 
circuits. This made it possible to implement the process of 
optimizing the generator parameters [6-8]. VCO was designed in a 
three-centimeter wavelength range based on the upper limit of the 
active element's working area. 

The PLL circuit topology is based on the results of the studies 
given in [9], calculated using matrix representations [10] of 
microwave circuits with DR. 

2. Main part 

2.1. Voltage-controlled oscillator 

 The PLL generator is designed on the basis of a voltage-
controlled generator, which, in turn, is built according to the 
scheme with sequential (internal) feedback according to the 
topology shown in Figure 1.  

 
Figure 1: Topology of the VCO on the HMIC of model M411154 (power circuits 

are not shown) 

 
Figure 2: Oscillator with internal feedback (the cover is removed) 

 
Figure 3: Oscillatory system DR-MSR-VD − frequency-tunable circuit 

The design of the VCO is shown in Figure 2, and the circuit 
topology of the oscillatory system of such VCO coincide to the 

standard technical solution [4], which is shown in Figure 3. 
However, as shown by the research, the direct application of such 
a topology, which is characterized by the presence of a direct 
(bypassing the DR) electromagnetic coupling between the VD and 
the MSL segment, worsens the spectral characteristics of the 
oscillator and limits the range of frequency tuning of the VCO. 
These characteristics can be improved using the topology shown 
in Figure 1. Here, the use of orthogonal placement of the MSL and 
MSR conductors excludes a direct coupling between the VD and 
the input of HMIS. Designed oscillator with the PLL is based on a 
block structure. Each block of a certain functional purpose 
represents an independent technical solution, and the combination 
forms a VCO with a PLL. The external appearance of the VCO is 
shown in Figure 4, and the internal structure of the device is shown 
in Figure 5. 

 
Figure 4: Appearance of the VCO with internal feedback 

 
Figure 5: Internal structure of the voltage-controlled oscillator design 

 
Figure 6: Dependences of frequency and output power of VCO on HMIC of 

M411154-1 model versus the voltage on the varactor UVD  

In the process of creating the device, we studied the VCO with 
sequential feedback for a number of central frequencies in the C- 
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and X- bands. Typical dependences of the VCO characteristics on 
the supply and control voltages, as well as the ambient temperature, 
typical for generators with DR on the chip on HMIC model 
M411154-1 at all frequency points, are shown in Figures 6-8. 

 
Figure 7: Dependences of frequency and output power of VCO on HMIC of 

M411154-1 model versus the environment  temperature 

 
Figure 8: Dependence of frequency and output power of VCO on HMIC on the 

M411154-1 model versus the relative position of the screw for mechanical 
frequency tuning lscrew(voltages: of power supply Usup=5.0 V; on varactor 

UVD=−0.5 V) 

Note that the dependence of the generation frequency on the 
voltage change on the varactor qualitatively repeats the form of the 
calculated curves. The change in the output voltage is not 
estimated by calculation, but does not exceed 10%. As can be seen 
from Figure 8, the output power level depends on the frequency of 
the DR (or the communication frequency of the DR - MSR system), 
that is, on the electrical length between the connection point of the 
DR and the output of the HMIC chip. 

 Different frequencies VCO have the same appearance Figure 4 
and sizes. This VCO differ in the resonant frequency of the DR 
(and, accordingly, the frequency of the MSR). The same frequency 
letter of the VCO can operate at different supply voltage of the 
HMIC, the range of possible values of which is from 5 V to 10 V. 
A change in the supply voltage is accompanied by a change in the 
output power. Changing the voltage by 50% causes the output 

power to double. At the same time, the VCO operates steadily at 
all voltage values in this range. The upper limit of the supply 
voltage of the VCO is limited to the maximum permissible value 
of the supply voltage of the HMIC and it is 10 V. The output power 
of the VCO varies from 25 to 60 mW in the frequency range from 
7 to 11 GHz. The operating current of the VCO supply is from 45 
to 50 mA, the efficiency is from 11% (at Usup=5 V) up to 10% (at 
Usup=10 V). 

 Confirmed according to the manufacturer property HMIC 
model М411154-1 decrease of the spectral density of phase noise 
with increasing voltage, amounting to about minus 2 dB/Hz with 
increasing the supply voltage at 1 V. The spectral density of phase 
noise VCO with internal feedback is almost independent of the 
frequency within the operating range of the chip. The observed 
deterioration of the spectral power density of phase noise in the 
VCO when the central frequency changes from 9.67 GHz (the level 
was minus 96 dB/Hz when tuning from the carrier at 10 kHz) to 
10.045 GHz (the level was minus 90.5 dB/Hz when tuning from 
the carrier at 10 kHz) is determined by the properties of the 
oscillatory system at these frequencies (Figure 9). 

 
Figure 9: One-Way Phase noise, dB/Hz 

From the point of view of the functional purpose of the created 
VCO, namely, the formation of a phase frequency adjustment 
system, such a change in the level of spectral density of phase noise 
is not critical. Note that the achieved values of the phase noise level 
correspond to a weak connection of the VD with the DR (small 
insertion loss), which corresponds to a small (0.1%...0.15%) range 
of adjustment of the "working" frequency of the oscillatory system. 
When the frequency tuning range (range of coupling and 
generation) is tripled, the phase noise level increases to minus 
83...85 dB/Hz when the carrier frequency is tuned to 10 kHz. 

2.2. VCO temperature characteristic 

Focusing on the creation of an oscillator using PLL, the 
characteristics of the spectral density of phase noise of the VCO 
noted above should be evaluated in conjunction with the possible 
temperature shift of the generation frequency allowed for its 
development by the PLL ring. Therefore, an important 
characteristic for the VCO is the temperature frequency coefficient 
(TCF), which determines the necessary range of electrical 
adjustment of the generation frequency to maintain the operation 
of the automatic frequency adjustment ring. 

It is obvious that with the growth of the TCF and, accordingly, 
the expansion of the necessary frequency range of the VCO 
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frequency adjustment, the phase noise of the VCO increases. The 
solution of the problem of thermal stabilization of the frequency of 
generation in VCO devices completely repeats the methods of 
thermal stabilization of free-oscillator with DR. The main action is 
to apply thermal compensation of frequency shifts formed by the 
entire set of frequency-dependent elements of the oscillator design, 
the opposite shift of the frequency of the DR (in the VCO − it is 
coupling frequency of the oscillatory system DR-MSR-VD). 
Thermal compensation can be provided by the correct choice of 
the TCF resonant frequency DR, that is the temperature coefficient 
of the relative permittivity of its ceramic material. However, this 
technique does not provide smooth adjustment of TCF DR and, 
accordingly, technology adjustment of TCF VCO in the process of 
regulating the resonance frequency of the DR. To adjust TCF DR 
(and VCO in General), you can use the dependence of the resonant 
frequency of the DR on the distance to the metal inclusion (for 
example, the end of the screw). 

Unacceptable lack the engineering solution to the problem of 
thermal compensation of the frequency shifts of the oscillator with 
a DR (DRO), based on the influence of the position of the end face 
of the screw (frequency) at TCF DR (and the generator in General) 
is the simultaneous effect of the selected position adjusting screw 
at the resonant frequency of the PD and its temperature 
characteristics. This problem is solved in the design of the 
temperature compensator [11] (Fig. 10). Here, practically 
independent control of the parameters: TCF of the generator and 
its frequency – is achieved. In such a design, independent control 
of the parameters of the DR (Fig. 10, pos. 3) ensures its position 
on the dielectric substrate 1 (on the one of its side), which is located 
in a close metal cavity 2 (generator housing). DR 3 the 
electromagnetically-coupled with strip line segment 4 (not visible) 
which connected to the active element 5. The effect of independent 
control of the parameters of the DR 3 is provided by the below-
cutoff waveguide 7. The segment of the circular waveguide 7 is 
mounted in cover 10 of the cavity 2 with a possibility to movement 
coaxially on the opposite to DR 3. There are moveable short-
circuitor 8 is mounted on the one end of the waveguide 7. On 
another end of the waveguide 7 fixed installed the dielectric disk 
9. The diameter, relative permittivity and thickness of dielectric 
disk 9 are determined by special calculated ratios taking into 
account the properties of DR 6. The second DR 6 is mounted of 
the disk 9 surface facing to DR 3, DR 6 TCF is opposite in sign to 
the TCF of DR 3. The control of TCF of DRO is provided by a 
variation of TCF of the coupling frequency of the system of two 
coupled DR 3 and 6. 

 
Figure 10: The thermal compensation system of DRO frequency shift 

The frequency of the generator is adjusted through a series of 
adjustments and their combination. 

The displacement of the movable short-circuitor 8 in the 
circular below-cutoff waveguide segment 7 causes a change of the 
own resonant frequency of DR 6. In this case, the following change 
of electromagnetic coupling of DR 6 with the first DR 3, and so 
and the change of the coupling resonant frequency, that’s  controls 
to the oscillation frequency, and the temperature coefficient of the 
frequency in our oscillator. In the similar manner, the variation of 
electromagnetic coupling between the first 3 and second 6 DR 
influences upon the oscillator parameters. The coupling change 
between DRs 3 and 6 is provided by the longitudinal displacement 
of the circular below-cutoff waveguide segment 7, on which the 
second DR 6 is mounted. The various influences of these two 
retuning elements upon the frequency of the generated oscillations 
and on its TCF permits to perform its independent adjustment. We 
would like to note that the TCF tuning of such an oscillatory 
system represents a regression process and requires a number of 
iterations provided in several stages.   

Nevertheless, at reaching of the required result, the 
constructive relationships, which provide the required oscillator 
parameters, are enough confidently reproduced in the series of 
devices, for example, in the production of Figure 11. 

 

Figure 11: X-band VCO with the thermal compensation system of  DR 

Our experience in developing such a generator with the 
described design of the oscillatory system shows the possibility of 
providing a TCF corresponding to temperature shifts of 20 kHz/°C 
in the temperature range from -40°C to +60°C at a frequency of 10 
GHz. However, the described technical solution of the microwave 
generator has a design disadvantage with obvious advantages. 
Note, that with the application of the correctly selected TCF DR, 
it is perhaps to achieve satisfactory TCF VCO value. In the 
presented version, the temperature shift of the VCO frequency is 
less than 100 kHz/ºC, which is 10 MHz when the temperature 
changes by 100ºC. If the ambient temperature range is reduced to 
10ºC, the frequency shift range is reduced to 1MHz. 

With that said, in our device, the problem of thermal 
compensation of temperature shifts of the VCO frequency is 
solved in a complex with thermostating of PLL elements based on 
Peltier regulators. This made it possible to reduce the required 
range by varactor frequency tuning to about 3 MHz and thus 
reduce the level of phase noise by 10 dB. 

The given data of the VCO with internal feedback show that it 
is possible to create generators on the domestic HMIS, the set of 
parameters of which corresponds to the world level [12]. 

2.3. Characteristics of the thermostat 

Effective stabilization of frequency and the device of the 
oscillator with PLL as a whole is possible when placing the VCO 
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(or when the block structure of the generator − all its nodes) inside 
the thermos. Maintaining the set temperature is possible either by 
liquid cooling (heating), or using Peltier elements. The latter, 
although it has a lower efficiency, does not contain mechanical 
components (pump), does not pose a danger to electronic 
components (in case of media leakage), is absolutely resistant to 
mechanical influences, and also removes maintenance issues. 

A Peltier element, which is a semiconductor wafer with 
dimensions of 34×30×8 mm, is used for temperature control of a 
PLL generator with overall dimensions of about 60×50×30 mm 
(volume V) in the range from +20 to +30°C when the ambient 
temperature changes from –20 to +60°C. The Peltier element 
surface is in direct contact with the temperature-controlled object. 
The radiator removes excess heat from the heating side of the 
Peltier plate. 

The thermostat device, in addition to the Peltier element, 
contains a temperature sensor, a control circuit, and a power supply 
– Figure 12. 

 
Figure 12: Structural diagram of the thermostat 

The temperature sensor is implemented on the TMP01 Analog 
Devices chip, contains a precision semiconductor thermosensitive 
element with a reference voltage source (RVS) and two 
comparators in one 8-pin package and provides temperature 
measurement accuracy at 1ºC in the temperature range from –55 
to +125ºC. 

The control circuit is formed by an amplifier and two 
comparators that set two temperature thresholds, relative to which 
the control circuit includes heating or cooling the thermostatically 
controlled object. To create two reference temperature values, an 
RVS is used – Figure 13. 

 
Figure 13: Functional diagram of the temperature control device 

The temperature condition of the Peltier element plane is 
controlled by the current from units of amperes using power 
transistors, using bridge drivers (they provide current flow through 
a large load in the required direction, depending on the control 
signals "Heating" and "Cooling"). 

The heat stabilizer is based on integrated circuits TMP01 and 
L298 and Peltier element for 10 W (maximum current of 3.5 A), 
which provided temperature maintenance in the range from +20 to 

+30°C in a thermostatically controlled device with a power 
consumption of no more than 1 W (power consumption of the 
VCO ~0.5 W) with a volume V in a given range of ambient 
temperatures. For demand response to changes in temperature 
stabilized device power control exceeds the power that "excites" 
the system, i.e. leads to excessive heating or cooling. 

The schematic diagram of the control device contains circuit 
solutions (Schmitt inverters) designed to increase the stability of 
the control path in the area of threshold temperatures and prevent 
multiple switching of the driver due to temperature measurement 
errors, instability of the reference voltage source, interference 
effects, etc. 

Implementation of the thermos is made using rigid foam 
("penoplex") and has a wall thickness of at least 20 mm (Figure 
14).  

 
Figure 14: Thermostatic generator 

The thermal stabilizer provided stability of the VCO generation 
frequency better than 1 MHz in the temperature range from –20 to 
+60°C, which simplifies the requirements for a sufficient range of 
tuning its frequency less than 2 MHz and thus the level of phase 
noise of the VCO is not worse than 90 dB/Hz when debugging 
from the central frequency at 10 kHz. 

2.4. The topology of the phase-adjustment loop Calculation 

We analyze the construction of the PLL loop based on the 
phase discriminator on the DR. The principle of constructing such 
a generator is known [9] (Figure 15), the characteristics are limited 
by the selective capabilities (the steepness of the phase 
characteristic) of acceptable design solutions of the DR and, 
according to A. Gorevoy, are mainly determined by the spectral 
characteristics of the PLL circuit, which, in turn, depends on the 
phase noise introduced by the LNA. Based on the estimation of the 
spectral density parameter of phase noise in the circuit Figure 15 
at approximately 150 dB/Hz with a 10 kHz detuning from the 
generation frequency with the given characteristics of the circuit 
elements and with phase noise of the VCO of approximately 110 
dB/Hz with a 10 kHz detuning from the generation frequency, it is 
of interest to use the scheme for phase stabilization of the 
frequency of the developed VCO. 
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Figure 15: PLL generator with rejecting DR filter 

We will evaluate the characteristics of PLL circuit elements 
when constructing a discriminator based on a DR made of modern 
ceramic materials with a lower TE01δ oscillation mode, whose own 
Q-factor exceeds 1000 at a frequency of 10 GHz [5]. In this case, 
the PLL circuit is organized according to Figure 16. 

 
Figure 16: PLL generator with pass band DR filter 

In contrast to the circuit of Figure 15, the phase discriminator 
is formed using a band-pass filter on the DR, represented by a four-
pole with ports 1...4. The single-ended phase detector is formed by 
a hybrid bridge and a HSHS-8202TR1G diode Assembly. The 
required level of the input signal on the diodes, equal to 2.5 dBm, 
taking into account the losses in the hybrid bridge of 0.5 dB, is 
provided by the transmission coefficient of the directional coupler 
(in our case, minus 10...13 dB) and the transmission coefficient of 
the filter on the DR (four-pole with ports 1...4). The filter 
characteristic, i.e. the required coupling coefficients of  DR β1 with 
the input MSL (between ports 1 and 3) and β2 with the output line 
(between ports 2 and 4) are determined using wave matrices of DR 
[10], which for the resonant frequency has the form: 
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where ai и bi − incident and reflected waves at the entrances i equal 
1...4, а a1=13…16 dBm. Taking into account equality a1=−b4, 
since to the port 4 a quarter-wave open segment of a long line is 
connected and, in the approximation, a2≈a3≈0 «reflected» wave b3 
entrance 4 it is represented by the formula
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coefficients β1 and β2 are determined, which are interconnected by 
the equation 
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Given the requirement of the maximum loaded Q-factor of DR 
(minimization of the model coefficient) to the equation (2) satisfy 
the positive values of relationship coefficients β1=0.05 and β2=0.2. 
Thus the output device at the resonant frequency level of a wave 
decreases by 0.17 dB, and the loaded Q-factor will be 8000. 
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Experimentally, it was possible to realize the value of the 
coupling coefficients, which provided a wave attenuation of 0.5 dB 
at the resonant frequency of the DR (with a loaded Q-factor of 
5500). At the output of the 3 bandpass filter, the wave level was 
minus 11 dB relative to the level a1. At the output of the phase 
detector, the voltage is 3...30 mV with a phase change of 45º, 
which corresponds to a transmission coefficient of 0.04 V/rad. 

The obtained characteristics at the points of the phase control 
circuit correspond to the circuit parameters given in [9], which 
suggests the possibility of improving the level of phase noise of 
the developed VCO by 20...25 dB. However, the actual parameters 
of the PLL generator based on the frequency discriminator were 
slightly worse than expected, as illustrated in Figure 17. The reason 
lies in the insufficiently accurate setting of the electrical lengths of 
the MSL segments of the phase discriminator topology.  
3. Conclusion 

The results of creating a VCO representing the option of a PLL 
generator are presented. The properties of the VCO are studied and 
optimized to ensure phase adjustment of its frequency. There are 
designed the device for temperature control of the oscillation 
frequency of the VCO PLL circuit. The options considered for 
building a PLL circuit based frequency discriminator, educated DR. 
This method of constructing highly stable oscillators is well known 
[13], but requires the use of extremely high-quality resonators (Q-
factor of about 100,000) to construct a frequency discriminator. 
But generators with such DR are not suitable for technical use due 
to poor thermal stability and vibration resistance. Nevertheless, 
modern ceramic resonators (Q-factor of about 15,000) allow us to 
achieve an acceptable level of phase noise of generators built on 
this principle. The algorithm for analytical calculation circuit PLL 
oscillator voltage controlled on the basis of the frequency 
discriminator is presented. Physical modeling of the phase 
discriminator performed based on the calculation results confirmed 
the reliability of the calculated data. 

The process of creating PLL generators with electrical 
frequency adjustment (or controlled by constant voltage) showed 
the possibility of successful application of design algorithms for 
such devices, including phase correction circuits, when the 
obtained characteristics of the nodes (options) of PLL generators 
differ within the ranges of technological adjustments. 

The Russian element base makes it possible to create devices 
with parameters at the level of foreign analogues based on 
palliative technical solutions. 

Created on the basis of a domestic active element (produced by 
NPP «Istok» named after Shokin), a varactor diode (produced by 
NIIPP Tomsk) and open dielectric resonators (produced by LLC 
«Keramika», St. Petersburg), the VCO corresponds to the level of 
foreign analogues in terms of a set of parameters. The use of PLL 
assumes the possibility of reducing phase noise by 20...25 dB/Hz. 
In addition, the development involves further improvement of both 
the parameters of the VCO and the PLL chain based on improving 
the characteristics of the element base. 
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 The recent advances in geoscience technologies and earth observation tools have evolved in 
recent years in a fast cadence. Since 1980 with the apparition of Landsat mission firstly 
named the Earth Resources Technology Satellite, with 80 m spatial resolution; the ability to 
capture finest details was limited. The emergence of new concepts in agriculture like digital 
agriculture and precision agriculture (PA) was challenging the capacity of satellite images 
to capture the variation within the field. The domain that was firstly more dedicated to aerial 
and handheld remote sensing is now accessible to satellite remote sensing thanks to recent 
advancements that had provided more satisfactory spatial resolution reaching 0.3 m in a 
daily revisit frequency. Different providers have launched commercial, very high-resolution 
nanosatellite constellations to respond to more precise needs, and increasing the availability 
of remotely sensed images expands the horizon of our choices of imagery sources. The 
present work intends to compare spatial, temporal, spectral, and radiometric resolution, 
considering the farmer's requirements and precision agriculture application's requirements 
nowadays available and the future generation satellite missions, and benchmark the major 
satellite images providers. It exposes the characteristics and future missions to facilitate 
adequate choice. The criterion of selecting the appropriate sensors among the considerable 
amount of providers was limited to optical data, with less than 10 m spatial resolution and 
frequent revisit time. The offer of imagery is majorly commercial missions; the available 
open and accessible alternative is limited in the sentinel mission with 10 m spatial resolution.   
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1. Introduction 

In the context of general population growth and the challenge 
of sustainable development necessary to keep a general balance 
globally and respond to humankind's needs, the agricultural 
domain had exploited the technological progress to have efficient 
decision-making for sustainably using natural resources. Digital 
agriculture had then made farming sufficient and intelligent [1]. 
The key concept is to monitor and manage the variability within 
the field with smart technologies to improve productivity. Many 
techniques have been employed in digital agriculture, like big data, 
the Internet of Things (IoT), and remote sensing [2]. 

Recent studies have shown the advantage of proximal and 
handheld remote sensing, including aerial imagery to manage the 
agricultural sector in a finer centimetric spatial resolution [3, 4], 
advanced techniques have allowed monitoring the variability 
within the field so the intervention could be specific and punctual. 
The main application had permitted the detection of agricultural 
disease and its extent to establish the suitable way of intervention 

and the adequate amount of pesticide to apply [5, 6]. Other 
applications concern the determination of water requirement at the 
plant scale for precision irrigation [3, 7, 8] as well as the 
determination of soil fertility [9],  yield and biomass production [2, 
10] and others. 

As an alternative, satellite remote sensing provides optical and 
radar imagery and multiple spectral bands in NIR (Near Infrared) 
and visible spectrum and SWIR and thermal bands, which had 
allowed monitoring vegetation and soil characteristics due to 
vegetation indices and other processes. Several indices were 
deployed in the literature, with the more familiar Normalized 
Vegetation Index NDVI [11] as well as Enhanced Vegetation 
Index EVI  [12] and the Modified Soil Vegetation Index MSAVI 
[13]. 

 Recent advances in spatial resolution satellite remote sensing 
data made precision agriculture even more efficient and directed to 
proximal and handheld remote sensing [14]. Since the first 
LANDSAT mission launched in 1972 with 80 m spatial resolution 
(for VNIR bands), advancement had never ceased to capture finer 
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details, with higher revisit frequency and more acceptable 
radiometric resolution. Providers of satellite imagery have 
launched new missions with new technologies (nanosatellites) that 
had made satellites a considerable competitor to other technologies. 
Many countries have then opted for this solution to assure spatial 
independence as Italy, China, Europe, Canada, Japan, and others. 

This work aims to give an overview of high and very high 
resolution updated satellite remote sensing imagery used in 
precision agriculture applications. High resolutions had allowed an 
equivalent of aerial imagery quality, and coming missions are 
ensuring the continuity and improvement of actual available data. 

2. Spatial Resolution Requirement 

According to the application, the scale and the objective of the 
study required spatial resolution differs. The spatial resolution 
presents the size of one pixel on the ground and defines the 
precision of captured details. The first satellite mission for earth 
observation Landsat had a spatial resolution of 80 m, and its 
application to resolve precision agriculture problems was limited. 
The evolution of technology has allowed a steady progression in 
spatial resolution. The next mission was SPOT 1 in 1986, with a 
resolution of 20 m for multispectral bands. The spatial resolution 
was finer to 4 m with IKONOS in 1999 and 1 m for the 
Panchromatic band. The primary constraint of having a finer 
spatial resolution was the high cost of the scene covering smaller 
areas with lower availability. The standard classification in the 
term of spatial resolution considers the following: 

Low resolution ≥ 30 m and < 300 m 

Medium resolution ≥ 5 m and < 30 m 

High resolution ≥ 1.0 m and < 5 m  

Very high resolution  < 1.0 m.  [15] 

In precision agriculture, the spatial resolution requirement 
differs according to the application. Many applications are 
demanding a finer resolution compared to others as the study of 
phenotyping [14]. The work conducted in [16] had compared the 
applicability of satellite images for plan phenotyping with four 
satellite imagery with high spatial resolution Pleiades-1A (0.5m), 
Spot 6 (1.5m), Planet (3.0m), and Rapid Eye (5.0m). The average 
NDVI was extracted from each satellite image, and the data were 
correlated with seed yield and biomass. The results have shown 
that (3.0 m) and Rapid Eye (5.0 m) images were less related to 
biomass and seed yield and likely will require higher resolution for 
reliable prediction of crop performance. The correlation begins to 
decrease at 1.0 m image resolution. This study showed the 
potential of a resolution of 0.5 to 1 m to capture phenotypic 
differences.   

In [16], the author had used three WorldView-3 and Sentinel-
2A images covering the agricultural season to demonstrate the 
potential of extracting vegetation indices, particularly Normalised 
Difference Vegetation Index NDVI, Green Normalized Difference 
Vegetation Index GNDVI. Soil Adjusted Vegetation Index SAVI, 
from different dates to classify crop types. The results have shown 
the suitability of the chosen imagery that gives an overall accuracy 
of 91%. 

The work conducted by [17] had used 55 scenes Landsat 8 
Operational Land Imager (OLI) to provide optical indices 
accoupled with PALSAR-2, JERS-1, and Sentinel 1 data with final 
200 scenes that have been used to monitor rice agriculture across 
Myanmar. The results showed that the combination between 
NDVI index, LSWI, and SATVI had the best overall map. 

3. Very High-Resolution Satellite Imagery And Aerial 
Imagery 

As technological development has changed satellite 
technology, imagery has reached a more spatial, temporal, and 
radiometric resolution. Digital agriculture had profited from this 
advancement and had exploited satellite imagery in precision 
agriculture that was more oriented using aerial and handheld 
remote sensing [4, 18].  

Aerial and satellite imagery have been complementary for 
different studies [14]. The progress made in terms of spatial 
resolution had opened the perspective of replacing aerial imagery 
and proximal remote sensing with satellite remote sensing that 
have achieved a spatial resolution beyond  0.3 m.  

Firstly, satellites present many advantages over aerial imagery, 
especially for large-scale projects that demand programming 
several flights; it is disadvantageous in terms of the budget and 
time to cover all the studied area, the logistics, and planning 
requirements. Aerial missions have many restrictions as airspace 
permits and planning for appropriate landing points having in mind 
the weather condition that can delay aerial missions. Then, satellite 
imagery can afford permanent focus in inaccessible areas with high 
frequency achieving several times per day. It presents a 
competitive alternative to aerial imagery with low cost and post-
processing requirements. 

4. Special Needs of Satellite Imagery In Precision 
Agriculture Applications 

Remote sensing technology had been employed for classical 
crop inventory and large-scale yield prediction [19]. The 
employment of remote sensing in precision agriculture was 
recently due to diverse factors. Mainly, the concept was relatively 
recent and required daily images with a high spatial resolution to 
monitor vegetation throughout the agricultural season. 
Nevertheless, the availability of very high temporal and spatial 
resolution was only available in 2002, with the lunch of the SPOT 
mission, having 2-3 days revisit and 10 m spatial resolution.  

The availability of required remote sensing imagery has then 
allowed employing them in precision farming issues. Table 1 
presents examples of remote sensing imagery used in precision 
farming applications. 

5. Potential Sources of High-Resolution Satellite Imagery 

The choice of satellite imagery for precision agricultural use 
depends on the application; the first requirement is spatial 
resolution. The offer had progressed recently, reaching a 
centimetric commercially available data. Providers offer different 
products depending on the spectral bands, revisit time, and spatial 
resolution. Table 2 presents the main providers of satellite imagery 
suitable for precision agricultural use; the main decisive factor for 
selection is a spatial resolution equal or inferior to 10 m that allows  
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Table 1: Examples of remote sensing imagery used in precision farming applications 

Imagery data Application Aim 

Planet Scope imagery (3 m) Yield prediction [5]  
Developing a method to generate carrot yield maps using machine 
learning algorithms, satellite spectral data, and ground truth.  

Landsat 8 OLI images 
Detection, prediction, and 
evaluation of crop diseases 
[5] 

Defining which methods of atmospheric correction combined with 
machine learning techniques can approximate evaluating the 
disease in the field data. 

Pleiades-1A(0.5 m), SPOT 
6(1.5 m), Planet Scope 
(3.0m), and Rapid Eye (5.0 
m)+ Aerial data 

 phenotype crop 
performance and 
phenological traits using 
genotypes [18] 

Evaluating and establishing remote sensing methods for high-
throughput plant phenotyping in dry bean breeding nurseries 

Chinese satellite Gaofen-1 
images- Landsat imagery 

Evaluation of expansion 
and suitability [20] 

Evaluation of expansion and suitability of hickory crop (land-cover 
map with emphasis on young and mature hickory plantations) 

RapidEye Imagery Precision irrigation [7] 

Determining the optimal time and depth of Soil Water Content 
SWC and its relationship to maize grain yield (2) to determine if 
satellite-derived vegetation indices coupled with SWC could 
further improve the relationship between maize grain yield and 
SWC. 

Table 2: Satellite imagery for precision agricultural use 

Sensor name 
Number of 

multispectral 
bands 

Spatial 
resolution 

Revisit 
time accessibility Provider Launched 

year  
Radiometric 
resolution/bit 

Dove 4 (RGB, NIR) 3 m 1 day commercial 

Planet Labs 

2019 Visual: 8 bit / 16 bit 
analytic 

RAPIDEYE 5 (RGB, red 
edge, NIR) 5 m 1 day commercial 2008 12 

SKYSAT 1/ 2 5 (RGB, NIR, 
pan) 0.9 1 commercial 2013/2014 Visual: 8 bit ,  16 bit 

Pansharpened 
WorldView-1 Pan 0.50 m 1.7 commercial 

 
 
 
 
 
 
 

Digital Globe 

2007  11  

WorldView-2 Pan + 8 
Multispectral 0.46 1.1 

day commercial 2009 11 

WorldView-3 
Pan + 8 

Multispectral + 
8 SWIR 

0.31 m 1 day commercial 2014 11 Ms/ 14 SWIR  

WorldView-4 
Pan + 4 

Multispectral 
(R, G, B, NIR) 

0.31 1 day  commercial 2016 11 

GeoEye-1 Pan + 4 
Multispectral 0.41 (0.46)d < 3 commercial 2008 12 

QuickBird Pan + 4 
Multispectral 0.55 2 - 12 

days commercial 2001 11 

IKONOS Pan + 4 
Multispectral 0.82 3 days commercial 1999 11 

KOMPSAT 3, 
3A (Arirang-3) 4 + pan 0,5 m / 0,4 m  1.4 

days commercial 2012  14  

KOMPSAT-2 5 + PAN  1 m PAN / 4 m 
MS 1 day commercial 2006 10 

Deimos-2 4 + PAN 1 m PAN / 4 m 
MS 2 days commercial 2014 10  

Dubaisat-2 4 + PAN  1 m Pan / 4 m 
MS 

 8 
days commercial 2013 10  

 SuperView-1 or 
GaoJing-1 

(01/02/03/04) 
4+ pan 0.5m pan /2m MS 3 days commercial SpaceWill 

 launched in 
2016 planned to 
be completed by 

2022 

stereo imaging, long 
strip, multiple strips 

collect, multiple-
point targets collect 
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Figure 1: Comparison of imagery services for precision agricultural use 

ZY-3 or (Zi-
Yuan 3) 4 + Pan 5,8 MS  5 days  commercial 2012  10 

Gaofen-1 / -6 4 + Pan 2 m PAN 8 m MS 4 days commercial 2013 14 

Gaofen-2 4 + pan 0.80 m PAN 3.24 
m MS 5 days  commercial  2014 14 

SJ-9A/B (Shi 
Jian-9) 5 + pan  2.5m PAN/ 10m 

MS 
4/8 

days commercial  2012  - 

Pléiades 1A, 1B 4 0,7 m PAN 2,8 
MS 1 day commercial 

AIRBUS 

2012 12 

SPOT 6, 7 04-janv 1,5 m Pan / 6m 
MS 

twice 
daily commercial 2012-2014 12 

Vision-1 4 + pan  0.9m Pan 3.5m 
MS  1 day commercial 2018 12  

TripleSat  1/2/3 4 + PAN 3.2 m and 0,8 m 
pan 1 day commercial 21AT Asia  2015 10-bits 

Cartosat-2C 4 2 PAN  0.65 MS 4 days commercial 

Indian Space 
Research 

Organisation 
(ISRO) 

2016 11 

Sentinel-2A 13 10 5 days open, free 
ESA 

2015 12 
Sentinel-2B 13 10 5 days open, free 2017 12 

VNREDSat-1 4 + PAN   2.5 m PAN and 
10 MS 

3 -8 
days commercial  VAST and 

Astrium  2013  12 
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monitoring within field agriculture. The second factor is a 
high frequency lower than five days to supervise vegetation growth 
and repartition over time.  

As with most other optical satellites, all very high-resolution 
optical satellites are operated in a sun-synchronous orbit, usually 
collecting data in the descending orbit. 

The current offer of satellite imagery in 2021 has given 
multiple sensors for precision agriculture's applications, as shown 
in (figure 1). The WorldView2/3/4 mission seems to offer the more 
precise imagery in terms of spatial and temporal resolution daily 
and under 1 m, while the open and accessible data are minimal to 
the Sentinel mission with a spatial resolution of 10 m in 5 days. 
Nevertheless, the Sentinel mission can have limits for applications 
that demand precise spatial resolution, as shown in figure 2. (1) 
Presents the variability within the field using the NDVI index, the 
10 m spatial resolution allows to limit the areas demanding 
intervention. 

The sensors offer a general spectral resolution of 4 bands in 
visible and near-infrared (VNIR) spectrum for the most captors, 
while other sensors allow more advanced analysis using VNIR and 
SWIR bands for Sentinel 2 and WorldView2/3 missions. The 
SWIR bands allow the measurement of water content, leaf 
temperature photosynthesis, transpiration, stomatal conductance, 
and internal CO2 content by extracting several vegetation indices 
like NDWI, NMDI, MSI to detect genotype effect and monitor 
drought [21], while the VNIR bands give information about 
chlorophyll absorption and monitor vegetation's health and 
productivity. VNIR permits the generation of yield maps, 
phenotype crop performance, evaluation of the disease in the field, 
evaluation of expansion and suitability, and precision irrigation use. 

 
                                (1)                                                        (2) 

Figure 2. NDVI index extracted from Sentinel 2 imagery 
 

6.  Future Generation Satellite Missions 

6.1. Pléiades Neo 
Airbus will launch in early 2021 its most advanced 

constellation that will provide optical 100% available commercial 
imagery, with 0.3 m spatial resolution. Its constellation formed of 
4 satellites operated in the same sun-synchronous orbit will allow 
a high revisit time twice daily at 46° off-Nadir and daily 30° off-
Nadir. The radiometric resolution is planned for 12 bits and a 
spectral resolution of 6 multispectral bands (Blue, Blue, Green, 
Red, Red Edge, Near-infrared) and the panchromatic band. The 
mission is conceived for a lifetime of 10 years. 

6.2. Blacksky Global  

BlackSky Global, a startup company, founded in 2013, is a 
new "satellite imaging as a service" provider aimed at 

commercializing access to high-performance satellite imagery. 
BlackSky constellation owned by Spaceflight Industries now 
includes six satellites. The company is on track to add ten more 
satellites to its constellation by the end of 2021.The company's 
long-term goals are to deploy 30 satellites by 2023 and possibly 60 
years after, depending on the market demand. The constellation 
capabilities enable a unique revisit capacity of a few hours or less 
with a spatial resolution of up to 75 cm and low pricing [22]. 

6.3. URTHEDAILY 

The constellation of UrtheDaily is planned to be launched in 
2022. Its specification is its design to be compatible with Sentinel, 
RapidEye, and Landsat missions to ease cross-calibration with 
trusted references and to minimize the effects of atmospheric 
variations. UrtheDaily is designed to acquire high-quality, 
multispectral imagery at 5 m spatial resolution with daily revisit 
time. The constellation is initially designed with eight satellites to 
be launched in 2022. 

6.4. Planet Imagery 

Planet Labs is an American private Earth-imaging company. 
Founded in December 2010, Planet designs, builds and launches 
satellites by using lean, low-cost electronics. The Constellation of 
SuperDoves operates more than 150 satellites that together provide 
a dataset of Earth observation imagery with a unique combination 
of coverage, frequency, and resolution. It launches new satellites 
every three or four-month [23] . The constellation had added 48 
SuperDoves to the constellation in January 2021  

6.5. GAOFEN 14- 13 (GF-13, GF-14) 

An optical stereo mapping satellite in a sun-synchronous orbit 
(GF-14) and a geostationary earth observation satellite (GF-13). 
The Gaofen satellites form a series of civilian Earth observation 
satellites that comprises more than 20 satellites. They are part of 
China's High-definition Earth Observation System (CHEOPS). 
GF-13and GF-14  are government-funded programs designed to 
provide real-time global surveillance data. They will be mainly 
used for land surveys, crop yield estimation, environmental 
management, meteorological early warning and forecast, and 
disaster prevention and reduction, providing information services 
to develop the national economy.  

7. Conclusion 

This paper presented the principle satellite services freely and 
commercially available for different precision agriculture 
applications. The results showed that recent PA applications are 
demanding more precise imagery. The recent technological 
advances have permitted a steady advance in spatial resolution 
attending 0.3 m and twice-daily revisit time with a sensibility 
reaching 14 bits. The current trends of satellite imagery are 
towards 100% commercially available imagery with lower costs 
and fast access that allows a large delivery to a community of users, 
especially for agricultural concerns. Future progress conduct 
trends towards using large nanosatellites constellation to satisfy a 
large demanding community with an extending lifetime reaching 
15 years, leading to the prolongation of the longevity of the 
missions and consistent supply of highly calibrated data.   
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 The following document analyzes the current situation in mobility and intelligent 
transportation in Colombia and in some cities around the world. Presenting several cases 
of success and implementation of technologies and protocols that seek to improve the 
problems with the greatest impact in today's cities, such as traffic congestion, 
environmental impact, accessibility, and road safety. The main objective of this research is 
to propose recommendations appropriate for transportation systems in Colombian cities, 
identifying the present challenges; therefore, through this article we will expand the 
panorama on ITS (Intelligent Transport System) that can be developed taking into account 
the needs of each territory; optimizing the strategies proposed and in turn considering the 
solutions that are being carried out; taking them as a guide for cities that are still in search 
of better mobility plans. 
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1. Introduction   

A UN study, with demographic data shows a population 
growth in urban areas, where it is estimated that 68% of the 
inhabitants will be located in cities by 2050 [1], this will occur 
mainly in developing countries due to the poverty rate that exists 
and that presents a prolonged increase. In addition, due to the 
increase in population, cities have had to transform the way they 
use their resources and start looking for technological alternatives. 
This idea has made the government, industry and society adopt 
the term Smart Cities [2].   

A smart city is one that is concerned with the integration of all 
the factors that make up society; combining technology and 
organizational work to plan, optimize and monitor the resources, 
services and infrastructure available, offering its citizens well-
being, sustainability and quality of life [3]. At the same time, a city 
can be called smart as long as ingenious ideas are developed that 
allow the growth of certain elements or pillars such as economy-
productivity and labor market, mobility-transportation and 
infrastructure, surroundings-environment, people-level of 
qualification, life-living conditions and, governance-city 
management [4]. According to the above, it is determined that for 
the study of this article only one of the pillars that make up the 

smart cities, smart mobility, will be taken; since it is considered a 
crucial factor in the development of cities and requires an analysis 
in the current scenario. 

Considering the above, a smart city must be connected and 
automated in such a way that all its basic elements can become a 
whole. The energy is the main source for such connection, being 
the center of connectivity, communication and information [2]. 
The International Electrotechnical Commission (IEC) is 
responsible for standardization in the field of electricity, energy 
and other electrical and electronic components, therefore, 
focusing on smart cities formed an IEC Systems Committee [5] 
of electrotechnical aspects called SYC (Systems Committee), 
which delves into the Sustainable Development Goal for cities, 
controlling the implementation of new technologies, in addition 
to monitoring compliance with current regulations.  

Mobility has been a challenge for cities around the world due 
to the different problems present in this environment, traffic 
congestion, deterioration of road infrastructure, accidents, gas and 
noise generation [6] are just some examples. This is why 
developed cities have worked to find technological solutions such 
as the implementation of IoT, Big Data, automated, hybrid or 
electronic vehicles [7], converting conventional transport into 
intelligent transport, optimizing and improving the quality of 
service for citizens [8]. A specific case is the European Union, 
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that is constantly working on investment projects for the 
construction of smart cities [9], in total they have developed 81 
projects, 70 have already culminated and 11 are still ongoing, of 
which 33 have addressed issues in mobility and transport [10]. 

On the other hand, in Latin America, public transportation is 
one of the most used mobility alternatives, where trips can be 
short in distance, but long in time; so alternatives such as Bus 
Rapid Transit (BRT), train systems, subways or cable cars are 
sought [11]. It should also be mentioned that studies have been 
conducted in the region that show the dissatisfaction of citizens; 
in terms of quality, time, comfort, safety, and cleanliness of 
transportation services, which is why many people have decided 
to purchase their own vehicles. However, this increase has caused 
greater traffic jams and congestion in cities [12]. Thus, road 
infrastructures in this region are not adequate for the number of 
vehicles moving in them; traffic control systems in many cases 
fail or are non-existences in these cities.  

The current situation in Colombia is no different from the 
current scenario in Latin America; the dissatisfaction with 
transportation services is evident and therefore solutions are being 
sought in the country to reduce the impact on mobility in different 
cities. However, these technologies have not been successful 
because the systems are not adapted to the real situation of the 
place; the integration of services and their compatibility is not 
feasible and their implementation is complex [13]. 

Therefore, the development of this article will focus on the 
approach of recommendations suitable for Colombian cities. 
Identifying and analyzing technologies and communication 
protocols; that are currently used in different cities around the 
world, who are working to bring their transportation systems 
within the framework of intelligent mobility. Added to this, it is 
intended to show the current situation in Colombia and the aspects 
that should be strengthened. 

2. Methodology 

In the research of this article, information will be taken from 
different academic, organizational, and state sources of the last 
years; that will allow to build a real vision of the intelligent 
mobility scenario, mentioning the technological trends and 
protocols that make more efficient the management and control of 
traffic. Therefore, in order to formulate the necessary 
recommendations, the following step-by-step is determined to be 
used in the analysis of the document; P1: Make a description of 
the classification of the best countries in the world in mobility and 
intelligent transportation; P2: Define the essential factors in the 
measurement of the performance of the chosen pillar; P3: 
Identification of current technologies and infrastructures that are 
being developed and implemented around the world, mentioning 
some examples; P4: Description of the situation in Colombia 
recognizing the technologies used; P5: Formulate the appropriate 
recommendations in the country. 

 

3. Analysis and development 

In the study conducted by the IESE Business School of the 
University of Navarra in its report Cities in Motion 2020, a 
ranking is made among 174 cities around the world where nine (9) 
dimensions are evaluated among which are the mobility and 
transportation, in the top 10 of mobility the city that ranks first is 
New York (United States), followed by Paris (France) and 
London (United Kingdom) as shown in Table 1 [14]. It is evident 
that the regions that occupy the first places in smart mobility in 
the world are cities belonging to developed countries; that are 
constantly working to improve their indicators and it is precisely 
these three cities that led the overall ranking, being considered the 
smartest cities in the world. 

Table 1: Ranking of the world's best cities in Mobility and Transportation. 

Position City Country 
1 New York United States 
2 Paris France 
3 London United Kingdom 
4 Berlin Germany 
5 Madrid Spain 
6 Munich Germany 
7 Vienna Austria 
8 Beijing China 
9 Barcelona Spain 

10 Shanghai China 
Own elaboration - Data taken from [14]. 

In turn, the factors that are evaluated to measure the 
performance of smart mobility in a city are determinants, such 
elements are public transport, accessibility, connectivity and road 
network [15], as shown in Figure 1. In this graph, three categories 
are described that intend to deploy the thematic for a better 
understanding; in the first place, there is the dimension or pillar 
Mobility and Intelligent Transport that is the basis of the analysis; 
from this level arise some ramifications called factors that are the 
aspects where the main needs and demands of today's cities are 
found, which is why it is of utmost importance to have indicators 
that allow evaluating the growth or performance of those 
strategies implemented to improve transportation systems. 

 

Figure 1: Intelligent mobility factors and indices [14], [15]. 
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It is necessary to mention that the indicators may vary 
according to the population since cities have different needs and 
as a result their indexes also change; establishing unique 
objectives and measures to strengthen the transportation systems 
for each territory. 

An example of these indexes is New York; a city that has 
implemented several transportation alternatives for its inhabitants, 
for this reason, some indicators have been defined, such as the 
following: 

• # Of metro/bus passengers: 2.5 billion passengers/year. 7.5% 
increase since 2010. 

• # Of bicycle trips (City Bike): 30,000 Trips/day (2016-2017 
record). 

• # Of passengers by Ferry: Grew, 4,000 trips/day (2016-2017 
record). 

• % Of trips per application: 90% increase since 2010. 
• % Of vehicle registrations for rental: 22.7% increase (2016-

2017 registration). 
• % Of sustainable mode trips: 61.4% of total trips reported 

[16]. 

According to the above information, these indicators are 
related to the factors of public transportation and accessibility. 
The city government has focused its efforts on creating a 
diversified system; that facilitates the mobility of the population, 
while offering a portfolio of optimal possibilities that meet the 
needs of the user. Likewise, it can be observed that the results 
obtained in the last decade in NY were positive; since many of its 
indicators are in constant growth, allowing no means of 
transportation to collapse due to demand.  

4. ITS- V2X Communications 

A possible solution is found in ITS (Intelligent Transport 
Systems) which provide innovative alternatives through 
communication networks called V2X where all actors can 
exchange information with each other. These communications 
will allow better safety and traffic management; reducing 
accidents, gas emissions, improving vehicle flow at intersections 
or roads and in turn facilitating the use of autonomous and 
connected vehicles [17] which is the main means where this 
technology is applied.  

In these networks there are four types of connection as shown 
in Figure 2, the first case, V2V (Vehicle-to-Vehicle) occurs in cars 
that being in motion communicate directly with other cars, in the 
case of V2I (Vehicle-to-Infrastructure) communication occurs 
when the vehicle is connected to the road infrastructure such as. 
In the case of V2P (Vehicle-to-Pedestrian) the connection is 
between cars and people who have a compatible device, and 
finally there is the case of V2N (Vehicle-to-Network) where the 
communication occurs when the car connects to the mobile 
network or available data networks [18]. 

 
Figure 2: Connection types. 

For these communications to be possible, two main 
technologies have been established, the first is DSRC (Dedicated 
Short Range Communications) defined for the United States and 
the second C-ITS or ITS-G5 specified for Europe, based on the 
first generation IEEE 802.11p standard, with which multiple tests 
have been performed in V2X communications [19]. However, 
with the scientific advances of recent years, better alternatives 
have been sought to develop different technologies, so a new 
standard called LTE-V2X was created, and its technology is 
called C-V2X, which is understood as cellular communication 
from vehicle to everything. 

In DSRC and ITS-G5 technology, communication is possible 
by means of devices installed on the road that is responsible for 
exchanging information, among which are the so-called OBU (On 
Board Unit) devices that are located in vehicles and the RSU 
(Road Side Unit), which as its name suggests, are those devices 
that are located on the road [20]. Similarly, C-V2X technology is 
based on several technologies that have reached their maturity 
point, but will have greater difficulty in the transition to 5G 
networks, so using the current LTE standard enables 
communication between different users in mobility and can be 
executed in 5G mobile networks in the coming years [17]. 

For this reason, 5G networks are suitable for the creation of 
ITS through the use of small cells or macro cells; that will 
facilitate the exchange of information in a more agile way 
between existing types of communication; processing a large 
amount of data simultaneously coming from different devices 
avoiding background traffic [21]. This technology also has three 
key functions, the first is eMBB (enhanced Mobile Broadband) 
that offers a stable connection transmitting data at high-speed 
maintaining good communication in long periods of time, the 
second service URLLC (Ultra Reliable Low Latency 
Communications) data transmission is reliable. Finally, there is 
the mMTC (massive Machine Type Communications) case where 
a certain amount of data can be transmitted using fixed speed, 
connecting multiple IoT devices that are occasionally linked 
without collapsing the network [22]. 

4.1. Implementation cases. 
Currently, projects or pilots based on the above-mentioned 

communication technologies, such as INFRAMIX [23], 5G 
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MOBIX, 5G CARMEN [24] and AUTO C-ITS, are being 
developed in several countries of the European Union. 

• INFRAMIX 
Project that seeks to improve the physical and digital road 

infrastructure of cities; through strategies that allow the analysis, 
road safety, traffic, and user satisfaction, monitoring and proper 
control of the system. Therefore, pilot tests have been launched in 
two countries, Spain, and Australia. 

In both cases a 20 km segment of road was taken, equipped 
with different devices such as sensors, surveillance cameras, 
Bluetooth antennas, weather stations, using C-ITS-G5 and short 
range communications in which the V2I type predominates; at the 
same time traffic signs, RSU (control stations) and OBU (portable 
devices) were installed with which it was possible to exchange 
information throwing suggestions of lane or speed changes; the 
whole system was tested using 4G networks [25][26].  

• 5G-MOBIX 
This is a project that seeks to test and develop the functionality 

of vehicles through technologies that focus on 5G networks, 
through the construction of cross-border corridors and tests in 
urban sites in different countries of the European Union, 
analyzing network coverage, demand for services and vehicular 
traffic. 

Among the test sites are: (a) The Netherlands specifically in 
Brain port where combined road networks have been built, 
installing C-ITS technologies at intersections and at the same time 
fully equipping a six (6) km highway with surveillance cameras 
and C-ITS. These technologies when connected to 5G will 
manage to leverage the information collected on the road and in 
vehicles, renewing functions to prevention and automated driving 
[27]. (b) China-Jinan, this test site has two main roads equipped 
with LTE-V infrastructure and V2X-5G communications; 
suitable to prevention, automated overtaking, traffic efficiency 
and road safety evaluations [28]. 

• 5G CARMEN 

This project focuses on innovation to develop a hybrid 
network that integrates different types of communications such as 
long-range V2N, V2X and short-range V2I, through technologies 
such as C-V2X and 5G that can offer secure and cross-border 
services.  

It is developed in the Bologna-Munich corridor with a section 
of 600 km distributed in three countries, its purpose is to take 
advantage of the progress made by 5G networks to improve the 
transport service making it safer, smarter and more 
environmentally friendly, thus offering a multi-tenant platform 
that can assist in mobility to this region [29]. 

• AUTO C-ITS 

This project aims to improve the interoperability of transport 
services in Europe by means of C-ITS technology to promote 

autonomous driving; therefore, it was decided to carry out three 
pilots in: Madrid, Paris, and Lisbon, strategically located in the 
so-called Atlantic corridor. Table 2 describes the different 
characteristics of the projects, such as their communication 
channels, current traffic conditions and C-ITS services in the 
cities. It is worth noting that the city in which there has been a 
greater development in C-ITS technology is in Madrid, covering 
a wider road segment and installing a greater number of RSUs. It 
is possible that this benefits the test since the defined traffic 
conditions are a little more detailed than in the other pilots; in 
addition to obtaining a greater amount of valuable information on 
vehicular traffic through constant monitoring [30].  

Table 2: AUTO C-ITS pilot projects. 

Pilot City. Madrid - Spain. Lisboan. - 
Portugal. 

Paris - 
France. 

Road. 

A6 autovía del 
Noroeste, high 
occupancy 
reversible lane. 

A9 CREL Highway 
A13 

Extension/ RSU 
10 kms 
15 RSU 
installed 

7 kms  
Installed 5 
RSUs 

Installed 1 
RSU 

Traffic 
conditions. 

-More than 
20,000 
vehicles/day. 
-Closed traffic: 
Controlled tests. 
-Open traffic: 
Private vehicles 
and collective 
public transport 
(bus). 

-Open peri-
urban traffic. 
-Controlled 
traffic 
conditions.  

-Urban and 
peri-urban 
traffic. 

Vehicles 
involved. 

-Connected 
vehicles: 4  
-Autonomous 
vehicles: 2  

-Autonomous 
vehicles: 2 
-Shuttle 
autonomous: 1 
-Connected 
vehicles: 2 

-
Autonomous 
vehicles: 1 
C1 Evie 
-Connected 
vehicles: 4 
C3   

Communication 
channel ITS G5 ITS G5 ITS G5 

Services C-ITS. 

-Road Works 
information 
service. 
-Meteorological 
information 
service. 
-Traffic Service 
ahead. 

-Notification 
of slow or 
stopped 
vehicles. 
-
Meteorological 
information 
service. 
-Other 
dangerous 
notifications. 

-Hazardous 
location 
notification. 
-Contextual 
speed 
adaptation. 
-Traffic 
scheduling 
assistant. 

*Source: Own elaboration - Data taken from European Union [30]. 
 

• VRUITS 
 
Similarly, there are some completed projects that have worked 

on ITS obtaining satisfactory results. One of these cases is the 
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VRUITS project that was developed with the support of the 
European Union in the Netherlands and Spain; its objective was 
to improve the mobility and safety of the vulnerable road user or 
VRU (cyclists or pedestrians) and in turn provide 
recommendations to intelligent transport systems based on 
evidence to achieve a complete integration with VRU [31]. The 
test conducted in the Netherlands consisted of improving safety at 
intersections by monitoring cyclists and car drivers and sending 
alerts about possible collisions; through the installation of RSUs, 
80% of all cyclists were detected and confirmed the safety of the 
system.  

 
The first evaluated whether the implementation of sensor-

controlled traffic lights could optimize pedestrian mobility; the 
results showed that pedestrian waiting time was reduced by 20%. 
In the second case, the initiative sought to improve visibility at the 
crosswalk, reducing by 5% the number of pedestrians crossing at 
red lights, thereby increasing pedestrian safety. 

 
5. Situation in Colombia 

In Colombia, transportation has presented significant 
problems that deteriorate the mobility system in the different 
cities of the country, preventing its inhabitants from having a safe 
and quality service. Accident rate is one of these factors, only in 
2019 there was a total of 6,826 deaths due to road accidents, of 
which 53.7% was motorcyclists, 25.6% pedestrians, 8.5% private 
vehicles and 6.3% cyclists [32]; the most affected departments 
were Antioquia, Valle del Cauca, Cundinamarca and Bogotá, in 
the latter it is estimated that every 5.6 minutes a simple collision 
or accident with injuries or death occurs [33]. 

Likewise, road congestion has become a critical point in 
mobility, according to the traffic index conducted by TomTom 
(company that annually monitors 57 countries, 416 cities in six (6) 
continents) Bogota was the third (3) most congested city in the 
world for 2019 with a congestion level of 68%; a 30 Min trip could 
increase to 58 Min in the morning and 63 Min at night during the 
rush hour. By 2020 this congestion level decreased to 53% due to 
the strict confinement that was presented by the sanitary 
emergency; however, the city remained in the third place in the 
world ranking becoming the most congested in Latin America 
[34]. 

Similarly, the number of automobiles greatly affects vehicular 
traffic, in recent years the vehicle fleet has increased considerably, 
according to the RUNT registry as of February 2021, a total of 
16,176,803 vehicles were registered nationwide [35], including 
motorcycles, cars, vans, trucks, buses, among others; a number 
that continues to increase since it is optimal and convenient for 
citizens to purchase a vehicle rather than use public services.  

Considering the above information, the government has 
devised some solutions to address part of the problems present in 
the transportation system of the country cities; for this reason, the 
Ministry of Transportation established a series of annual 
objectives to meet the ITS Project in the period 2015 – 2018. In 
this last year, the photodetection system was created and deployed 

throughout the country in order to monitor the speed of vehicles 
on the road and their violations [36]. Manual or automatic 
cameras are used to detect violations in image and video; operated 
by professionals from the control center to analyze the evidence 
obtained and validate it with the database of all cars registered in 
the cities [37]. 

Another of the ITS strategies was the implementation of the 
Vehicular Electronic Toll Collection systems, in this way 
electronic tolls were put into operation, managing to install 40 
tolls in 2018. This system provides users with a unique onboard 
device, called TAG; which works with radiofrequency technology 
that allows them to make the relevant payments in an agile manner, 
avoiding lines and delays at the tolls [38]. Likewise, in 2019 in 
Bogota, smart traffic lights were installed at 21 intersections in 
the city to monitor and control vehicular traffic, obtaining real-
time information on schedules and the number of vehicles 
transiting at these points, with the purpose of optimizing the light 
green time [39].  

On the other hand, in 2020 there were already some fourth 
generation infrastructure projects (4G), including "safer tunnels" 
equipped with lighting, communication, fire detection and 
extinguishing systems; ventilation equipment, signaling and 
traffic light systems controlled from a command and control post 
[40]; these projects offer safety to the user, reduce environmental 
impact and ensure the stability of the work in the event of any 
catastrophe.  

Finally, regarding communication networks, Colombia 
created the New Technologies Transition Plan, which aims to 
modernize the existing ones in the territory; Although in many 
urban areas 4G technologies have been successfully installed, 
there are still areas in the country where 2G and 3G 
communication networks are still in force, exactly 9.5 million 
Colombians and 34.3 million users do not have any mobile 
Internet connection [41], alarming figures for a country that 
discusses intelligent transportation systems; as a result of this, the 
aim is to achieve that before 2022 the whole country has access to 
a 4G network and can connect and communicate with the 
surrounding environment. 

6. Recommendations 

• It is evident that Colombia has failures in the deployment of 
mobile connections. Therefore, it is essential as a first step 
that 4G networks have a wide coverage throughout the 
territory providing secure and quality connectivity to the 
entire population. It is also necessary to create strategies that 
promote the use of these mobile networks in the cities; 
highlighting the variety of benefits that bring the connection 
to the mobile network. 

• Likewise, it is necessary to carry out research and 
development on the technologies that are being implemented 
around the world; to create an adequate transportation system 
that is coherent with the particularities of the Colombian 
system. For this reason, the government plays a decisive role 
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in the development of ITS strategies since financing is 
fundamental so that the projects do not remain ideal or 
halfway through. 

• Considering that some of the country's problems are traffic 
and road accidents; cities in Colombia could consider a 
scenario with autonomous and connected vehicles integrated 
to the public and private sector; allowing to build a 
technological environment through an infrastructure 
equipped with sensors, cameras, signaling, RSU, OBU and 
5G network, leading the country to an intelligent mobility. 

• A V2N, V2V or V2I communication pilot for cities in 
Colombia could be the beginning of a real digital 
transformation. Which would allow an evaluation of 
functionality and data analysis of traffic, accident, or weather 
conditions, in a real environment in real-time, progressively 
integrating autonomous vehicles to the conventional structure 
of the country. 

7. Conclusions  

Although ITS plans and projects have been created in the 
country since 2015, Colombian cities are not yet ready for the 
implementation of state-of-the-art technologies in this scenario, 
an example of this are their obsolete communication networks that 
would not allow a constant flow of large volumes of information 
without first collapsing. Therefore, talking about ITS is not only 
about sensors, cameras, or intelligent traffic lights, it is about 
building an interconnected environment where information is 
available to the user in real-time, allowing an efficient 
management of road resources to provide an appropriate service 
according to the needs of citizens. 

In this way, countries such as Spain, France, the Netherlands, 
China, and Australia have made significant progress in intelligent 
mobility taking the lead in the implementation of V2X 
communication technologies, which for Colombia are still far 
away; however, this analysis was built to show the current 
panorama of these systems and identify the right way to build 
smart cities. Learning from the mentioned success cases, looking 
for a future implementation of ITS in the different cities of the 
country.  

Colombia must continue working on the creation of intelligent 
transportation systems. Making incursions into the different 
available technologies mentioned in the article; building step-by-
step strategies to build models like those seen today in the most 
developed countries in the world. 
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 Microcontrollers have revolutionized the field of Engineering Education. Their popularity 
and cost-effectiveness have opened a large door of activity for innovative projects at both 
the undergraduate and graduate levels. The purpose of this article is to review this activity 
in terms of where two of these microcontrollers have been used in Engineering Education so 
as to recommend further possible applications. Focus is limited to papers presented at three 
IEEE-based conferences over the past 10 years that mentioned the Arduino or Raspberry Pi. 
Documentary analysis is thus used where the abstracts of the conference papers were 
reviewed. Results indicate that EDUCON dominated the field of microcontroller education 
from 2013 to 2016, while the last three years have seen more papers dedicated to this topic 
being presented at the FIE series of conferences. A total of nine papers relating to 
microcontroller education has also been presented at TALE between 2012 and 2019. The 
main application of these microcontrollers has been in the field of Robotics, with general 
electronics and design-based learning following suit. At least 11 conference papers focusing 
on the use of these microcontrollers at school level were found. Overall, the Arduino 
outranks the Raspberry Pi by almost 4:1, with the most cited papers relating to Robotics 
education, to helping students at home to complete science and technology experiments and 
to programming. Further applications can extend to energy monitoring and academic 
development workshops. 
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1. Introduction 

 “When I was playing the game we never had the benefit of TV 
or video to analyze our techniques or look at faults, we depended 
on other cricketers to watch us and then tell us what they thought 
we were doing wrong.” These words by a British athlete and 
cricket commentator, Sir Geoffrey Boycott, well highlight the 
importance of analyzing a technique in order to identify any 
possible faults or opportunities for further improvement. Of 
course, this would necessitate an adjustment of a current action in 
order to improve the given technique that can lead to greater 
success. Similarly, when it comes to Engineering Education, it is 
good to analyze what has been published over a period of time with 
regard to specific topics in order to identify any trends or 
opportunities for further research. 

The surfacing of trends from data collections, such as user- 
generated content streams and news articles, is a popular and 
important data analysis activity, used in applications such as 

business intelligence, quantitative stock trading and social media 
exploration [1]. This has been extended to many different 
applications and fields of study, including Education. Identified 
trends in a specific field can be used to create awareness of what 
type of research has dominated a given topic over time and in 
formulating further recommendations with regard to that topic. For 
example, consider research on the trends relating to 
microcontroller education. A study noted the widespread 
dissemination of the Do-It-Yourself (DIY) culture and how 
modern-day microcontrollers have helped to fuel this culture [2]. 
Based on the trends identified in that study, a recommendation was 
made to use a multi-platform method using 8-bit microcontrollers 
and embedded C programming to maintain the effectiveness of 
microcontroller education. However, that study did not indicate 
how the number of publications relating to microcontroller 
education had increased over time, neither were the specific 
applications listed. This would help to identify further 
opportunities for the future application of microcontroller 
education.  
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Previous research has contrasted conference papers, journal 
articles and student dissertations to obtain bibliometric data [3-5]. 
However, the novelty of this study lies in its purpose, which is to 
contrast papers from three international IEEE conferences with 
regard to the application of microcontrollers in Engineering 
Education, so as to identify possible further applications. The use 
of citation analysis in this study is not for purposes of bibliometric 
analysis, but rather to determine which applications have attracted 
the most interest from fellow researchers around the globe. The 
article starts with a discussion on the rise of microcontrollers in 
Education. The context is then given along with the methodology. 
Results and conclusions follow at the end. 

2. The rise of microcontrollers in Education 

Microcontrollers were first considered at Intel in 1969 when a 
Japanese company approached Intel to build some integrated 
circuits for calculators [6]. Their history thus spans half a century, 
yet their impact has been extraordinary over the past two decades. 
They have indeed revolutionized electronic data acquisition 
systems [7], which is one of their primary applications. 

Microcontrollers are used in many applications that require 
data acquisition, including industrial automation, control, 
measuring and consumer electronics [8]. They can be used in 
everything from relatively simple systems such as washing 
machines and vacuum cleaners, to much more advanced systems 
such as cars and robots [9]. In fact, they have become ubiquitous 
in our daily lives [10]. Its widespread adoption has necessitated 
changes to educational curricula, as institutions of higher learning 
move to make their programmes more relevant to the ever-
changing technological landscape. These institutions seek to gain 
a competitive edge in the market of student recruitment, as they 
claim that their graduates will be better prepared to meet the 
demands of industry in the Fourth Industrial Revolution. Indeed, 
this revolution has been called “disruptive”, as many changes have 
followed in its wake [11]. These changes led to the enhancement 
of new competence requirements (often termed “graduate 
attributes”) and foster adjustments and the updating of 
qualifications. It also leads to the emergence and extinction of 
qualifications. 

These changes are also evident in many school programmes, as 
governments seek to strengthen Science, Technology, Engineering 
and Mathematics (STEM) education among its youth. For 
example, in South Africa, President Cyril Ramaphosa has 
indicated in 2019 that government will introduce Coding and 
Robotics in primary schools (first years of schooling termed 
Grades R to 3) with a plan to implement it fully by 2022. This is 
one of the steps taken by government to improve education in the 
country. Indeed, in many western countries, Robotics is becoming 
increasingly common in primary and secondary education, both as 
a specific discipline and a tool to make STEM subjects more 
appealing to children [12]. 

3. Context of this study 

The context of this study is limited to conference papers 
presented at three IEEE conferences that focused on Engineering 
Education. These conferences are [13]: 

• EDUCON: This Global Engineering Education Conference 
provides a forum for academic, research and industrial 
collaboration on global Engineering Education. It is the 
flagship conference of the IEEE Education Society for 
Europe, the Middle East and North Africa (IEEE Region 8).  

• FIE: Frontiers in Education has become the premiere 
conference for innovative curricula, Engineering Education 
and research excellence. This conference is usually held in 
various locations around the United States (IEEE Regions 1-
6) and, occasionally, in international venues. 

• TALE: This International Conference on Engineering, 
Technology and Education is the IEEE Education Society’s 
flagship in the Asia-Pacific region (IEEE Region 10). It caters 
for researchers and practitioners with an interest in 
engineering, technology, and integrated STEM education, as 
well as those interested in the innovative use of digital 
technologies for learning, teaching, and assessment in any 
discipline. 

The reason for focusing only on these conferences is the fact 
that they are rated by Microsoft Academic [14] under the top ten 
Engineering Education conferences in the world, and they focus 
on all fields of Engineering. Many of the top ten conferences on 
the Microsoft Academic list are field specific, such as 
Instrumentation, Cybernetics, Data Mining, Computer Science and 
Collaborative Learning. 

The topic of interest is limited to the use of two 
microcontrollers, namely the Arduino and Raspberry Pi. The main 
reason for this is due to the dominance of conference papers on 
these two microcontrollers at the three conferences. Figure 1 
highlights the total number of conference papers per year that 
included the word “microcontroller” for these three conferences, 
as found on the IEEE Xplore website.  

 
Figure 1: Conference papers using the word “microcontroller” from 2010 to 

2019 

More than 50% of these conference papers were related to the 
Arduino and Raspberry Pi. A secondary reason relates to the 
availability of communities of developers in which the participants 
share codes and experiences in projects relating to these platforms 
[14], which would make them easier to implement in Engineering 
Education. 
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It is noteworthy that EDUCON dominated the period of 2013 
to 2016, while FIE dominated the last three years relating to the 
number of papers presented that mentioned the words “Arduino” 
and “Raspberry Pi”. This fluctuation can negate forecasting in 
terms of which conference will dominate microcontroller 
education over the coming years. However, this “perceived” 
competition does bode well for the growth of microcontroller 
Education, especially within other fields of study or in other 
applications. 

4. Methodology used 

Documentary analysis were used where the abstracts of papers 
from the three conferences were reviewed. Documentary analysis 
is an important source of information, because it is non-relative, 
meaning that the information found in documents will remain the 
same over time [15]. These abstracts are retrieved from the IEEE 
Xplore database by limiting the search to three IEEE-based 
conferences, and by then searching within the results. For example, 
EDUCON is inserted into the search bar available on the home 
page. Conferences are then applied on the next page. Search within 
results is then used to first search for the word “Arduino” and then 
for the words “Raspberry Pi”. The same procedure is then repeated 
for FIE and TALE. The search is limited to the time period of 2010 
to 2019, as many conferences were impacted negatively in 2020 
due to the global COVID-19 pandemic. 

Abstracts are downloaded into a MS EXCEL sheet, where they 
are reviewed in terms of the field of application, number of 
authors, level of education and number of citations obtained since 
the publication. The citations can help to evaluate the impact of the 
publications [16], and also point to fields of application that are 
important to other researchers in Engineering Education. A large 
number of co-authors may indicate that more cross-disciplinary 
research is taking place. Within science, many studies have shown 
that papers with more co-authors tend to attract more citations [17].  

5. Results 

5.1. EDUCON results 

Figure 2 contrasts the level of education where the 
microcontrollers have been applied. Arduino has dominated the 
discourse on the use of microcontrollers in Engineering Education 
as presented at EDUCON. A total of 15 papers were dedicated to 
it, with eight applied in Higher Education. It is encouraging to see 
that it has also been applied to STEM education at school level, 
where three papers were found in this regard. The Raspberry Pi 
has only been reported on in five papers relating to Higher 
Education. The generic column indicates that three papers 
reported on different levels of education where the Arduino has 
been implemented. Figure 3 indicates the various applications for 
the two microcontrollers that were presented since 2010 at 
EDUCON.  

The main application relates to Robotics when considering the 
Arduino in Figure 3. This is not surprising, as Robotics research 
has increased at a rapid pace around the globe. More industries 
are searching for graduates with Robotics experience, and 
institutions of Higher Education are introducing new curriculums 
that include Robotics education. In fact, this is even being 
introduced at school level in South Africa, as mentioned earlier. 

Electronics (A/D) feature second on the list of applications. 
Both basic analogue and digital electronics are covered in this 
number (three), indicating that the Arduino microcontroller has 
also been used to convey fundamental principles to Engineering 
students. Some principles may seem to be abstract to certain 
students. Seeing the “theory” in “practice”, or in action, does 
indeed help students to grasp and retain key principles. This may 
also be applied to the application of design (two papers dedicated 
to this), where students need to understand various concepts that 
need to be synthesized to obtain a working model. 

 
Figure 2: Level of education noted for papers presented at EDUCON 

 
Figure 3: Applications discerned in EDUCON papers from 2010 onwards 

The application “Design” covers the creation of an electronic 
circuit to fulfill specific requirements. “Programming” involves 
learning a new computer language, such as C++, while “Remote 
labs” involve online work were students can access an online 
remote laboratory from their place of residence to complete 
practical experiments. “Control systems” or “Control” require 
students to control electrical or mechanical equipment by using a 
microcontroller, while “PBL” (problem-based learning) requires 
students to make use of microcontrollers to solve an engineering-
related problem. The “Workshop” application indicates a short 
course in which academics or students are trained in the basic use 
of a microcontroller, while “Computing” calls on students to 
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implement a microcontroller to perform mathematical or 
procedural tasks. The rest of the applications featured in only one 
paper each, with the dominant Raspberry Pi application being 
remote laboratories. This is expected, as the Raspberry Pi is a low-
cost single-board computer that can function as a web server. 

Figure 4 shows the number of authors for the 15 conference 
papers relating to Arduino as presented at EDUCON over the past 
ten years, along with their citation count. Figure 5 provides this 
same analysis for the Raspberry Pi. 

 
Figure 4: Number of authors versus their citations for EDUCON papers 

relating to Arduino as determined on 1 November 2020 

 
Figure 5: Number of authors versus their citations for EDUCON papers 

relating to the Raspberry Pi as determined on 1 November 2020 

Two papers were presented in 2014 (see Figure 4), and four 
papers in 2019 (2 x 2014 and 4 x 2019). The maximum number 
of authors on a paper occurred in 2014, which was ten. That 
specific paper applied the Arduino microcontroller to the field of 
Robotics at school level. Two papers that have attracted the 
highest citation account were presented in 2016 (it focused on the 
design of electronic projects in Higher Education) and in 2018 (it 
focused on the use of Arduino in Robotics education at school 
level). Two papers were presented in 2015 (see Figure 5) and 
another two in 2018. The paper with the highest citation count was 

published in 2018 and related to the field of Robotics education 
in Higher Education. 

5.2. FIE results 

Figure 6 contrasts the level of education, where the two 
microcontrollers have been applied in Engineering Education 
papers that were presented at FIE. Again, the Arduino dominated 
the discourse over the past ten years at this international 
conference, with the majority of papers reporting on its 
implementation in Higher Education. A higher number of papers 
have been published at FIE, compared to EDUCON. However, 
the trend seems to be similar between the two conferences, with 
the Arduino again dominating in Higher Education. Figure 7 
highlights the main applications for the two microcontrollers in 
Engineering Education.  

 
Figure 6: Level of education noted for papers presented at FIE 

 
Figure 7: Applications discerned in FIE papers from 2010 onwards 

Again, the field of Robotics education tops the list. However, 
the Arduino microcontroller has also been well applied in the field 
of experimentation, where two papers are focused on improving 
Science and Technology education at school level through 
laboratory experiments. The Raspberry Pi finds equal 
representation in the fields of design and remote laboratories. 
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“Experimentation” relates to the use of a microcontroller to 
complete a basic science experiment, while “Measurements” infer 
the measuring and recording of different parameters, such as 
temperature.   

Figure 8 presents the number of authors for the papers along 
with their citation counts. An outstanding result is the citation of 
2010. That particular conference paper reported on the use of an 
Arduino microcontroller to help students at home to complete 
science and technology experiments. This research would 
especially be applicable to 2020, where many students were 
forced to stay home due to the COVID-19 pandemic. Figure 9 
provides this same analysis for the Raspberry Pi. 

 
Figure 8: Number of authors versus their citations for FIE papers relating to 

Arduino as determined on 1 November 2020 

 
Figure 9: Number of authors versus their citations for FIE papers relating to the 

Raspberry Pi as determined on 1 November 2020 

Four papers were presented in 2017 and another two in 2018 
(see Figure 9). Two papers with the highest citation count were 
published in 2016 (related to the field of Robotics education in 
Higher Education) and in 2017 (related to remote laboratories).  

Five papers were also found that reported on the use of both 
microcontrollers in the same course or module. All five papers 
reported on work done in Higher Education, where the fields of 

application included project-based learning, design, modelling 
and programming. A paper presented in 2015 has a current 
citation count of 29, and reported on the use of a range of 
microcontrollers that were being used in a number of courses 
relating to project-based learning. Another paper presented in 
2016 has a current citation count of 26, and reported on the use of 
multiple microcontrollers in design-based learning. 

5.3. TALE results 

Figure 10 contrasts the level of education, where the two 
microcontrollers have been applied in Engineering Education 
papers that were presented at TALE. Figure 11 shows the main 
applications for the two microcontrollers in Engineering 
Education, which include Robotics education, Design and Control. 

 
Figure 10:  Level of education noted for papers presented at TALE 

 
Figure 11: Applications discerned in TALE papers from 2010 onwards 

Again, the use of Arduino has been well reported on in Higher 
Education (see Figure 10), with only two papers dedicated to this 
at school level for both the Arduino and Raspberry Pi. Nine papers 
have reported on the use of the Arduino or the Raspberry Pi over 
the past eight years of the TALE conference that was first held in 
2012. 

Figure 12 presents the number of authors for the papers along 
with their citation counts. Two papers were presented in 2014 and 
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three in 2018. One paper presented in 2014 has a current citation 
count of 9, and relates to project-based learning in Higher 
Education. Another paper presented in 2016 currently has an 
equal citation count, and relates to the use of Arduino in the field 
of Programming for freshmen Engineering students. 

Only one paper relating to the use of the Raspberry Pi in the 
field of Programming at school level was found. Six authors 
contributed to this paper that was presented in 2019, and which 
has no citation count as yet. Table 1 contrasts the key results 
between the three international conferences. 

 
Figure 12: Number of authors versus their citations for TALE papers relating to 

the Arduino as determined on 1 November 2020 

Table 1: Key results 

 

FIE has a higher number of papers (19 + 7 = 26) than 
EDUCON or TALE. However, the ratio between papers related to 
the Arduino and to the Raspberry Pi is very similar, being 3:1 for 
EDUCON and 2.7:1 for FIE. TALE has a much higher ratio, being 
8:1. All three conferences had papers with multiple authors, while 
the average citation count is the highest for EDUCON (4.8 and 
5.4 respectively). 

6. Possible difficulties in implementing microcontroller 
education at school/college/university level 

Based on the results, it can be seen that more papers have 
reported on the use of microcontrollers in Higher Education as 

opposed to school level. This may be due to a number of 
difficulties or challenges that are experienced at school level. 

Firstly, it has been reported that schools have limited funding 
and resources [18] that would impact on the purchase of different 
technologies. Partnering with an institution of Higher Education 
could overcome this challenge, as many universities are mandated 
to engage in community development where they should make 
use of their resources to empower and uplift their communities. 

Secondly, limited online resources to help learners or students 
to further their engagement with specific types of technology were 
noted [19]. Opting for open source software that is freely available 
to the public, and especially when it comes to programming that 
is required with microcontrollers, can help institutions or schools 
to decide on which option they wish to take. Both the Arduino and 
Raspberry Pi feature open source software. However, the Arduino 
is aimed at quick programming and circuit prototyping, while the 
Raspberry Pi acts as a learning tool for computer programming. 
The Arduino consumes less power than a Raspberry Pi [20], and 
is a cheaper board that also supports PWM and analog signals [21]. 

Thirdly, teaching programming is a challenge since the failure 
and dropout rate can be high in introductory programming courses 
[22]. Both teachers and learners could struggle to learn a new 
programming language. However, this can also be mitigated when 
numerous online resources and programming examples are 
available from which to learn. Partnering with an institution of 
Higher Education can also help in this regard, as academics 
proficient in programming can then volunteer their time to engage 
with learners at their schools.  

7. Opportunities for further application in Engineering 
Education 

Based on the EDUCON results, it can be forecasted that this 
international conference may see more papers in the future 
dedicated to using the Arduino microcontroller in Robotics 
education at school level. A rise in conference papers relating to 
its application in design-based modules may also be evident in the 
future. As regards the Raspberry Pi, more remote laboratories can 
be set up to help students complete practical experiments from 
their own home. However, further applications can be recommend 
with regard to the Arduino that can be presented at future 
conferences. 

One of the past papers at FIE reported on the use of Arduino 
in the field of Measurements [23], in terms of educating students 
about remote environmental monitoring (e.g. temperature and 
humidity). However, the field of Energy Monitoring is also 
growing rapidly, as more countries seek to invest in renewable 
energy. Institutions should seek to incorporate energy monitoring 
techniques into their curriculum so as to better prepare graduates 
for this specific industry. An example of such a technique can 
relate to the use of an innovative jig to stimulate awareness among 
Engineering students about the principle of operation of solar 
panels. An Arduino can be used as part of that jig to help students 
visualize the results of their experiments on a personal computer. 

A second application relates to the remote control of electronic 
or mechanical equipment. The advent of the Fourth Industrial 
revolution has enabled the rollout of many different sensors that 
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can now communicate with each other as part of the Internet of 
Things. One such application can focus on the remote control of 
garden plantation pumps using Arduino and mobile 
communications. Real-time monitoring of specific environmental 
conditions can help both academics and students to implement 
similar systems for other applications, such as an aquaponics 
system. 

A third application relates to personal security. Globally, a 
drive exists to create awareness of gender-based violence and to 
empower communities to take a stand against domestic violence. 
Devices can be developed using microcontroller technology that 
can generate messages to a mobile number of a relative stipulating 
a victim’s location and relevant surrounding information. This 
type of application may help students to not only think of 
engineering-related problems, but to also become aware of social 
problems that could be mitigated by the use of microcontroller 
technology. 

A fourth application relates to workshops for academic staff. 
A workshop was reported on in a conference paper presented at 
FIE in 2019. This workshop was presented to school learners in 
an effort to stimulate awareness of engineering design principles 
[24]. Similar workshops could be designed to help promote 
academic development among lecturers at colleges or teachers in 
schools. This can form part of lifelong learning and enable 
individuals to remain registered with international bodies as part 
of their continuous professional development. An example of 
such a workshop can relate to helping lecturers from a technical 
and vocational college to improve their technical and 
programming skills by using the Arduino platform. 

8. Conclusions 

The purpose of this article was to analyze the application of 
two main microcontrollers in Engineering Education by 
reviewing what has been published over the past ten years at three 
international IEEE conferences that focus primarily on 
Engineering Education. Results indicate that EDUCON 
dominated the field of microcontroller education from 2013 to 
2016, while more papers were dedicated to this topic being 
presented at the FIE series of conferences from 2017 to 2019.  

Over the past ten years, 26 conference papers were presented 
at FIE relating to the Arduino and Raspberry Pi. Twenty 
conference papers were presented at EDUCON, while nine papers 
were presented at TALE. The main application of these 
microcontrollers has been in the field of Robotics, with general 
electronics and design-based learning following suit. At least 
eleven papers focusing on the use of these microcontrollers at 
school level were found. Overall, the Arduino outranks the 
Raspberry Pi by almost 4:1, with the most cited papers relating to 
Robotics education, to helping students at home to complete 
science and technology experiments, and to programming.  

Further applications can extend to energy monitoring and 
academic development workshops. The importance of energy 
monitoring has increased with a global drive to install more 
renewable energy systems in the world. Continuous professional 
development is also of key importance, as professionals seek to 

maintain their registration with official Engineering bodies 
around the world. 

The future of using microcontrollers in Engineering Education 
is indeed bright, as more academics are seeking to promote 
student engagement by fusing theory and practice. Only time will 
tell to what heights academics will rise in their innovative use of 
these unique microcontrollers, as future analysis will reveal 
further trends and opportunities in this regard. 
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 With the advent of internet technology and social media, patterns of social communication 
in daily lives have changed whereby people use different social networking platforms. 
Microblog is a new platform for sharing opinions by means of emblematic expressions, 
which has become a resource for research on emotion analysis. Recognition of emotion 
from microblogs (REM) is an emerging research area in machine learning as the graphical 
emotional icons, known as emoticons, are becoming widespread with texts in microblogs. 
Studies hitherto have ignored emoticons for REM, which led to the current study where 
emoticons are translated into relevant emotional words and a REM method is proposed 
preserving the semantic relationship between texts and emoticons. The recognition is 
implemented using a Long-Short-Term Memory (LSTM) for the classification of emotions. 
The proposed REM method is verified on Twitter data and the recognition performances 
are compared with existing methods. The higher recognition accuracy unveils the potential 
of the emoticon-based REM for Microblogs applications.  
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1. Introduction  

Expressions of emotion are fundamental features of intelligent 
beings, especially humans, that play important roles in social 
communication [1, 2]. In simple words, emotion represents a 
person’s state of mind exposing into an expression such as 
happiness, sadness, anger, disgust, and fear. Humans express their 
emotions in verbal and nonverbal modes, such as speech [3], facial 
expression [4], body language [5], and expression using text [6]. 
Emotion has a strong correlation with mental health measured by 
positive and negative affect and plays a vital role in human social 
and personal life. With the advent of internet technology, people 
use various social networking platforms (e.g., Facebook, Twitter, 
Whatsapp) for social communication. People share their thoughts, 
feelings, and emotions on different socio-economic, politico-
cultural issues using social media. Social media contents appear to 
emerge as a potential resource for research in human emotional 
and social behaviors.  

Microblog is a common platform to share opinions; hence, it is 
an important source of emotion analysis of individuals. Microblog 
makes communication more convenient in our daily life. The most 
popular microblogs include Twitter [7], Facebook, Instagram, 

LinkedIn, and Tumblr. A microblog-post can be reached a vast 
number of audiences within a short time through these platforms. 
Moreover, a post may reflect one’s emotion or sentiment. Thus, 
sentiment analysis and emotion recognition are two critical tasks 
from microblog data [8–13]. Depression is the world’s fourth 
major disease, which is deeply related to emotions [14] and often 
leads to suicidal tendencies. In the United States, suicide is the 10th 
major cause of death [15]. Social communications and microblog 
messages may reflect one’s mental state. Thus, a potential 
application of microblog analysis is to take quick necessary actions 
against deeply depressed people (who might commit suicide) 
based on his microblog comments.   

Analysis of social media contents, especially microblogs, has 
become very important in different prospects in the present internet 
era. Tracking and analyzing social media contents are 
advantageous for understanding public sentiment on any current 
socio, cultural, and political issue. Researchers have explored 
different techniques of extracting information from social media 
data, which have a direct impact on customer services, market 
research, public issues, and politics. Customer review analysis 
through such techniques plays an important role in improving the 
quality of the products and services for retaining customers and 
attract more [16]. The developed techniques are expected to play 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author:  M. A. H. Akhand, Email: akhand@cse.kuet.ac.bd, and 
Tel.: +8801714087205 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 347-354 (2021) 

www.astesj.com  

Special Issue on Innovation in Computing, Engineering Science & Technology 

https://dx.doi.org/10.25046/aj060340  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060340


J. Islam et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 347-354 (2021) 

www.astesj.com     348 

an essential role in the study of patients' psychology. Furthermore, 
emotion analysis is being considered as an emerging research 
domain for the assessment of mass opinion [17]. 

Automatic recognition of emotion from microblogs (REM) is 
a challenging task in the machine learning and computational 
intelligence domain. There are two main approaches to recognize 
emotions from microblogs: the knowledge-based approach and the 
machine learning (ML) approach [18]. In the knowledge-based 
approach, the task is to develop a set of rules analyzing the given 
data and then detect emotion using the rules [19]. In the ML 
approach, a dataset, which consists of patterns based on the 
features generated from the microblog data, is used to train an ML 
model, and then the model is used to predict the emotion for unseen 
data [20]. Typically, ML-based approaches are expected to 
perform better than knowledge-based approaches [29], [31]. 
Recently, deep learning (DL)-based methods, which work on the 
preprocessed data and do not require explicit features, are 
investigated for REM and found to be promising results [21], [22]. 

The existing REM methods ignored emoticons and other signs 
or symbols in the microblogs. These researches only considered 
texts for the recognition of emotion [23–25]. Nowadays, 
emoticons, the pictorial representations of facial expressions using 
characters and related symbols, are commonly used on social 
media sites. It is found that emoticons are becoming the most 
important features of online textual languages [26]. Among the 
few studies that dealt with emoticons is [22] using Convolutional 
Neural Network (CNN). In the study, words and emoticons from 
microblogs are processed separately in two different vectors and 
projected into the emotional space to classify using CNN. 
Emoticon consideration independent of the text seems not 
appropriate as emoticons embedded within the text fabricates a 
semantic or contextual meaning, which is important in emotion 
analysis. Placement of the emoticon within the text is also 
important as the different arrangement of emoticon within text may 
change the meaning. However, emoticon-based REM 
development is the motivation behind the present study.     

This study aims to develop an improved REM method to keep 
the semantic links between emoticons and the relevant texts. 
Acknowledging emoticons as particular expressions of emotions, 
they are represented by suitable emotional words. The original 
sequence of emoticons in the microblog is unchanged since their 
sequence may have a vital role in expressing the appropriate 
emotion. With the necessary prepossessing of microblog data, a 
machine learning model suitable for examining the sequential or 
time-series information, known as the Long Short-Term Memory 
(LSTM), is employed to classify emotions. The recognition 
performances are compared with the existing method that uses 
only text expressions (i.e., ignores emoticons) in the recognition 
process. An initial version of the LSTM-based REM considering 
emoticons has been presented in a conference [1]; and, the present 
study is an extended version. The current REM presents the 
detailed theoretical analysis and experimental results. The higher 
recognition accuracy of the proposed REM justifies its use in 
emerging microblog applications.  

The rest of the paper is organized as follows. Section 2 
presents a brief survey of existing REM methods. Section 3 
explains the proposed REM method. Section 4 provides detailed 

experimental results and analysis. Finally, the conclusion is 
presented in Section 5. 

2. Related Works 

 Microblog analysis for REM is explored with the rapid growth 
of social media communication. Several studies were conducted in 
the last decade for REM from microblogs employing different ML 
methods, including Naive Bayes (NB) and Support Vector 
Machine (SVM). The DL-based techniques have also emerged 
remarkably in the recent REM studies. 

Pre-processing of blog tests and distinguishable feature 
extraction with appropriate techniques are the two important tasks 
to apply any ML method for REM. Chaffar and Inkpen [18] 
extracted features from diary-like blog posts (called Aman’s 
Dataset) using bags of words and N-grams. They used decision 
trees, NB, and SVM to recognize the six fundamental emotions 
(i.e., anger, disgust, fear, happiness, sadness, and surprise) using 
the features. The SVM is found best among the other classifiers. 
Silva and Haddela [27] also used Aman’s data set and applied the 
SVM for REM purposes. But they investigated a concept called 
term weighting to enhance the conventional Term Frequency 
Inverse Document Frequency (TF-IDF) for feature extraction. 
Chirawichitchai [28] studied a feature selection technique by 
information gain and REM by SVM on Thai language blog texts 
from various social networking sites (e.g., Facebook).  

In [29], the authors examined semi-supervised learning with 
SVM, called distant supervision, for REM from the Chinese tweets 
in Weibo using a large corpus with 1,027,853 Weibo statuses with 
emotion labels. Their proposed system predicted happiness 
emotion most accurately (90% accuracy rate) and worked well for 
anger. However, the system was less effective for detecting other 
emotions, e.g., fear, sadness, disgust, and surprise. 

In [30], the authors used emoticons in their proposed REM 
method called the emoticon spaced model (ESM). The ESM learns 
a sentiment representation of words with the help of emoticons 
using a heuristic. Words with similar sentiments have similar 
coordinates in the emoticon space. The coordinates of words are 
fed into Multinomial naive Bayes (MNB) and SVM for 
classification. They applied their method on the Chinese microblog 
benchmark corpus NLP&CC2013 with 14,000 posts with the four 
most common emotion types (happiness, like, sadness, and 
disgust).  

In [31], the authors performed REM from Twitter’s data using 
NB; in preprocessing stage, they removed URL, special 
characters, stop-words, and few other things. In [32], the authors 
extracted features using different methods (e.g., Unigram, Bigram) 
on the collected 1200 Twitter emotional data and classified 
emotions using MNB. The large number of features combining 
Unigram and Bigram is shown to outperformed others with an 
accuracy of 95.3%.  

In [14], the authors adapted emotional-related Chinese 
microblog (Sina Weibo) data for depression recognition adding 
“depression” as a new class and excluding the “surprise” class. 
They developed an emotion feature dictionary with seven types of 
emotions, namely depression, good, happiness, fear, sadness, 
disgust, and anger, for depression recognition using 1381 
emotional words or phrases. In their study, Multi-kernel SVM is 
found better than KNN, NB, and standard SVM for depression 
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recognition from the combination of features from the user profile 
and user behavior and the features from blog texts. 

Among different DL methods for REM, CNN and LSTM are 
the most well-known ones found in prominent studies recently. In 
[22], the authors proposed a CNN-based REM, called enhanced 
CNN (ECNN), that examines both texts and emoticons. 
Specifically, by placing the emoticons and words in two different 
vectors and projecting them into one emotional space, CNN is 
employed to classify emotion. They viewed emoticons as 
independent of the text, i.e., ignored the emoticon's order in the 
description. Such consideration might be misleading because 
emoticon placement or sequence in the text may have a specific 
meaning. ECNN applied on the Chinese Sina Weibo, NLPCC2013, 
and Twitter datasets (SEMEVAL). The experimental results on 
Chinese Sina Weibo, NLPCC2013, and Twitter microblog datasets 
showed that ECNN outperformed other methods, including SVM, 
bidirectional LSTM (BiLSTM). 

On the other hand, in [21], the authors proposed a hybrid DL 
model, called Semantic-Emotion Neural Network (SENN), with 
BiLSTM and CNN for REM. BiLSTM is used to capture 
contextual information and focuses on the semantic relationship, 
and CNN is used to extract emotional features and focuses on the 
emotional connection between words. SENN was applied on 
Twitter and other social media data, but the use of emoticon is not 
clear in the decision process.   

3. Recognition of Emotion from Microblog (REM) 
Managing Emoticon with Text 

Recently, social media has become a dominant and popular 
platform for expressing and sharing emotion [3] using 
microblogs, photos, and videos. Remarkably, the microblog is the 
hot favorite choice, where one directly writes personal thoughts 
(e.g., own status, reactions to others, and opinions). Facebook and 
Twitter are examples of the most popular social media for 
expressing and communicating such personal thoughts in 
microblogs. Microblogs contain words, emoticons, hashtags, and 
various signs with distinct meanings. Since emoticons have 
become more popular elements besides the text than ever, they 
should be given proper attention in any microblog-based scheme 
of emotion recognition.   

In this study, emphasis is given to emoticons and their 
association with texts in microblogs, considering that both are 
equally valuable to identify proper emotion. Some studies 
excluded emoticons in the preprocessing step considering those as 
noisy inputs [33]. But, in this study, emoticons are altered with 
emotional words and fused with texts for emotion recognition. 

These interpreted emotional words and other texts presented in 
the proposed REM help the model perform improved emotion 
classification. 

 Figure 1 illustrates the framework of REM proposed in this 
study for a sample microblog containing an emoticon in the text. 
The REM consists of four sequential processes. In Process 1, 
emoticons are converted into relevant emotional words according 
to a predefined lookup table. The words are transformed into a 
sequence of integer numbers in Process 2. In Process 3, padding is 
conducted to form a vector containing the sequence of words with 
equal length. Finally, in Process 4, the LSTM is employed for 
classification of emotions into Happy, Sad, Angry, or Love.  

Algorithm 1 shows the proposed REM where individual 
processes are marked. It takes microblog M with W words as input 
and provide emotion category EC. The whole method is broadly 
divided into two major parts: processing microblog data using 
processes 1, 2, and 3, and recognition with the LSTM network. The 
processes are briefly described in the following subsections.  

 
Figure 1: The proposed REM framework illustrating different processes for a sample microblog. 

 

 

My kids so smart     and 
It makes me happy    

Emoticon Meaning
Grinning face

Frowning face

My kids so smart Grinning 
face and It makes me happy    

Process 1: Emoticon Conversion Process 2: Tokenization
Process 4: 

Classification with LSTM Network

[n1 , n2 ,…..,n10]

Process 3: Padding
Detected Emotion

(Happy, Sad, 
Angry, Love)

[0,0,…..0,n1 , n2 ,….,n10]

Algorithm 1: Recognition of emotion from microblogs (REM) 

Input: Microblog M with W Words 
Output: Emotion Category 𝐸𝐸𝐸𝐸 ∈ (Happy, Sad, Angry, Love) 
 

// Process 1: Emoticon alteration with textual meaning  
For all 𝑤𝑤 ∈ 𝑊𝑊 do  
      If M[w] is emoticon then 
            M[w] = Emoticon.meaning (M[w]) 
       End If 
End For 
 

//Process 2: Tokenization with integer encoding  
For all 𝑤𝑤 ∈ 𝑊𝑊 do  
         IW[w] = Tokenizer (M[w])  
End For 
 

// Process 3: Padding with 0 to render fixed S size 
For all 𝑤𝑤 ∈ [𝑆𝑆 −𝑊𝑊] do  
         P[w] = 0   // Consider 0 padding 
End For 
For all 𝑤𝑤 ∈ [𝑆𝑆 −𝑊𝑊 + 1 ∶ 𝑆𝑆] do   
         P[w] = IW[w] // Copy the rest values 
End For 
 

// Process 4: Emotion recognition using LSTM  
//Embedding integer to 2D vector 
For all 𝑤𝑤 ∈ 𝑆𝑆 do  
         V [x, y] = Embedding (P[w]) 
End For 
EC = LSTM (V) 
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3.1. Microblogs Processing 

Twitter is a popular microblog platform and it allows 
emoticons with texts. Thus, Twitter microblogs are collected and 
processed for REM in this study. Social media data contains noisy 
information that needs to be cleaned up to use in the system. Then 
the clean microblogs with emoticons and texts go through the 
Processes 1 to 3 (Fig. 1). In Process 1, each emoticon is replaced 
with corresponding text (i.e., equivalent word for the emoticon) 
using a function, called Emoticon.meaning(), with the help of a 
lookup table with equivalent words and emoticons. Process 2 is the 
Tokenization step: it removes unnecessary information and then, 
generates an integer vector sequence of words (IW) through integer 
encoding. Finally, Process 3 transforms IW to a defined fixed 
length size (say S) of words with zero initial paddings. If 
IW contains W integer values, the padding outcome P vector will 
contain zeros (i.e., 0) in initial S-L positions and the rest are 
L values from IW. 

3.2. Emotion Recognition Using LSTM 

The proposed structure of the LSTM network for the REM is 
shown in Figure 2. The network consists of an input layer, an 
embedding layer, a dropout layer, two LSTM layers, a dense layer, 
and finally, the output layer. The input in the LSTM network 
comprises a sequence of an integer number (defined fixed length S) 
with zero paddings in initial positions. The embedding layer 
simply transforms each integer word into a particular embedding 
vector. In the proposed architecture, the sizes of input integer 
words and embedding vectors are 78 and 128, respectively. 
Therefore, the output of the embedding for a microblog text is a 
78×128 sized 2D vector. A dropout layer is placed just after the 
input layer, which randomly selects input features during training. 
The purpose of the dropout layer is to reduce overfitting and 
improve the generalization of the system.   

There are two LSTM layers in the proposed architecture which 
are the main functional elements of the system. The first and 
second LSTM layers contain 256 and 128 hidden LSTM cells, 
respectively. Each LSTM cell in the first layer processes 128 sized 
embedding vectors and generates single output; therefore, the first 
LSTM layer produces 256 values which propagate to the input of 
each LSTM cell of the second layer. The second LSTM layer 
produces 128 values and the dense layer generates the emotional 
response from the values. Emotion recognition of this study is a 
multiclass (i.e., 4-class) classification problem to classify 
microblogs into four different emotion categories. Thus, it 
requires the dense layer to be of size 128×4. The output layer has 
to yield one of the four classes and therefore, the output layer 
comprises four neurons where each neuron represents a particular 
emotional state. 

An LSTM cell is the heart of the LSTM network architecture 
illustrated in Fig. 3, which shows the basic building block of an 

LSTM cell. The LSTM cell consists of a forget gate (f), a memory 
cell (C), an input gate (i), and an output gate (o), At any state t, the 
memory block uses both the current input (𝑥𝑥𝑡𝑡) and the previous 
hidden layer output (ℎ𝑡𝑡−1) as inputs and generates new output (ℎ𝑡𝑡) 
of the hidden layer. This memory block enables the LSTM network 
in forgetting and memorizing information as required. Hyperbolic 
tangent or tanh (symbol ϕ) and sigmoidal (symbol σ) functions are 
used as the gates. The memory unit calculates the candidate 
memory 𝐶𝐶𝑡𝑡 ���, 𝑓𝑓𝑡𝑡 and input gate 𝑖𝑖𝑡𝑡 at state t according to Eqs. (1-3). 

𝐶𝐶𝑡𝑡 ��� = ϕ (𝑊𝑊𝐶𝐶 *  ℎ𝑡𝑡−1 + 𝑈𝑈𝐶𝐶   * 𝑥𝑥𝑡𝑡  + 𝑏𝑏𝐶𝐶  )                       (1) 

𝑓𝑓𝑡𝑡  = σ (𝑊𝑊𝑓𝑓 *  ℎ𝑡𝑡−1 + 𝑈𝑈𝑓𝑓  * 𝑥𝑥𝑡𝑡  + 𝑏𝑏𝑓𝑓 )                       (2) 

𝑖𝑖𝑡𝑡  = σ (𝑊𝑊𝑖𝑖 *  ℎ𝑡𝑡−1 + 𝑈𝑈𝑖𝑖  * 𝑥𝑥𝑡𝑡  + 𝑏𝑏𝑖𝑖  )                        (3) 

Then, memory 𝐶𝐶𝑡𝑡 is calculated using Eq. (4). 

        𝐶𝐶𝑡𝑡  =  𝑓𝑓𝑡𝑡 *  𝐶𝐶𝑡𝑡−1 +  𝑖𝑖𝑡𝑡 + 𝐶𝐶𝑡𝑡 ���                                (4) 

ℎ𝑡𝑡 comes from 𝐶𝐶𝑡𝑡 through the output gate  𝑜𝑜𝑡𝑡 following Eqs. (5-
6).  

𝑜𝑜𝑡𝑡  = σ (𝑊𝑊𝑜𝑜 *  ℎ𝑡𝑡−1 + 𝑈𝑈𝑜𝑜  * 𝑥𝑥𝑡𝑡  + 𝑏𝑏𝑜𝑜 )                   (5) 

ℎ𝑡𝑡  = 𝑜𝑜𝑖𝑖  * ϕ(𝐶𝐶𝑡𝑡)                                   (6) 

In Eqs. (5-6), W and U denote the respective shared weights, and 
b denotes the bias vector. Finally, the output of an LSTM cell 
comes from ℎ𝑡𝑡 through the weight vector V defined as 

𝑦𝑦𝑡𝑡   = V * ℎ𝑡𝑡  .                                  (7) 

The LSTM is suitable for modeling complex time-series data 
since it can classify from any given sequence upon training. 
Therefore, the LSTM is chosen in the proposed REM to classify 
the processed microblogs. A detailed description of the LSTM is 
available in [34]. 

 

Figure 3: Basic building block of an LSTM cell. 

 

Figure 2: LSTM network architecture used in the proposed REM.  
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4. Experimental Studies 

This section describes Twitter data preparation, experimental 
settings and experimental results of this study. 

4.1. Dataset Preparation 

To make the processed microblog data compatible with LSTM 
network, tokenization is performed using Keras open-source 
neural-network library [36] to convert the words to numerical 
values, and then padded with zeros for a fixed-sized vector. The 

size of the padded numeral blog was 78, whereas, it was 33 while 
emoticons were discarded.    

4.2. Experimental Settings 

Adam algorithm [37], a popular optimization algorithm in 
computer vision and natural language processing applications, is 
used to train LSTM. Softmax and categorical-cross entropy are 
considered as activation function and loss function, respectively. 
The dropout rate of the dropout layer is set to 0.3, and each LSTM 
layer contains 30% dropout and 20% recurrent dropout while 
training the model. Batch-wise training is common nowadays and 
LSTM training was performed for batch sizes 32, 64, and 128 
which are commonly used in related studies. Among the collected 
16012 tweets, 75% (i.e., 12009) were used to train LSTM, and the 
remaining 25% (i.e., 4003) were reserved for the test set to check 
the generalization ability of the system. 

The proposed model was implemented in Python 
programming language. The experiments were performed using a 
jupyter notebook as well as Kaggle online environment. A PC 
with the following configuration is used for conducting the 
experiment model: HP ProBook 450 G4, processor: Intel(R) Core 
(TM) i5-5200U, CPU: 2.20 GHz, RAM: 8 GB, OS: Windows 10. 

4.3. Experimental Results and Analysis 

The emoticon consideration with text is the core significance 
of the proposed REM (with emoticons embedded in texts) from 
real-life Tweeter data. An experiment discarding emoticons (i.e., 
using texts only) is also carried out, it may be called REM without 
emoticon or text-only REM. The outcomes of text-only REM are 
compared with the proposed REM to observe the effect of 
emoticon.  

In Figure 4, the accuracies of the LSTM for both the training 
and test sets are evaluated by varying the training epochs up to 
200 for the different batch sizes (BSs). It is very clear from the 
graph that the accuracy of the proposed REM (as shown by the 
solid curves) is always better than the accuracy of the text-only 
REM (as shown by the dashed curve). Remarkably, the accuracy 
with the text-only case is compatible with the proposed REM 
while training. For example, at 100 epochs for BS=32 (in Fig. 
4(a)), the achieved accuracies on the training set of the proposed 
REM and text-only REM are 0.994 and 0.957, respectively. 
However, regarding the test data, the accuracy of the proposed 
REM is much better than that of the method without emoticon (i.e., 
text-only REM). It is remarkable that the text-only REM test set 
accuracy is placed in a graph doubling its achieved value to make 
the graph better visualization. At a glance, the test set accuracy of 
the proposed REM is almost double that of the text-only REM 
with any BS values. As an example, at 100 epochs for BS=64 (in 
Fig. 4(b)), the achieved test set accuracy for proposed REM is 
0.873; whereas, the value is only 0.424 for text-only REM. A 
similar observation is also visible for BS=128 in Fig. 4(c).  

 Figure 5 shows the best accuracies from individual 
experiments with different BS values. The training set accuracy 
for the text-only REM and the proposed REM are 0.963 and 0.994 
for any BS value, respectively. Although performance on the 

Table 1: Emoticons and corresponding word meanings 

 

Sl. Emoticon Unicode Textual Meaning Emotion 
1 U+1F600 Grinning face

Happy
2 U+1F604 Grinning face with smiling eyes
3 U+1F601 Beaming face with smiling eyes
4 U+263A Smiling face
5 U+1F62D Loudly crying face

Sad
6 U+1F622 Crying face
7 U+1F97A Pleading face
8 U+2639 Frowning face
9 U+1F620 Angry face

Angry
10 U+1F621 Pouting face
11 U+1F624 Face with steam from nose
12 U+1F62C Face with symbols on mouth
13 U+1F60D Smiling face with heart-eyes

Love
14 U+1F970 Smiling face with hearts
15 U+1F618 Face blowing a kiss
16 U+1F617 Kissing face with closed eyes

Table  2: Samples Twitter microblogs and emotion calabel 

Microblog  Emotion Category  

Yay! Very well deserved  Happy  

I’m so sorry  Sad 

 I just want the pain to go away Sad 

Apologies to him right now!  Angry 

 go follow right now Angry 

  Good night love Love 
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training set is competitive with and without emoticon, it is 
remarkable on test set accuracy with emoticons. The best test set 
accuracies for the text-only REM are 0.445, 0.457, and 0.45 at BS 
values 32, 64, and 128, respectively. On the other hand, 
considering both emoticon and text, the proposed REM achieved 
much better test set accuracies and the values are 0.884, 0.882, 
and 0.885 at BS values 32, 64, and 128, respectively. Notably, 
training set accuracy indicates the memorization ability and test 
set accuracy indicates the generalization ability of a system to 

work on unseen data. Test set accuracy is the key performance 
indicator for any machine learning system and it is a better score 
of proposed REM over text-only REM (i.e., without emoticon), 
which revealed that the use of emoticons enhances the ability of 
the proposed method in learning the emotion properly. However, 
the reason behind the worse performance with text-only REM is 
that the texts are limited in the selected tweet data and, in many 
cases, the text becomes meaningless without emotion, which has 
been explained in the data preparation section. Moreover, people 
do not care about meaning with text only when they use emoticon 
within it.  

Table 3 and Table 4 show the emotion category-wise 
performance matrices of the proposed REM and text-only REM, 
respectively, for the best test accuracy cases shown in Fig. 4. The 
table shows the variation in actual and predicted emotions labeled 
for the individual emotion category. In the test set, ‘Happy’, ‘Sad’, 
‘Angry’ and ‘Love’ emotion categories hold 1024, 956, 949, and 
1074 tweet data consecutively. For the ‘Happy’ case in Table 3, 
for example, the proposed REM truly classified 914 cases, and the 
remaining 110 cases were misclassified into ‘Sad’, ‘Angry’ and 
‘Love’ categories as 41, 33, and 36 cases, respectively. On the 
other hand, text-only REM truly classified only 442 cases as from 
Table 4. The proposed REM showed the best performance for the 
‘Angry’ category by truly classifying 862 cases out of 949 cases 

Table 3: Emotion category wise test set performance matrix for proposed 
REM method considering both emoticon and text. 

Emotion 
Category 

Total 
Sample 

Detected Category 
Happy Sad Angry Love 

Happy 1024 914 41 33 36 
Sad 956 21 857 42 36 

Angry 949 29 31 862 27 
Love 1074 43 68 53 910 

 
Table 4. Emotion category wise test set performance matrix for text-only 

REM. 
Emotion 
Category 

Total 
Sample 

Detected Category 
Happy Sad Angry Love 

Happy 1024 442 175 173 234 
Sad 956 177 419 194 166 

Angry 949 195 209 434 111 
Love 1074 205 190 145 534 

 

 
 

 

 
       (a) BS= 32 

 
          (b) BS= 64 

 
        (c) BS= 128 

Figure 4: Recognition accuracies of proposed REM (using both text and 
emoticon) and text-only REM varying training epochs for three different batch 
sizes (BSs) 32, 64 and 128. 
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Figure 5: Best accuracies for training and test sets for proposed REM (text and 

emoticon) and text-only REM for training batch sizes (BSs) 32, 64 and 128. 
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(i.e., 90.83% accuracy). On the other hand, the text-only method 
showed the best performance for the ‘Love’ category, truly 
classifying 534 cases out of 1074 cases (i.e., 49.72% accuracy). 
The performance comparison in the individual emotion category 
visualizes the proficiency of the proposed REM with emoticon 
and text.  

On Twitter data, Table 5 compares the classification accuracy 
of the proposed method with other existing methods. The table 
also includes the methods used by various studies with a variety 
of dataset sizes. The existing methods considered Naive Bayes, 
CNN, and BiLSTM. The self-processed 16012 Twitter data used 
in the present study. The dataset used in [21] is larger than this 
study, but the authors did not mention how training and test sets 
are partitioned. Due to varying dataset sizes, the comparison with 
other methods may not be completely fair. However, the proposed 
method has outperformed any other methods showing a test set 
accuracy of 88.5%. The achieved accuracy is much better than the 
traditional machine learning with Naive  Bayes [31] and deep 
learning methods with CNN and BiLSTM [21] [22]. It is already 
mentioned that study in [22] used emoticons but processed by 
separating them from the text.  The main reason behind the 
outperforming ability of the proposed method is its emoticon 
management with text which is not appropriately handled in the 
existing methods. Finally, managing emoticons and texts 
simultaneously and classification with LSTM have been revealed 
as a promising emotion recognition method for microblogs.  

5. Conclusions 

Nowadays, people are very active on social media and 
frequently express their emotions using both texts and emoticons 
in microblogs. Emotion recognition from social media microblogs 
(i.e., REM) emerges as a promising and challenging research issue. 
It is essential to consider all necessary microblog information for 
comprehensive REM. Unlike many existing methods that only 
view the textual expressions for simplicity, this study has 
investigated REM utilizing both emoticons and texts 
simultaneously. Using the underlying LSTM technique, the 
proposed REM could interpret the emoticons in the context of text 
expressions in Twitter data to precisely classify the user emotions 
and outperformed the existing methods. The proposed REM 
method is expected to be an effective tool in emerging emotion 

recognition-based applications and play a vital role in social 
communication.   

This study has revealed the proficiency of REM managing 
emoticons, and at the same time, several research directions are 
opened from its motivational outcomes and gaps. REM is 
developed collecting Twitter data for only 16 selected emoticons 
related to the four emotions (Happy, Sad, Angry, and Love); and 
system including other emotional states (e.g., Disgust, Surprise) 
and more emoticons might be interesting. Another thing, the texts 
were limited in the selected blogs, information degraded due to 
emoticon removal in text-only REM, and finally, recognition 
performance with LSTM was poor without emoticons. It might be 
interesting research to investigate text and emoticon trade-off 
effects on REM performance. In addition, instead of LSTM, any 
other deep learning method (e.g., CNN) might also be investigated 
owing to achieve better classification performance. We wish to 
work in such directions for developing a more comprehensive 
REM in the future study. 
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 Experiments to investigate the performance of a thermoelectric cooler box powered using a 
solar panel with a mini pin fin as the heat removal unit was conducted at the un-condition 
ambient temperature. Due to solar power, the power given to the thermoelectric on different 
days was different. However, the power on the day of the experiment was nearly stable 
because the solar panel was connected to a battery. The parameters tested were the cooler 
box temperatures and COP (coefficient of performance)and there were four Cases examined 
in this study: Case A (the cooler box was empty), Case B (the cooler box was filled with 
water of 3000 ml), Case C (the cooler box was charged with 6000 ml of water), and Case D 
(the cooler box was filled with 9000 ml of water). For these experimental conditions, the 
maximum COP was 0.51. This was obtained for the run with 9000 ml of water. Increasing 
the water volume raises the temperatures inside the cooler box and the optimum performance 
is discussed. 
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1. Introduction  

This study was performed due to the goods transportation 
requirements. The transportation of goods, blood and vaccines 
needs portable refrigerators. Thermoelectric (TE) cooler boxes 
seem like becoming an option. This was owing to the reports 
presented by previous researchers, e.g. [1-5]. The authors 
elucidated that the TE cooler box was much lighter, compact, no 
leakages, durable and easier to maintain. However, there is a 
limitation of this cooler type, namely low COP, even its COP is 
always less than 1. This indicates that studies in this field are still 
wide open to increase the COP. 

Several researchers have been trying some ways to increase 
the TE cooler performances. The COP can be raised by advancing 
the quality of TE materials, differing the application procedures, 
and wangling the unit of heat dissipation. The research on TE 
materials is devoted to increasing the COP. Nevertheless, in terms 
of material, the TE development is slow. Good material for TE is 
indicated by its figure of merit. Bismuth telluride (Bi2Te3) is 
widely employed in TE generators and coolers for low 
temperature. Bi2Te3 possess a maximum value of ZT~1 as 
reported in [6, 7]. According to the authors in [8], if the figure of 
merit can be increased to 2 or 3, the TE cooling can be cut-throat 
with compression systems. Furthermore, if the figure of merit is 

as big as 6, then the TE cooling system can be used for cryogenic 
purposes. Due to the low development of TE material, increasing 
COP through applications has been becoming a choice. Some 
researches on the TE cooling application have been performed by 
several researchers, e.g. [1, 4, 5, 9]. However, the authors still 
obtained low COP (even less than 1). One parameter that can 
influence the COP of the TE cooling systems is the heat removal 
unit. In [10], the authors studied several heat removal units. They 
used heat removal units: a heat sink fin fan and a double fan heat 
pipe. Nevertheless, they still had a small COP. 

Authors in [1] studied TE cooling using a mini channel and 
the power used to operate the TE cooling was a solar panel. They 
found that solar panel was promising power for the TE cooling 
system in the future. Furthermore, as electricity is expensive in 
several countries, e.g. Indonesia, renewable energy may be 
important to be applied. The good thing about using the solar 
panel is that this energy is free. Therefore, in this study, the energy 
used is generated using solar panels.  

The theory of mini and microchannels has shown better heat 
transfer and more effectiveness. The studies of the micro and mini 
channels were conducted e.g. [11, 12]. The authors found that 
micro and mini channels could increase heat transfer. 
Nevertheless, again, in [1], the authors still obtained the COP of 
less than 1, although they already used a mini channel as the heat 
removal unit.
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Table 1: COP attained from available literatures related to the unit of heat dissipation 

Referenses  Study Heat removal unit COP 
[1] TE cooler box powered 

using solar panels with a 
mini channel. 

Mini channel 0.01-0.76 

[10] Experimental cooler box 
using two different heat 
dissipation units 

Heat sink with fans 
Double fan heat pipe 

0.002-0.02 

[17] Design and experimental 
solar TE refrigerator 

Heat sink with fans 0.16 

[18] TE device for small scale 
space conditions 

Heat sink with fans 0.43-0.45 

[19] TE refrigerator 
performance 

Heat sink with fans 0.64 

 

 
Figure 1: Schematic diagram of the apparatus 

Because the COP gained in the previous study was still low, 
so this study tried using a mini pin fin. Studying mini or micro pin 
fin was ever conducted by several previous researchers, e.g. [13-
15]. However, the authors in [16] stated that the mini pin fin could 
transfer high heat flux than conventional heat exchanger or mini 
channels. Owing to their encouragement, this current study used 
a mini pin fin as the heat removal unit. It was expected that the 
COP of the TE cooler box examined was higher than the COP 
obtained in the previous studies. This study was just to investigate 
the performance of the cooler box powered using solar panels with 
a mini pin fin as the heat removal unit. The study using a mini pin 
fin as a heat removal in a TE application has not been investigated 
yet. As shown in Table 1, none of the previous studies exposes the 
use of a mini pin fin as the heat removal unit at TE cooling 
systems. Hence, the novelty of this study is the heat removal unit 
that is constructed from a mini pin fin; it also contributes to the 
TE cooling system studies. 

This study is a continuation of the previous study entitled 
performance of a large thermoelectric refrigerator power by a 
solar panel [1]. The difference in this study from the previous 

study is the heat removal unit. In the previous study, the heat 
removal unit was constructed of a mini channel, while in this 
study the heat removal unit used was a mini pin fin. 

2. Research Method 

2.1. Experimental Set-up 

This work is a part of TE cooling system studies using solar 
panels as power. This study is aimed to investigate the ability of 
a TE cooler run by solar panels with a mini pin fin as the heat 
dissipation unit, and to know the effect of water volume on the 
COP of the system. In the previous study, the heat removal unit 
was a minichannel, while in this recent study; the heat removal 
unit was a mini-pin fin. Nevertheless, the focus of this study was 
the performance of the TE cooler due to the heat removal unit. 
The study used a test rig shown in Figure 1. The test rig was also 
used in [1]. It consisted of a box, a TE, water, solar panels, a mini-
pin fin, a pump, a radiator, a small tank, meter flow, a battery, a 
solar charger, and a data logger National Instrument (cDAQ-NI 
9174). Similar to the previous study, all temperatures were 
measured utilizing thermocouples (K-type) that were calibrated in 
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an oil bath with an accuracy of ± 0.2°C, and the electrical power 
employed was assessed using a Vichy Vc8145 digital multimeter. 
The accuracy of ampere and volt measurement was 0.1% reading 
and 0.05% reading.  Meanwhile, the water flow passing the mini-
pin fin was calculated using FLR1000 flowmeter with an accuracy 
of ± 0.2 g/s. 

As the electric current surges into the TE, the hot side 
temperature of the TE increased drastically. This increased 
temperature should be maintained so that it did not exceed 65°C, 
e.g. using water flow. If the hot side temperature was low, the cold 
side temperature was low too. That was why using TE as the 
cooler machine could be successful in cold countries because the 
environmental temperature was already low. 

 
Figure 2: Thermocouple placements 

Finally, the heat from the TE was taken away by the water 
flowing inside the mini pin fin towards the small radiator. The 
heat was then discharged from the small radiator into the ambient 
through a finned heat exchanger or radiator. Then the water came 
back to the small tank. The source of the electricity was solar 
panels; therefore, it fluctuated. When the sky was clear, the power 

was large and vice versa. However, these fluctuations were 
eliminated by using a battery.  

Thermocouple placements can be seen in Figure 2. Their 
locations are noted using the letters a-q. Meanwhile, the electrical 
flow diagram is presented in Figure 3. Two pieces of solar panels, 
each with 100WP power, were utilized and one free maintenance 
battery with a voltage of 12 V, and a current of 100 AH was 
employed. However, the analysis here was focused on the 
performance of the TE cooler only, while a depth analysis of the 
mini-pin fin and solar panel was not given in this study. 

Parameters investigated were (1) heat absorbed by the TE 
(noted by Qc), (2)   the power is given to the TE noted, PT, and 
(3) COP. The heat absorbed by the TE (Qc) comprised of heat 
from the air, water and bottles inside the cooler box. The heat from 
the air can be predicted using equation (1). This equation can be 
found in [4, 10, 20]. The experimental uncertainties and 
conditions are listed in Table 2. 

( ))()1()( iTiTpcamiaE −−=             (1) 

Ea is the energy removed from the air inside the cooler box (J), ma 
represents the air mass (kg), cp is the specific heat (J/kg°C) and T 
is the temperature of the air. To change the energy into the heat 
rate, eq. (2) can be used, this equation can be obtained in [1, 4-5, 
20-21]. 

The cooler box size used was 0.317 m x 0.235 m x 0.447 m. 
The mini-pin fin was bought from an online shop and this was 
usually used in the CPU for cooling the processor. The variations 
of investigated parameters are Case A (the cooler box is empty), 
Case B (the cooler box is filled with bottles containing 3000 ml 
of water), Case C (the cooler box is filled with bottles comprising 
6000 ml of water) and the last is Case D (the cooler box is filled 
with bottles consisting 9000 ml of water). 
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Figure 3: Electrical flow diagram 
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Table 2: Uncertainty and the operational conditions 
No. Parameter Uncertainty Range of measurements 
1 Temperature (T)  ± 0.2°C 9.42°C – 48.75°C 
2 Cooling capacity (Qc) ± 0.12 W 2.70 W – 20.63 W 
3 Power input (PT) ± 2 W 52.74 W – 85.68 W 
4 Pump power (Pp) ± 0.21 W 4.86 W – 9.65 W 
6 Power input for system (Ps) ± 2.8 W 65.9 W – 100.7 W 
7 COP ± 0.01 0.041-0.34 

 

Qa is the heat rate taken from the air (W), t is the time of the 
running cooler box (s). The energy and the heat rates absorbed by 
the TE from the water and bottles also can be estimated using 
equations (1-2) by changing the subscript a to w and b. For water, 
the energy and the heat rate are noted as Ew and Qw, while for the 
bottles, they are designated as Eb and Qb. Despite Q from air, 
water and bottles, Q also came from the ambient through the 
cooler box walls. This type of heat rate is called the conduction 
heat rate. 

L
wiTwoT

kAkQ
−

=              (3) 

where Qk is the conduction heat (W), A is the heat transfer area 
(m²), L is the wall thickness (m), Two and Twi are the outer and 
inner wall temperatures (°C). The total heat rate is noted by Qc, 
it is the cooling capacity (W). Qc is expressed in equation (4), 
which can be found in Changel and Boles [22]. 

kQbQwQaQcQ +++=             (4) 
Then the COP is the performance of the TE cooler box that 

can be expressed as 

T

c

P
Q

COP =                                         (5) 

 
(6)

 

 
COPs is the coefficient of performance based on all powers 
supplied to the experimental system. PT is power flowed to the 
thermoelectric module (TEM) in watt, in the experiment it was 
measured directly using a multitester. Ps is the total power given 

to the experimental system such as power for TEM, pump and 
heat exchanger. All powers required were measured directly. The 
TE specification used in this study is shown in Table 3. 

 
Table 3: TEM specification 

Model  TEC2-25408 
Voltage  15.54V 
Vmax  (V) 15.4V 
Imax (A) 8 A 
Qmax (W) 65 W 

 
3. Results and Discussion 

Experimental results of a TE cooler box performance are 
presented in the form of graphs. Some recorded temperatures of 
air, water and bottle are reported in Figure 4. Figure 4 indicates 
that the ambient temperature increases for all Cases. This 
phenomenon was due to the time of experiments. The experiments 
were conducted from 9 o’clock until 12 o’clock local time. 
Therefore, the ambient temperature increased because the sun 
elevates with time. At the same time, the ambient temperature was 
not conditioned. However, the air temperature inside the cooler 
box for Cases A and B decreased with time, while for Cases C and 
D remained constant. For Cases C and D, the cooler box could no 
longer decrease the temperature inside. This was due to the 
performance of the cooler box. Increasing the volume of water 
inside the cooler box, the cooler box could not decrease the water 
temperature further. For Cases A and B, the phenomenon was also 
found in the previous studies, e.g. [1, 4-5, 19].

 
Figure 4: Recorded temperatures of air, water, and bottle inside the cooler box; (a) Case A, (b) Case B, (c) Case C, and (d) Case D 
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The increased ambient temperature affect greatly the cooling 
value. The estimated cooling value Qc is presented in Figure 5. 
For all Cases, the Qc increased with time. This was due to the 
presence of the conduction heat transfer from the ambient to the 
inner box through the cooler box walls. Increasing the ambient 
temperature levelled the difference temperature between the 
inside and ambient temperatures. Using equation (3) the obtained 
conduction heat rate increased. The increased conduction heat rate 
was also found in the previous studies [1, 4-5]. When Qc was 
dominated by the conduction heat transfer rate, then it increased 
with time. Nevertheless, in this study, the experiments were run 
until noon local time, while in [4], the experiments were 
conducted for 7 hours. Therefore, they found that after the 
maximum value, the Qc was constant. The problem in this current 
study was that in the afternoon the sun was covered by the 
building and trees so that the experiments were stopped. 
Nevertheless, Qc could not be compared because that was 
obtained on different days as the cooler box was operated using 
solar panels. The reason for this was the power given to the 
system. It could be different on different days.   

Another parameter investigated in this study was the COP. 
Although COP was obtained on different days, it could be 
compared because COP was cooling capacity per 1-watt power 
given to the TEC module, see equation (5). The relationship 
between COP and observation time is presented in Figure 6. The 
trend of the COP was different from that obtained by researchers 
in [4]. In [4], the ambient temperature remained constant, it did 
not increase and the COP increased and then after the peak, it 
decreased. In this study, the COP did not achieve the maximum 
value yet. However, Case D had the highest COP. The average 
COP of Case D was 0.51. Increasing the water volume elevated 
the COP.  Comparing the COP of this study and the previous study 
indicated that using mini-pin fin got a lower COP than using a 
mini channel. This comparison did not agree with the results 
concerning mini and micro pin fins in [13-16]. Nevertheless, the 
problem, as explained above, was due to the imperfect placement 
of the mini pin fin. Also, in the previous study, the size of the mini 
channels was a bigger little bit. 

 

Figure 5: Relationship between Qc and observation time 
 

Additional data given in this study were the performance of 
the mini-pin fin, which was indicated by the mini pin fin 
efficiency. The experimental mini-pin fin efficiencies were found 
ranging from 82% - 93%. The efficiency was important to be 

reported in this study to know the performance of the mini-pin fin. 
Those efficiencies were already good, however, the mini-pin fin 
installation was not perfect. It was difficult to instal the mini pin 
fin perfectly on the hot side surface of the TEC because between 
the mini pin fin and the hot side of the TEC, a thermocouple 
should be placed to measure the hot side temperature of the TEC. 

 
Figure 6: Relationship between COP and time 

As the cooler box was run using solar panels, the recorded 
solar power was presented in Figure 8. Solar power, in general, 
increased with time. This was a similar trend to the Qc and COP. 
This was due to the sun that rose along the time, especially in this 
study, the experiments were conducted from 09.00 to 12.00 local 
time. However, at midnight local time, all recorded solar powers 
decreased. This phenomenon was due to surrounding conditions. 
The solar panels were placed near the building and trees so that 
starting at 11.30 local time, the solar power panels were shaded. 
This was also the reason for the short time of running experiments. 
Due to the sun shaded, the experiments were stopped at 12 local 
time. 

 
Figure 7: Relationship between COPs and time 

 

 
Figure 8: Relationship between solar power and observation time 
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4. Conclusion 

A continuation study to assess the performances of a TE cooler 
box powered using solar panels with a mini pin fin as the heat 
removal unit was performed. Increasing the water volume raises 
the COP and the cooler temperatures. The optimal performance 
of the TE cooler box is Case B. COP increases with time for these 
experimental conditions. COP is lower than that obtained using 
the mini channel heat removal unit in the previous study. The 
maximum COP is 0.51 and the lower temperature obtained is 
18°C. The lower COP is due to the imperfect placement of the 
heat removal unit. Further experiments need to be conducted to 
clarify the performance of the mini-pin fin in transferring heat. 
The parameter that can be compared is COP, but not the others. 
The solar panels are adequate to power the TE cooler box. 
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Nomenclature 

A heat transfer area, m² 
COP coefficient of performance 
cp heat capacity, J.kg-1.°C-1 
E energy, J 
i segment 
n end of segments 
I current, A 
k thermal conductivity, W.m-1.°C-1 
L   wall thickness, m 
P power, W 
Q heat, W 
t time, s 
T temperature, ºC 
TEC thermoelectric cooler 
V voltage, V 
Subscript:  
a air 
am ambient 
b   bottle 
c cold side 
wi inner wall 
wo outer wall 
k conduction 
p plastic 
s   system 
T   power to TEM 
w   water 
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 This article examines the operational performance of Bus Rapid Transit (BRT) before the 
pandemic and a new normal life. Overview of BRT operational performance in terms of the 
number of passengers transported, load factor and operating ratio. The method used is to 
compare the conditions before the pandemic and the new era of life. The findings of overall 
operations performance have decreased since the pandemic. However, BRT operations 
services are keep running by prioritizing health protocols. Efforts to control the spread of 
Covid-19 in BRT operations carried out by the policy steps presented. The government needs 
effort and consistency with BRT services in community services and strategies to prevent the 
spread of Covid-19. 
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1. Introduction  

The development of the city must be in line with the increase 
in good public transport. The role of the Government needed in 
improving public transport services. The operation of Bus Rapid 
Transit (BRT) in Indonesia regulated Law number 22 of 2009 
concerning traffic. The BRT a public transport with economy class 
fares on routes subsidized by the Government or Local 
Government. Improving public transport performance requires 
attention to a harmonious subsystem and an increase in 
infrastructure development, service levels and policy support [1].  

December 2019, the first time it identified that Covid-19 an 
impact on various sectors, especially the transportation sector. The 
transport sector affects service performance and health risks, 
financial sustainability, social equality and sustainable mobility [2]. 
The operational strengths and weaknesses of BRT contribute to 
overcoming and improving operations [3].   

The purpose of the article is to reveal the operational 
performance of BRT before the pandemic and new normal life in 
terms of transported passengers, load factor and operating ratio. 
Implemented policies and efforts made by local government in 
preventing the spread of Covid-19 that expected to contribute to 

the planning of BRT development in the adaptation of the new 
normal life in small and medium-sized cities. 

2. Study Context 

BRT Trans Jateng is an integrated inter-city bus rapid service 
in the Central Java Province of Indonesia. BRT services operated 
under the Central Java Transportation Agency, where the operating 
system adopts Trans Jakarta and Trans Semarang services. Figure 
1 describes the locations where the three BRT routes operate, 
namely in the province of Central Java. The routes studied here are 
the Purwokerto - Purbalingga route, the Semarang - Kendal route 
and the Semarang - Bawen route. The Purwokerto - Purbalingga 
route as corridor II is in Banyumas Regency which connects the 
city of Purwokerto to Purbalingga. The Semarang - Kendal route 
is corridor III continued to the Semarang - Bawen route. In general, 
the description of the three routes presented in Table 1. The total 
population of Central Java Province in 2020 is 36,516,035 people. 
The resident of the regency/city where the BRT operates is Kendal 
Regency 1,018,505 residents, Semarang Regency 1,053,094 
residents, Purwokerto City 229,271 residents and Purbalingga 
Regency 998,561 residents [4], [5]. Referring to the criterion of 
small, medium and large cities [7], Purwokerto is in the small city 
category, while Purbalingga, Semarang and Kendal are in the 
medium city category. 
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Population density over time series can assist policymakers in 
making adjustments to motivate policy effectiveness [6]. BRT 
operations affect urban development around systems that have 
high technical and performance characteristics [7]. The principle 
of developing the Trans Jateng BRT by the Regional Government 
focuses on the main corridors of two districts/cities so that 
connectivity built between the main path which can trigger 
changes in the behavior of private vehicle users to switch to public 
transportation through public transport services that are better than 
what was before (paratransit system). 

 
Figure 1: Study area: Central Java Province 

3. Methods 

The paper examines the BRT system in Indonesia, especially 
in small and medium-sized cities in Central Java Province during 
the pandemic and the new normal life. The BRT route is in three 
corridors in three districts/cities which an empirical approach was 
carry in achieving the research objectives. The stages taken are 
data collection, data processing and analysis. Data on the number 
of passengers, load factor, vehicle operating costs and revenue are 
secondary data obtain from the Central Java Transportation 
Agency. Comparative data analysis carried to see the comparison 
between the pandemic era and the new normal, namely the number 
of passengers transported, load factor and operating ratio. The load 
factor shows the level of operational effectiveness of the BRT. The 
low load factor indicates less efficient operation. The operating 
ratio used to evaluate the impact of BRT operations as an economic 
indicator [8]. Also, the context of Government policy in providing 
BRT services during the pandemic and new normal is discussed 
here as the Government's efforts to control the spread of Covid-19. 

4. Results 

4.1. Corridor overview 

In general, an overview of the three routes presented in Table 
1. The longest operating route from the three corridors is Semarang 
- Bawen and the most recently operated is Semarang - Kendal. The 
tariff setting for the three corridors follows a flat-rate system, much 
closer to the same as IDR 2000 for students and IDR 4000 for 
public per trip. Moving or transit corridors are subject to applicable 
fees. 

Especially for workers, the tariff is the same as for students. 
The requirements for passengers must show their employment card, 
clarified ID Card and work uniform when making payments. 

Figure 2 shows the routes and shelters traversed by the 
Semarang - Bawen and Semarang Kendal routes. In Figure 2 The 

Semarang - Bawen route (a) connects the city of Semarang from 
Tawang station to Bawen at the Bawen terminal via 71 shelters. 

Table 1: Technical overview of the three BRT routes before the pandemic 

 Corridor I Corridor II Corridor III 
Route Semarang – 

Bawen 
Purwokerto – 
Purbalingga 

Semarang – 
Kendal  

Distance 
(km) 
round-trip 

 
36,5 

 
33,5 

 
25,5 

Rates (IDR) Students: 2000 
General: 4000 

Students: 2000 
General: 4000 

Students: 2000 
General: 4000 

Shelter 71 32 47 
Total fleet 26 14 14 
launched 
operationally 

07 July, 2017 13 August, 
2018 

15 October, 
2020 

 

 

(a)                                            (b) 

Figure 2: Semarang – Bawen (a) and Semarang - Kendal Routes (b) 

The Semarang - Kendal route (b) starts / ends from Mangkang 
Terminal to Bahurekso Terminal. This route serves the Kendal 
industrial area with 47 bus-stop for boarding and boarding 
passengers. Meanwhile, Figure 3 the Purwokerto - Purbalingga 
route through 32 bus-stop. BRT operational performance is in the 
medium category when viewed from the condition shelters and the 
traffic space, especially the Purwokerto - Purbalingga corridor [9].  

During the pandemic period, to prevent the spread of Covid-19, 
since April 2020, the Semarang - Bawen route has been changing, 
especially on Saturdays and Sundays. The closure of the protocol 
roads was carried out in the city of Semarang by the City 
Transportation Agency. Some of the bus stops are not active during 
the transfer, namely the “Balaikota” bus stops. The Semarang - 
Bawen route for boarding and disembarking passengers are carried 
out at several bus stops, purchasing tickets on the bus / on the bus 
stop by officers. Meanwhile, the Purwokerto - Purbalingga route 

Semarang 

Bawen 

Kendal 

Semarang 
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has diverted due to the closure of several roads. The impact is that 
two bus stops are not functioning. However, since February 27, 
2021, all bus stops can functionalize to hop on and off passengers. 

 
Figure 3: Purwokerto – Purbalingga route 

4.2. BRT operational performance 

Figure 4, Figure 5, Figure 6 shows the fluctuation of daily 
passenger in three corridors.  

 
Figure 4: The daily travel in the Semarang – Bawen route 

Figure 4 shows daily passenger fluctuations for the Semarang 
– Bawen route. In March 2020, since the announcement of the first 
case of Covid-19 in Indonesia, on March 9, the highest daily 
passengers were 6318 passengers, which decreased drastically to 
607 passengers on March 29. But during 2020, the lowest number 
of passengers transported was 297 passengers on May 24. In 2021, 
February 24, since the Central Java "stay at home" program, 
passengers fell drastically and were the lowest on February 7 at 
470 passengers, but rose again to reach the highest peak on 
February 22 at 3292 passengers.  

 
Figure 5: The daily travel in the Semarang – Kendal route 

Figure 5 shows the daily passenger fluctuation of the Semarang 
– Kendal route. The highest number of daily passengers on the 
Semarang - Kendal route on January 1, 2020, were 4172 
passengers. On March 29, 2020, daily passengers reached 539 
passengers and reached the lowest position on May 24 at 203 
passengers. In 2021, February 6, passengers dropped to 221 
passengers but rose again on February 16, at 1902 passengers.  

 
Figure 6: The daily travel in the Purwokerto –Purbalingga route 

Figure 6 shows the daily passenger fluctuation of the 
Purwokerto - Purbalingga route. In 2020, the highest daily 
passenger on January 2 was 4304 passengers. On March 29, 2020, 
daily passengers reached 337 passengers. The lowest position on 
May 24 was 150 passengers. In 2021, daily passengers hit their 
lowest point on February 7 at 198 passengers but rose to their 
highest peak on February 15 at 1828 passengers.  

Since the implementation of social distancing, of the three 
routes, that the lowest passengers, the Purwokerto - Purbalingga 
route was 150 passengers in May 2020.   

Figure 7 shows the total passengers in the three corridors. In 
Indonesia, since March 2020, the first confirmed case of Covid-19, 
especially in the three corridors, has resulted in a decrease in the 
number of passengers. April 2020 saw was the lowest decrease in 
the number of passengers reaching 63% - 72%. Compared to other 
countries such as Budapest, Hungary, there is a decrease in 
demand for public transportation services by 80% [10].  In India, 
5.3% of people switch to public transport during the transition 
period [11]. 

 
Figure 7: Total passengers 

Purwokerto 

Purbalingga 
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In 2020, the average demand growth for the Purwokerto - 
Purbalingga route (- 2%), the Semarang - Bawen route (- 1%) and 
the Semarang - Bawen route a constant demand trend (0%). The 
first quarter of 2021 the Purwokerto - Purbalingga route and the 
Semarang - Bawen route fell 13%, the Semarang - Bawen route 
fell 18%. The decrease caused by Government policies in 
controlling the spread of Covid-19 through large-scale social 
restrictions and preventing crowds. In February 2021, to further 
reduce the spread of Covid-19, the Central Java program 
implemented. Transportation services are not closed because they 
are part of public services. Trans Jateng BRT services both eras 
presented in Table 2. The policy to restrictions BRT operating 
hours enforced during the pandemic and the new normal. The 
restriction operation is from 6 AM to 9 AM and afternoon from 3 
PM to 6 PM. Since the policy, there has a 35% decrease in 
passengers on the Purwokerto - Purbalingga route, a 40% 
reduction in passengers on the Semarang - Bawen route and a 36% 
for the Semarang - Kendal route. Headway during morning and 
evening peak hour around 5 - 10 minutes to anticipate the crowds 
at shelter and bus. 

Table 2: Trans Jateng BRT services 

 Pre-pandemic New normal life 

Corridor I II III I II III 

Headway 10-15 10-15 10-15 5-10 5-10 5-10 

The shift in 
off-peak 
operating 

hours 
compacted at 

the peak 

05.30 
s/d 

19.30 

05.30 
s/d 

19.30 

05.30 
s/d 

19.30 

6-9 
dan 

15-18 

6-9  
dan  

15-18 

6-9 
dan 

15-18 

Max pax 40 40 40 20 20 20 

Round-trips 6 8 6 6 8 6 

 
A decrease in demand for BRT services affects the load factor 

value. Load factor used in considering the optimal number of buses 
operating [12]. Early 2020, pre-pandemics is the high load factor, 
was almost 100% for the Semarang - Bawen route, 80% for the 
Purwokerto - Purbalingga route and 60% for the Semarang - 
Kendal route.   

 

Figure 8: Load factor 

In Figure 8, since the announcement of residents exposed to 
Covid-19 in April - May 2020, the load factor has dropped to less 
than 20% on three routes. To control the spread of Covid-19 in the 
Trans Central Java BRT, operators must provide bus operational 
services by paying attention to health protocols. 

The implementation of this policy has an impact on increasing 
load factor starting June 2020. However, the load factor is less 
efficient from a commercial perspective, low load factor in 
providing base mobility services during the pandemic and the new 
era.  

BRT revenue in both conditions presented in Figure 9. The 
highest incomes are in the Semarang - Bawen corridor. Income has 
fluctuated up and down this influenced by conditions, namely 
before the pandemic, upper revenues, but entering the pandemic 
period, it fell drastically while the new life period increased. 

 
Figure 9: Revenue of BRT in three routes 

The operational costs of the BRT before the pandemic until the 
new normal have not changed. Based on data from the Central Java 
Transportation Agency, the operational cost for the Purwokerto 
route is IDR 7,550 per bus kilometer, the Semarang - Bawen route 
is IDR 8,375 per bus kilometer and the Semarang - Kendal route is 
IDR 9,101 per bus kilometer. Therefore, with the route 
characteristics as in Table 1, the monthly operating charge for the 
three routes are Purwokerto - Purbalingga IDR 708 million, 
Semarang - Bawen IDR 1,192 million and Semarang - Bawen IDR 
487 million. 

BRT operating ratio derived from total revenue divided by 
operating expenses included depreciation. Cost-benefit analysis 
used to determine the frequency of bus services and the adequacy 
of the number of operating fleets [13]. The operating ratio 
presented in Figure 10. The operating ratio in early 2020 of the 
three routes highest on the Semarang - Kendal route is 0.58 others 
reached 0.5. April all routes have the lowest operating ratio. For 
the 2021 quarter, the operating ratio reached the highest value 
among other months. Overall, the average operating ratio in each 
quarter presented in Figure 11. The average operating ratio highest 
found in the Semarang - Kendal corridor. In 2020 the first quarter 
of before the pandemic, the average operating ratio was high, then 
in the second quarter since the pandemic decreased dramatically in 
the three routes. Since the third and fourth quarters of 2020, the 
operating ratio has started to increase again. However, since the 
beginning of 2021 and the implementation of the Central Java 
"stay at home" policy, the operating ratio decreased. The three 
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routes operating ratio values are less than expected, less than 1.05-
1.08 [14].  

 

Figure 10: Operating ratio 

The value of the three routes shows that the revenue earned has 
not been able to cover costs and has generated a sufficient surplus 
in the provision of investment and growth. According to some 
researchers, subsidized services will lose focus on cost-
effectiveness and market orientation [15].  

 

Figure 11: The average of operating ratio in each quarter 

However, because BRT buses are a subsidized service, the 
focus is on fulfilling community services regardless of the 
advantages and disadvantages. Here, good public transport 
services stimulate community development on easy accessibility 
[16]. 

4.3. BRT Trans Jateng operational policy 

Pandemics have broad social and economic impacts [17]. 
Control of the spread of Covid-19 carried out to provide healthy 
transportation services. Health-related safety perceptions of mode 
choice did not significantly influence modal choice decisions [11]. 
A pandemic is a test run of a future crisis and an opportunity to 
introduce discussions on the new green and public mobility 
paradigm [18]. The Indonesian government has launched various 
policies, enforced health protocols, and enforced sanctions. The 
impact of Covid-19 on public transport requires the need to adjust 
strategic, tactical and operational planning steps [19]. The 
enforcement of interventions at levels (border control measures, 
community transmission control measures and case-based control 

measures are effective [20]. Control of passenger transportation 
carried out during travel preparation, during the trip and until the 
destination or arrival [21]. The Central Java Transportation 
Agency handles the control of the spread of Covid-19, including: 

1. BRT operators maintain cleanliness and spray disinfectants on 
fleets at the first departure terminal minimum three time a day. 

2. Operators are required to provide masks for the BRT crew. 
3. The operator is obliged to provide tissue on the bus. 
4. The operator must educate passengers about the dangers and 

ways of preventing the coronavirus. 

Efforts to control the spread of Covid-19 in the provision of 
BRT services carried out in stages since it announced that 
residents were exposed to Covid-19, as shown in Figure 12. The 
handling of Covid-19 starting March 2020 will impose a 
maximum passenger restriction of 35 people as an effort of 
physical distancing policy. But starting March 21, the maximum 
passenger limit is 20 people. Physical distancing is carried out at 
bus stops and on buses by keeping a minimum distance of 1 meter. 
Efforts to comply with physical distancing and the make use of 
masks, especially in closed environments such as public 
transportation, significantly reduce the possibility of transmission 
[2]. Another health protocol is a body temperature of less than 
37.5o. 

 
Figure 12: Preventive policy change 

Beginning March 24, 2020, there will be a change in 
operating hours for the three Semarang - Bawen routes, namely 
early morning departures from 5:00 AM. to 9:00 AM., while 
going start at 3:00 PM. to 6:00 PM. from Tawang station and 
Bawen Terminal. The Semarang - Kendal route has an early 
departure at 5:30 AM and a late departure at 5:00 PM from 
Mangkang terminal and Bahurekso terminal, so the operational 
finish is at 6:00 PM. The Purwokerto - Purbalingga route departs 
early at 5:00 AM and late departures at 5:00 PM from the Bulupitu 
terminal and 4:45 PM from the Bukateja terminal so that 
operations completed at 6:00 PM until the Bulupitu terminal and 
Bukateja terminal. Even though there are changes in operating 
hours and loss in headway time, roundtrip trips per day remain. It 
is to anticipate restrictions on the number of passengers who not 
transported during peak hours. However, the business did not 
increase the operating ratio. March 29, 2020, operational service 
change services developed, especially e-payments. Notably, 
Semarang has implemented E-ticketing since 2019, while other 
routes are still under development in 2021. Especially for BRT 
Purwokerto - Purbalingga passengers, the factors of financing, 
convenience and traceability agree that the aspects applied in 
improving e-payment-based services [22].The policy stages 
carried out by paying attention to the relevant stakeholders. The 
roles and relationships of stakeholders must link public health and 
transport policymakers [23]. 
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5. Conclusion 

The operational performance of BRT before the pandemic for 
the Semarang - Bawen and Purwokerto-Purbalingga routes were 
already above 70 per cent, has the opportunity to increase the 
number of new fleets, while Semarang - Kendal at 60 per cent has 
no chance. The pandemic caused a drastic drop in the load factor 
and operating ratio as an economic indicator. The low operating 
ratio during the pandemic and new normal life causes BRT 
operations to be unsustainable. High operating costs are not worth 
the income received. It will be even heavier if the operator opens 
a new route. The efforts made by the BRT operator to control the 
transmission of Covid-19 through the implemented health protocol 
had an impact on increasing the value of the load factor and 
operating ratio, even though it was below the standard, should be 
appreciated. The government and BRT operator play a role in 
restoring the performance of a healthy transportation system 
competent to serve community mobility well, especially in small 
and medium-sized cities.   
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 This paper studied the influence of using hybrid additives of Nano Clay (NC) and Marble 
Powder (MP) on the structural behavior of columns, in terms of ultimate capacity, axial 
strain, lateral strain, toughness, and failure pattern. For this purpose, ten column 
specimens were made from reinforced concrete (RC), either normal or high strength, and 
were tested under axial compressive loading. It was concluded that, regardless of the 
concrete strength of the RC columns, the presence of the optimum ratio of the hybrid 
additives (NC and MP) promotes more ductile behavior of the columns with enhancement 
in ultimate load capacity. Furthermore, it was found that NC particles act as additional ties 
on the micro scale level and increase the confinement in the RC columns. Also, the filling 
effect of MP particles, that strengthened the cement matrix, led to higher increment in the 
lateral strain and toughness. Briefly, Higher axial load capacity, better ductile 
performance, greater reduction in the ties ratio and larger dissipation of energy can be 
achieved by using the optimum hybrid additions of NC and MP in the RC columns. 
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1. Introduction 
After many decades, concrete remains to be the most 

important construction material in the globe. Therefore, 
improving its properties, to make it more durable and eco-friendly 
material, is vital. So, adding pozzolanic and/or waste materials to 
concrete blends can play this role [1–6]. Also, using 
nanotechnology in processing these materials can add superior 
characteristics to them [7–11]. Pozzolanic materials such as slag, 
fly ash, metakaolin and silica fume, and waste (non-pozzolanic) 
materials such as, marble, granite and limestone powder can be 
utilized as a partial replacement of the cementing material in the 
concrete mix. For instance, kaolinite-based Nano Clay (NC) and 
Marble Powder (MP) are abundant in the Egyptian environment, 
which represents a motive for the Egyptian research community 
to use such materials in fabricating eco-friendly concrete [12,13].  

NC possesses two major benefits -when properly added and 
dispersed- to concrete; its miniature size enhances its pozzolanic 

activity and leads to consume more calcium hydroxide from the 
matrix producing calcium silicate hydrate gel. Moreover, its 
sheet-like form acts as a bridge in the hardened concrete, and 
consequently, prohibits crack propagation under loading. Both 
benefits boost the mechanical properties and durability of the 
concrete [13–22]. Also, MP can be used to replace part of the sand 
in concrete, thus, result in packing the cement matrix structure and 
producing denser and more durable concrete. In consequence, the 
reduction of cement amount and the use of waste material (MP) 
in concrete means less CO2 emissions, and controlled disposal of 
waste materials to landfills [23–32]. 

Although the presence of nanoparticles in concrete mixtures 
enhances their performance, a few numbers of studies were 
concerned with its effect on the behavior of structural elements. 
In [33], the author tested eight beam–column joints under cyclic 
loading. These joints were casted from concrete with various 
amounts of fly ash and/or nano silica. It was concluded that the 
presence of additives, either separate or hybrid, enhanced flexural 
strength, maximum end deflection and maximum lateral load of 
the joints compared to control mix joint. 
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In [34], the author tested sixteen RC beams in flexure to 
investigate their bending and shear capacities. Group of beams 
was prepared by adding limestone filler as a partial replacement 
of cement with silica or alumina nanoparticles, while only 
nanoparticles were introduced in the second group. The first group 
experienced degradation in both shear and bending capacities, but 
on the other side, the second group showed enhancement in shear 
strength by about 7 to 9% and no significant enhancement in 
bending capacity. 

In [35], the author casted seven RC beams to investigate their 
flexural behavior under the effect of using 10% of NC, effect of 
compression reinforcement ratios, flexural reinforcement ratios 
and characteristic strength of concrete. The addition of NC as 
cement replacement has a positive influence, compared to control 
beam, that led to an increase of 122, 107, 107 and 125% for initial 
crack load, ultimate load, maximum deflection and toughness, 
respectively, with minimum compression reinforcement ratio of 
0.44 and minimum flexural reinforcement ratio of 1.29%. 

In [36], the author prepared seven RC beams to investigate 
the effect of using 10% of NC and variation of characteristic 
concrete strength (fcu) on the shear behavior of the beams. For fcu 
equal 25 MPa, the addition of NC as cement replacement has a 
positive influence that led to an increase of 31.5%, 7.4% and 17.6% 
for initial crack load, ultimate load and toughness, respectively, 
compared to normal control beam. Moreover, the improved 
percentages for initial crack load, ultimate load and toughness of 
beam with 35 MPa concrete grade and with 10% NC were about 
28%, 9.3% and 12.6%, respectively, compared to beam with 25 
MPa concrete grade and with 10% NC. 

In [37], the author prepared seven inverted T-section beams 
to investigate the effect of using 1% of Nano-Silica (NS) and the 
effect of flexural and shear reinforcement ratios on the flexural 
and shear behavior of the beams. Initial crack load, ultimate load 
and toughness of inverted T- beam with 1% NS as cement 
replacement improved by 31.4%, 6.6% and 16.65%, respectively, 
compared to control beam. In addition, the failure of the beam 
with 1% NS changed from flexure to flexure-shear mode and its 
cracks spacing were lesser compared to control beam. 

In [38], the author tested four RC slabs which contained MP 
as replacement of cement with different ratios (0, 2.5, 5, and 
7.5%). It was observed that, in all slabs containing different ratios 
of MP, the initial crack load and ultimate load increased compared 
to control slab. The best performance of RC slab was observed by 
using 5% MP with improved percentages of initial crack load, 
ultimate load and maximum deflection of about 20%, 10% and - 
4.6 %, respectively. In addition, using 5% of MP in RC slab 
decreased the number of cracks compared to the control slab, 
however, the number of cracks increased as the percentage of MP 
exceeded 5% in the mix increased. 

Based on the available literature, the vast majority of research 
studies dealt with additives effect on concrete behavior from 
material point of view. On the other hand, the effect of additives 
on the performance of RC structural elements is still developing 
and needs to be under spotlight. The present study focuses on the 
behavior of either ordinary or high strength RC columns, with 
optimum ratios of NC and MP to take a wide step towards 
determining structural behavior/properties of concrete elements 

instead of only determining materials properties. Firstly, different 
concrete mixes were prepared with different ratios of NC and MP. 
Secondly, the optimum NC and MP ratios were elected to be used 
in casting the RC columns. Finally, the obtained test results were 
interpreted and compared to conventional concrete to reach an 
augmented comprehension of the behavior of this structural 
element. 

2. Experimental Program 
2.1. Overview 

Based on an earlier research study conducted by the authors 
[39], Normal Strength Concrete (NSC) and High Strength 
Concrete (HSC) mixes were prepared with hybrid additions of 
various amounts of NC and MP. Also, many mixing techniques 
(sonicating, stirring and sprinkling after stirring) were adopted to 
guarantee the success of NC dispersion in the mix. After that, the 
mechanical performance of the mixes such as, compressive, 
flexure, splitting and bonding strengths were assessed at the age 
of 7 and 28 days. Additionally, permeability of the samples was 
determined, and microstructure of the mixes was captured. It was 
concluded that the best physical/mechanical performance of 
concrete mixes can be achieved by using nearly 3% NC and 10% 
MP additives ratios by weight of cement and sand, respectively. 
Also, sprinkling after stirring dispersion technique was an 
effective and practical mean of mixing to overcome NC 
agglomeration problem in concrete blends. The improvement in 
performance of concrete mixes can be attributed to three 
mechanisms; 1- the efficiency of NC in packing the voids by 
promoting pozzolanic reaction that formed additional C-S-H by 
consuming calcium hydroxide crystals, 2- the bridging effect of 
sheet-like NC particles which strengthened the cement matrix by 
preventing crack propagation, and 3- the filling effect of MP that 
strengthened cement matrix and the transition zone surrounding 
aggregates. 

2.2. Concrete Mix Materials  

The materials used in this study for concrete blends were 
Ordinary Portland Cement (OPC) (CEMI/52.5R) in accordance 
with ASTM C150 [40]. While, fine aggregates were natural 
siliceous sand with fineness modulus of 2.5, and coarse 
aggregates were crushed clean dolomite with nominal maximum 
size of 19.0 mm. Also, mineral additives of NC and MP were used 
for NSC, and Silica Fume (SF) was used in addition to NC and 
MP for HSC. For specimens’ reinforcement, deformed high 
tensile steel was used for the longitudinal column reinforcement 
with actual grade 524/661 (yield stress/ultimate stress, MPa) 
whereas the transverse column reinforcement was formed from 
mild tensile steel with actual grade 358/517. The longitudinal and 
transverse column reinforcement conformed to ES 262-1/2009 
[41] and ES 262-2/2009 [42], respectively. 

The NC used in this study was amorphous nano-metakaolin 
with mean particle size distribution of 87.13 μm. The mean 
particle size distribution of MP was 7.25 μm. Silica Fume (SF) 
corresponds with the requirements of ASTM C 1240-03a [43]. 
High Performance Superplasticizer (SP), which is an aqueous 
solution of modified polycarboxylates, was used to obtain a 
required average slump within range of 100 to 200 mm. SP 
complied with EN 934-2 [44]. Tap water was used for both mixing 
and curing.  
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2.3. Concrete Mixture Proportions  
Four mixes were prepared; two without NC and MP additives, 

while the other two mixes were supplied with additives. Table 1 
shows the proportions of each concrete blend and the targeted 
compressive strength of each mix. The compressive strength test 
was conducted for the four mixes on standard cubes of size 
150mm to obtain the fcu according to BS EN 12390-3 [45]. 

2.4. Timber Formwork and Steel Reinforcement  
Timber formworks were prepared and leveled horizontally 

for specimens casting. The steel reinforcement cages of 
specimens were aligned in the timber forms and adjust concrete 
clear cover to 20 mm. The longitudinal columns reinforcement 
was deformed steel bars of 10 mm, whereas, the transverse 
columns reinforcement was mild steel bars of 8 mm. The 
longitudinal reinforcement number and transverse reinforcement 
spacing are shown in Figure 1 and Table 2. At columns specimen 
ends, two precautions were adopted to prevent premature load 
failure occurrence at these locations that may result from stress 
concentration near points of load application as follows, a- the 
longitudinal bars were flexed horizontally to achieve full bond 
with concrete leading to resisting compression concentration at 
ends, b- additional ties were added to enhance confinement at 
ends of RC columns.  

2.5. Concrete Proportions, Mixing and Curing Procedure  
For concrete mixes with no additives, all the ingredients were 

added in the mixer and mixed for two minutes. On the other hand, 
mixes with additives were prepared by adding SP to mixing water 
and blended until obtaining homogenous solution. Then, 70% of 
this solution was utilized to stir and disperse NC using vane motor 
at about 2000 rpm speed for 2 min. At the same time, cement, 
aggregates, MP and SF (if added) were dry mixed in a rotary 
mixer for 1 min. After that, the remaining water-SP solution was 
added to the blend and mixed for additional 1 min. Finally, the 
ready stirred NC solution was manually sprinkled during mixing 
into rotary mixer for additional 3 min. to achieve the desired 
homogeneity. The fresh concrete was casted in the prepared 
column specimen forms. The concrete blends were consolidated 
using electrical vibrator to produce well compacted concrete 
without either voids or honeycomb. After one day from casting, 
specimens were de-molded from forms and cured by wrapping 
with wet burlap for 28 days at the laboratory conditions of 25 ºC 
temperature. At the end of curing process, RC columns were 

unwrapped to dry by keeping in the open lab environment into 
preparation for testing. 

2.6. Columns Specimens 

Ten square (150x150) RC columns with and without hybrid 
additions (NC and MP) tested under concentrated axial loading to 
determine their ultimate capacity, axial strain, lateral strain, 
toughness, and failure pattern. The parameters that were 
considered in this study were: material parameters; hybrid 
additives presence and concrete strength, and structural 
parameters; columns length (slenderness ratio), transverse and 
longitudinal steel bars ratio. Table 2 shows all the characteristics 
of the fabricated columns. As can be seen from Table 2, two target 
concrete strength were selected: 50 and 70 MPa, to represent NSC 
and HSC, respectively. The height of columns ranged from 
1000mm to 2500mm to represent short or long columns, 
respectively. Also, the ratio of longitudinal reinforcement area to 
column cross sectional area (ρ%) had two values of about 1.4% to 
2.8%, while the ratio of tie bars volume to column volume (ρv%) 
ranged between 0.5% to about 1%. Figure 1 depicts the concrete 
dimensions and steel reinforcement of the casted columns. 

2.7. Testing Procedures and Instrumentation 

Columns specimens were tested under concentric axial 
compression using hydraulic loading machine with a capacity of 
2000 KN. The axial loading was applied via displacement control, 
at a rate of 0.5 mm/min, to monitor response of columns 
specimens beyond peak capacity. The monotonic axial loading 
was regulated to increase gradually till failure. Two rigid steel 
caps shown in Figure 2, 150 mm wide, were fabricated for 
confining the ends of the specimen to ensure preventing 
premature failure at these locations resulted from stress 
concentration near points of load application. Before testing, each 
specimen was aligned vertically until matching the centerline of 
the specimen with the line of axial load application. To measure 
axial and lateral strains of the tested specimen, three Linear 
Variable Differential Transformers (LVDTs) were used as shown 
in Figure 2. The L1 transducer was mounted at the bottom of the 
upper steel cap to measure axial displacement. The L2 and L3 
transducers were mounted at mid height of the tested specimen on 
two perpendicular faces to measure lateral displacements. The 
average lateral deformation recorded using the L2 and L3 
transducers was used to plot the lateral load-strain response of the 
columns. 

Table 1: Mixing proportions of Concrete Blends 
 NSC HSC 
Mix No. 1(N)* 2(A)** 3(N) 4(A) 
Target fcu (MPa) 50 50 70 70 
Cement (Kg/m³) 400 339.5 450 391.5 
Sand (Kg/m³) 780 702 720 648 
Agg. (Kg/m³) 1150 1150 1145 1145 
Water (L/m³) 183 160 160 145 
SP (L/m³) 5.8 6.13 10.8 11.25 
NC (Kg/m³) --- 10.5 --- 13.5 
MP (Kg/m³) --- 78 --- 72 
SF (Kg/m³) --- --- 50 45 
Water/binder 0.457 0.457 0.32 0.32 

*N: No additives **A: Additives (3%NC and 10%MP) 
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Two electric resistance strain gauges (G1 and G2) were 
installed on one of the longitudinal and transverse reinforcement 
bars at the mid height of the tested specimen as shown in Figure 
1. Load and displacement measurements were monitored and 
recorded using an automatic data acquisition software. 

3. Parametric Study 

Specimens were classified into groups to manage the 
collected test data. Thus, the parametric study incorporated hybrid 
materials presence, concrete strength, slenderness ratio, 

longitudinal and transverse reinforcement ratios. Table 3 clarifies 
the groups of column specimens and the studied parameters of 
each group. 

4. Analysis and Discussion of Test Results 

The effect of the studied factors on the behaviour of the tested 
columns is compared using three factors: ultimate strength, 
ductility and toughness. Figures 3 and 4 show the failure patterns 
of tested specimens.  

 

Table 2: Scheme of the Tested Column Specimens 
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C1N* 50 1000 6.67 4Φ10 1.39 Ø8-200 0.5 
C2N 50 1000 6.67 4Φ10 1.39 Ø8-160 0.65 

C3A** 50 1000 6.67 4Φ10 1.39 Ø8-200 0.5 
C4A 50 1000 6.67 4Φ10 1.39 Ø8-160 0.65 
C5A 50 1000 6.67 4Φ10 1.39 Ø8-100 0.98 
C6A 50 2000 13.33 4Φ10 1.39 Ø8-200 0.5 
C7A 50 2500 16.67 4Φ10 1.39 Ø8-200 0.5 
C8A 50 1000 6.67 8Φ10 2.78 Ø8-200 0.5 
C9N 70 1000 6.67 4Φ10 1.39 Ø8-200 0.5 

C10A 70 1000 6.67 4Φ10 1.39 Ø8-200 0.5 
*N: No additives **A: Additives (3%NC and 10%MP) 

 

 
Figure 1: Dimensions and Steel Reinforcement Details of Tested Column Specimens. 
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                                                                                 (a) Schematic.                                                                                    (b) Laboratory. 

Figure 2: Columns Instrumentation and Test Setup. 

Table 4 summarizes the maximum axial load (Pc), the 
maximum axial strain (εc), the maximum lateral strain (εL) and 
toughness parameter (Au) for all tested columns.  

In the following sections, the results of the experimental 
program were presented and the effect of each parameter in the 
parametric study is discussed. 

4.1. Failure patterns 

Failure locations of RC columns are presented in Figure 3. 
Failure occurred at two locations; the first is at the top or bottom 
end of the column specimen which indicating the stress 
concentration at the ends of the columns, while the second is at the 
mid third of the column height. Moreover, the bond failure (i.e. slip 
or separation) between concrete and steel bars could be one more 
reason for the appearance of end effect [46, 47]. 

The failure mechanisms of the tested columns were almost the 
same except for those columns made of HSC as they failed more 
suddenly in a higher brittle mode. The failure sequence for the 
columns was as follows: During increasing the applied load cracks 
occurred before the ultimate load was reached at the failure 
location, eventually, the concrete cover was spalled off. Finally, 
the tested columns were failed by crushing of concrete core in 
addition to yielding/buckling of longitudinal and/or transversal 
steel bars.  

Most of the longitudinal steel bars were yielded and buckled as 
shown in Figure 4a. For the ties, some of them were yielded and 
broken due to necking, as shown in Figure 4b. The results of the 
tested columns in each group is presented and compared in Table 
4. 

4.2. Effect of Hybrid Additives Presence on RC columns 
(Group1) 

The effect of hybrid additives on the behavior of RC columns 
was investigated in NSC columns with and without hybrid 

additives (C1N compared to C3A and C2N compared to C4A) and 
HSC columns with and without hybrid additives (C9N compared 
to C10A). Due to the presence of hybrid additives in columns 
concrete mixtures, the strength and post-peak strains of the 
columns increased noticeably as observed from the comparison of 
the test data and the results shown in Table 4 and Figure 5.  

As can be seen, the presence of hybrid additions in the column 
concrete mixture improved the maximum load compared to 
columns without hybrid additions. This can be attributed to the 
enhancement in the tensile strength property of the column 
concrete mixture resulting from NC particles in shape of sheets that 
act as bridge connecting both sides of the crack together preventing 
crack propagation which compatible with [15,39], subsequently, 
NC particles act as additional ties for the column but on the micro 
scale level. Moreover, the filling effect of MP that strengthened 
cement matrix and the transition zone surrounding aggregates has 
a role in this improvement. 

For NSC columns with and without hybrid additives, in case of 
ties ratio = 0.5%, the maximum load of C3A compared to C1N 
increased from Pc=770KN to 834KN with an improvement of 
about 8%, while in case of ties ratio = 0.65%, the maximum load 
of C4A compared to C2N increased from Pc=835KN to 925KN 
with an improvement of about 11%. On the other hand, for HSC 
columns with and without hybrid additives, the maximum load of 
C10A compared to C9N increased from Pc=1261KN to 1372KN 
with an improvement of about 9% (see Table 4 and Figures 5 and 
6). 

For post-peak strains, for NSC columns with and without 
hybrid additives, the improvement in the axial strain of C3A 
slightly improved compared to C1N (about 4.5%), while the lateral 
strain of C3A significantly improved compared to C1N reaching 
about 16.7% indicating an important enhancement in post-peak 
ductility. In addition, the axial strain of C4A slightly improved 
compared to C2N reaching about 6%, while the lateral strain of 
C4A significantly improved compared to C2N reaching about 18%. 
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Table 3: Groups of column specimens and the studied parameters of each group. 
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Also, for HSC columns with and without hybrid additives, the 
axial strain of C10A slightly improved compared to C9N reaching 
about 5%, while the lateral strain of C10A significantly improved 
compared to C9N reaching about 17% (see Table 4 and Figures 5 
and 6). The higher increment in the lateral strain has been achieved 
with the aid of additional confinement offered by the presence of 
NC sheets that enhance the tensile property of concrete mixture as 
previously discussed. 

The effect of hybrid additives on strength and ductility of RC 
columns with ties ratio = 0.65% (C4A compared to C2N) was more 
noticeable than columns with ties ratio = 0.5% (C3A compared to 
C1N). This resulted from the enhancement of the bond strength 
between steel reinforcement and concrete due to hybrid additives 
which is compatible with [15, 39]. As a result of the increase in the 
ties ratio and the obtained bond strength led to achieve more load 
capacity and enhanced post-peak strains.  
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Figure 3: Failure Pattern for Each Column Specimen. 
 

 
 
 
 
 
 
 
 
 

 
                                 a) Buckling of longitudinal steel bars                                                                   b) Ties breaking due to necking. 

Figure 4: Failure Pattern of the Steel Bars. 
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Table 4: Test Results of the Tested RC Columns 
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C5A 998 +19.7 6.50 +13.0 14.3 +53.6 5165 +43 

(G
4)

 
Sl

en
de

rn
es

s (
λ)

 C1N 48.7 770 -- 5.50 -- 8.0 -- 3167 -- 

C3A 51.2 834 +8.31 5.75 +4.55 9.33 +16.7 3606 +14 

C3A 

51.2 

834 -- 5.75 -- 9.33 -- 3606 -- 

C6A 733 -12.1 2.65 -53.9 27.3 +193 1463 -59 

C7A 690 -17.3 2.0 -65.2 30.7 +229 1036 -71 

(G
5)

  
L

on
g 

ba
rs

 (ρ
%

) C1N 48.7 770 -- 5.50 -- 8.0 -- 3167 -- 

C3A 51.2 834 +8.31 5.75 +4.55 9.33 +16.7 3606 +14 

C3A 
51.2 

834 -- 5.75 -- 9.33 -- 3606 -- 

C8A 717 -14.0 6.0 +4.35 9.67 +3.57 3257 -9.7 

* ±%: Indicates percentage of increase/decrease in value relative to reference column which is the first column in each group. 
 

For the toughness parameter in case of NSC columns with 
and without hybrid additives, the increment in toughness of C3A 
compared to C1N and C4A compared to C2N reached about 14% 
and 24%, respectively. Moreover, in case of HSC columns with 
and without hybrid additives, the gain in toughness for C10A 
reached 13% compared to C9N (see Table 4 and Figure 6). 

In summary, the results for group1 columns indicated that the 
hybrid additives presence on the behavior of either NSC or HSC 

RC columns led to enhanced strength and ductility of that columns. 
Also, it should be noted that columns with hybrid additives and 
with tie ratio 0.5% not only failed at almost the same axial load of 
column with higher tie ratio 0.65% and without additive (C3A and 
C2N) but also had higher ductility and toughness. 

4.3. Effect of the Concrete strength Fcu (Group2) 
The variation in concrete strength was investigated in NSC and 

HSC columns specimens without additives (C1N compared to 
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C9N) and with hybrid additives (C3A compared to C10A). Due to 
the increase in concrete strength and as expected, the maximum 
axial load of C9N increased noticeably compared to C1N as 
observed from the comparison of the test data and the curves 
shown in Table 4 and Figure 7. However, for similar columns but 
with hybrid additive, the increase in column strength was slightly 
higher compared to columns without hybrid additive. 

For post-peak strains in case of increasing concrete strength, 
for NSC and HSC columns without hybrid additives, the 
declination in the axial and lateral strains of C9N compared to 
C1N reached 10% and 8.33%, respectively, while for columns 
made of NSC and HSC with hybrid additives the declination in 
the axial and lateral strains of C10A compared to C3A reached 
9.57% and 7.86%, respectively. As can be seen, the enhancement 
in column post- peak ductility due to the hybrid additive was 
slightly higher in case of NSC and HSC (see Table 4 and Figures 
7 and 8). Moreover, the decrease in the axial and lateral strains 

have been obtained and expected due to the increase in the 
brittleness of concrete, resulted from the increased concrete 
strength which is compatible with [39,48]. 

For the toughness parameter in case of increasing concrete 
strength, the increment in toughness of C9N compared to C1N 
and C10A compared to C3A reached about 46% and 47%, 
respectively (see Table 4 and Figure 8). 

In summary, the results for group2 columns indicated that 
increasing the concrete strength led to the enhancement of 
strength and toughness in columns, but the decrease of the post-
peak strains was obtained. Also, it should be noted that columns 
with hybrid additives when casted of higher concrete strength 
blends, slight improvement in axial load, ductility and toughness 
was achieved in comparison to columns without additives. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Load-Strain Curve for Group 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Percent Increment in Test Results for Group 1. 
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4.4. Effect of Ties Ratio ρv % (Group3) 

The effect of increasing ties ratio (ρv %) of columns with 
hybrid additives was investigated in NSC columns (C3A compared 
to C4A and C5A), also, the behavior of these three columns and 
C2N was compared to column C1N  to give an idea about how 
much the presence of additives did affect the response of these 
columns. Due to the presence of ties and under axial compressive 
loading the columns specimens turned out to be in a tri-axial 
compressive status. As the ties ratio increases, the confinement 
capacity on the RC columns increases significantly. This makes 
the strength and post-peak strains of the columns increase 
noticeably as observed from the comparison of the test data and 
the curves shown in Table 4 and Figure 9. 

The effect of increasing ties ratio from 0.5% to 0.65% can be 
obtained by comparing C1N and C2N. As can be seen, the failure 
load of C2N increased by 8.44% (compared to C1N). For similar 
columns but with hybrid additives (C3A and C4A), the increase in 
strength of C4A was 10.9% compared to C3A (see Table 4 and 
Figures 9 and 10). 

For post-peak strains in case of increasing ties ratio from 0.5% 
to 0.65%, for NSC columns without additives, the axial strain of 

C2N slightly improved compared to C1N by about 5.5%, while the 
lateral strain of C2N significantly improved compared to C1N by 
about 25%, while for NSC columns with hybrid additives, the axial 
strain of C4A slightly improved compared to C3A with about 7%, 
while the lateral strain of C4A significantly improved compared to 
C3A with about 26.5% indicating obvious enhancement in post-
peak ductility (see Table 4 and Figures 9 and 10). The high 
increment in the lateral strain has been achieved with the aid of 
additional confinement offered by increasing the ties ratio and the 
hybrid additives presence. 

The other comparison of columns in this group was among 
columns C1N on one hand and columns C2N, C3A, C4A and C5A 
on the other hand. This comparison may help to give a clearer idea 
about the effect of additives presence in conjunction with the effect 
of ties ratio of columns on the response of these columns to axial 
loading. For instance, and when comparing the results of C4A 
(ρv=0.65%) to C1N (ρv=0.5%), a gain in the axial capacity has 
reached about 20%. This gain is about 2.4 that of C2N (ρv=0.65%) 
relative to C1N as shown in Figure 11. Also, the axial flexibility 
and toughness of C4A compared to C1N have experienced an 
incrementation of about 12 and 45%, respectively. Moreover, the 
obtained lateral strains have reached about 48%. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Load-Strain Curve for Group 2. 

 
 

 

 
 

 

 

 

 

 

 

 

 
 

 

Figure 8: Percent Increment in Test Results for Group 2. 
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The presence of hybrid additives in RC columns (C4A 
compared to C3A) enhanced the column behavior in strength and 
ductility parameters in a higher pace than NSC columns (C2N 
compared to C1N). This can be attributed to the positive role of 
hybrid additives in boosting the tensile strength of concrete 
mixture as NC particles act as additional ties for the column but on 
the micro scale level. Moreover, the filling effect of MP that has 
strengthened cement matrix and the transition zone surrounding 
the aggregates. 

Also, the more the ties ratio is (as for C5A compared to C3A), 
the more improvement in the maximum load was achieved 19.7% 
improvement ratio. And for post-peak strains, more improvement 
in the axial and lateral strains was achieved for C5A compared to 
C3A which reached 13% and 53.6%, respectively (see Table 4 and 
Figures 9 and 10). 

Moreover, it was observed that the behavior of columns with 
hybrid additions (C3A with low ties ratio) almost resembles the 
behavior of columns of no additives (C2N with high ties ratio) with 
respect to strength and ductility. This emphasizes the significant 
effect of additives on the behavior of columns. 

For the toughness parameter in case of increasing ties ratio 
from 0.5% to 0.65%, the increment in toughness of C2N compared 
to C1N, and C4A compared to C3A reached about 17% and 27%, 
respectively. Moreover, when raising the ties ratio from 0.5% to 
0.98%, a gain in toughness for C5A reached 43% compared to 
C3A (see Table 4 and Figure 10). 

In summary, the results for group3 columns indicated that 
increasing the amount of confinement through increasing of ties 
ratio led to strength and ductility enhancement in columns. 
Furthermore, it was noted that the hybrid additive presence offered 
additional confinement in RC columns. 

4.5. Effect of the Slenderness Ratio of Columns (Group4) 

The effect of increasing slenderness ratio (λ) of columns with 
hybrid additives was investigated in NSC columns (C3A compared 
to C6A and C7A), also, the behavior of these three columns was 
compared to column C1N to give an idea about how much the 
presence of additives did affect the response of these columns. As 
expected, the increase of slenderness ratio of

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Load-Strain Curve for Group 3 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Percent Increment in Test Results for Group 3 
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Figure 11: Percent Increment in Test Results for Group 3 Compared to Column C1N 

columns led to a decrease in their maximum axial load. For 
instance, and when comparing the results of C7A to C3A, the 
reduction in the axial capacity has reached about 17%. Also, its 
axial flexibility and its toughness have experienced a degradation 
of about 65 and 70%, respectively. Moreover, the obtained lateral 
strains have exceeded the 200%, see Table 4 and Figure 12. Also, 
Figure 13 shows that the ultimate axial strain of column C7A, for 
example, is about one third that of column C3A. The results of 
C7A compared to C3A confirm that the higher slenderness ratio of 
columns gives the chance of higher lateral strains and consequently 
possibility of inelastic buckling appearance and loss of ductility 
and axial capacity of columns. 

The second comparison was between the three columns (C3A, 
C6A and C7A) and column C1N. This comparison may help to 
give a clearer idea about the effect of additives presence in 
conjunction with the effect of slenderness ratio of columns on the 
response of these columns to axial loading. For instance, and when 
comparing the results of C7A to C1N, the reduction in the axial 
capacity has reached about 10% as shown in Figure 14. Also, its 
axial flexibility and its toughness have experienced a degradation 
of about 64 and 67%, respectively. Moreover, the obtained lateral 
strains have exceeded the 250%. 

In summary, the results for group 4 columns indicated that the 
existence of inelastic buckling through increasing of slenderness 
ratio led to declining strength and ductility of RC columns. 

4.6. Effect of the Longitudinal Steel Bars Ratio ρ% (Group5) 

The effect of increasing long. bars ratio (ρ%) of columns with 
hybrid additives presence was investigated in NSC columns with 
hybrid additive and variable ρ% (C3A compared to C8A), also, 
both column test results were compared to NSC column C1N. 
unexpectedly, column C8A (which has twofold increase in 
reinforcement ratio of C3A) has shown less axial capacity and 
higher ductility than C3A, and this may be attributed to the higher 
load portion transferred to the longitudinal reinforcement. In 
consequence, local buckling of longitudinal bars has prematurely 
occurred, and column exhibited lower axial capacity and higher 
ductility, see Table 4 and Figures 15 and 16. By inspecting Figure 
16, the comparison between columns C8A and C3A has shown 
loss of axial capacity and toughness of about 14% and 10%, 
respectively. On the other hand, the increase in axial and lateral 
strains has reached about 4% for both test results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Load-Strain Curve for Group 4 
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Figure 13: Percent Increment in Test Results for Group 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 14: Percent Increment in Test Results for Group 4 Compared to Column C1N. 

The other comparison of columns in this group was among 
columns C1N on one hand and columns C3A and C8A on the other 
hand. As can be seen from Figure 17, for instance, the comparison 
between columns C8A and C1N has shown loss of axial capacity 
of about 7%. On the other hand, the increase in axial strain, lateral 
strain and toughness has reached about 9%, 21% and 3%, 
respectively.  

In summary, the results for group 5 columns indicated that 
increasing of long bars ratio led to declining strength and 
enhancing post-peak strains in columns. 

4.7. Theoretical Evaluation of the Experimental Results 

In this part, the experimentally evaluated ultimate axial 
compression load of the NSC/HSC columns with and without 
hybrid additive were compared with standard codes. Therefore, for 
each specimen, the calculated capacities according to different 
codes requirements [49–51]were determined and compared to the 
experimental results as shown in Table 5 and Figure 18. For each 
code method, all reduction factors of safety as materials and 

resistances factors were used to give thorough and reliable 
comparison between the calculated and experimental capacities 
that design engineer can effectively use to design such elements. 
The standard equations used in this study are mentioned below for 
each code: 

ACI 318-18: 

    Pu= 0.8 Ø (0.85 fc' (Ac-Ast) +Fy. Ast       (1)     [49] 

Eurocode 2-2006: 

    Pu= 0.567. fc'. Ac + 0.87. Fy. Ast              (2)     [50] 

ECP 203-2018: 

    Pu= 0.35. Fcu (Ac-Ast) + 0.67.Fy. Ast      (3)     [51] 

Where, Fcu: Cube Concrete characteristics strength (MPa); fc': 
Cylinder Concrete characteristics strength (MPa); Ac: total cross 
sectional of column(mm2); Ast: total cross sectional of 
longitudinal bars (mm2); Fy: yield strength of longitudinal bars 
(MPa), Ø: Strength reduction factor. 
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Figure 15: Load-Strain Curve for Group 5 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 16: Percent Increment in Test Results for Group 5 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 17: Percent Increment in Test Results for Group 5 Compared to Column C1N 
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Referring to Table 5 and Figure 18, it is observed that the 
calculated axial capacities of the NSC/HSC columns are almost the 
same as the used codes do not consider the confinement effect and 
mineral additives either has pozzolanic or filling effect as NC and 
MP for predicting the ultimate axial strength of the columns. As 
can be seen, the comparative studies (Pc compared to Pu) show 
that the calculated results are mostly lower than the experimental 
results which denotes that the calculated column capacities using 
the three preceding codes are almost on the conservative side. 

For NSC columns, Eurocode 2-2006 [50] gives the closest 
estimate with an average of 21% lower than the experimental 
results, while ACI 318-18 [49] gives the greatest conservative 
results with an average of 66% lower than the test results, then it 
is followed by ECP 203-2018 [51] with an average of 59%. For 
HSC columns, Eurocode 2-2006 [50] gives an average estimate of 
about 53% lower than the experimental results, however ACI 318-
18 [49] and ECP 203-2018 [51] gives an average estimate of 
capacity by about half the experimental results which indicates 
great conservative results. 

It can be noted that, the ratio of experimental to calculated 
capacities (Pc/Pu) of RC columns with hybrid additive is bigger 
than columns without additive, an indicator of the enhanced 
bearing capacity of columns with hybrid additive when compared 
to conventional concrete. 

It is clear that considerable contradictions exist between codes 
and the experimental results especially for HSC columns. It can be 
attributed to important parameters not adopted in these codes as 
neglecting of the ties confinement, increasing concrete strength 
and finally, regarding this study, effect of various mineral additives 
to concrete mixture that enhance its performance, thus affecting on 
the behavior of the columns. 

4.8. Economic Feasibility Study of Using Nano Clay and the 
Marble Powder in Concrete Construction 

Economic feasibility study for using the optimum ratios of NC 
and MP in concrete has been depicted herein. The cost of mixes of 
columns 1N and 3A were analyzed and presented in Table 6. It can 
be concluded from the feasibility study for the two mixes that the 
increase in cost was about 43%. On the other hand, the gains in 
axial capacity, axial strain, lateral strain and toughness were about 
9, 5, 17 and 14%, respectively. These gains may seem unfeasible 
in comparison to the increase in the cost of concrete. But, 
combining these gains to the environmental benefits of reducing 
CO2 emissions of cement production, which was reduced by about 
15% in this mix, and using MP which represents a burden on 
landfills and waste management systems, gives the real feasibility 
of using such mixes. Moreover, these concrete mixes with hybrid 
additives are more durable as the filling effect of MP reduces its 
permeability and guarantees its resistance to any hazard attacks 
from the surrounding environment. 

Table 5: Comparison Between Calculated Axial Capacities of Specimens by the Different Codes with the Experimental Results 

ID 

Exp. Axial 
Load ACI 318-18 [49] Eurocode 2-2006 [50] ECP 203-2018 [51] 

Pc 
(KN) 

Pu 
(KN) 

Pc/ 
Pu 

Pu 
(KN) 

Pc/ 
Pu 

Pu 
(KN) 

Pc/ 
Pu 

C1N 770 467.6 1.65 640.2 1.20 488.4 1.58 

C2N 835 467.6 1.79 640.2 1.30 488.4 1.71 

C3A 834 487.2 1.71 665.7 1.25 507.8 1.64 

C4A 925 487.2 1.90 665.7 1.39 507.8 1.82 

C5A 998 487.2 2.05 665.7 1.50 507.8 1.97 

C6A 733 487.2 1.50 665.7 1.10 507.8 1.44 

C7A 690 487.2 1.42 665.7 1.04 507.8 1.36 

C8A 717 567.1 1.26 808.8 0.89 612.4 1.17 

Average for  
NSC Columns 

…. …. 1.66 …. 1.21 ….. 1.59 

C9N 1261 626.1 2.01 846.3 1.49 645.3 1.95 

C10A 1372 651.2 2.11 879.0 1.56 670.1 2.05 

Average for  
HSC Columns 

…. …. 2.06 …. 1.53 …. 2.00 
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Figure 18: The Calculated Axial Capacities of Specimens by the Different Codes relative to the Experimental Results 
 

Table 6: Economic feasibility of nano clay used in RC columns 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

*N: No additives **A: Additives (3%NC and 10%MP)

5. Summary and Conclusions 

Ten reinforced concrete columns with and without the 
optimum ratio hybrid additives were tested under axial loading to 
determine their ultimate capacity, axial and lateral strains, ductility, 
and compared their failure pattern. The effect of presence of hybrid 
additives on concrete strength, ties ratio, slenderness ratio of 
columns and longitudinal steel bars ratio were studied. Based on 
the experimental results the following conclusions were obtained: 

1. In both NSC and HSC RC columns, the presence of optimum 
ratios of the hybrid additive (NC and MP) has a positive effect 
on both strength and ductility of RC columns.  

2. The presence of hybrid additives in RC columns with high ties 
ratio reasonably enhanced the column behavior in strength 
and ductility more than columns with low ties ratio.  

3. The presence of NC sheets in the concrete mix added 
additional confinement in RC columns and improved the 
ductility of the tested columns and achieved highly increment 
in the lateral strain and toughness. 

4. Increasing the concrete strength for column with hybrid 
additive led to slightly enhancing for axial load, ductility and 
toughness compared to columns without additive. 

5. The behavior of RC column with hybrid additive and with low 
ties ratio (0.5%) almost approached the behavior of NSC 
column with high ties ratio (0.65%) in strength and ductility 
parameters. This emphasizes the significant effect of additives 
on the behavior of columns 

6. Higher axial load capacity, better ductile performance, greater 
reduction in the ties ratio and larger dissipation of energy can 
be achieved by using hybrid additions in the RC columns. 

7. Columns test results indicated that exhibition inelastic 
buckling through increasing of slenderness ratio led to 
declining strength and ductility in columns. 

8. The high ratio of longitudinal steel bars leads to declining 
strength and enhancing post-peak strains in columns. 
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9. The failure mechanisms of the tested columns were almost the 
same unless RC columns made of HSC that failed more 
suddenly and its brittleness is notorious.  

10. The presence of hybrid additions makes the RC columns less 
brittle compared to NSC/HSC columns. Generally, the RC 
columns with a higher concrete strength grade, a lower ties 
ratio, a higher slenderness ratio and a lower longitudinal 
reinforcement ratio exhibit a brittle failure behavior of RC 
columns. 

11. Various coefficients should be adopted in the used codes as 
they have effect on the strength and ductility of columns such 
as confinement coefficient due to ties, increasing concrete 
strength for HSC and the effect of various mineral additives 
to concrete mixture. 

12. The ratio of experimental to calculated capacities (Pc/Pu) of 
RC columns with hybrid additive is bigger than columns 
without additive, an indicator of the enhanced bearing 
capacity of columns with hybrid additive when compared to 
conventional concrete. 

13. The calculated column capacities using the three preceding 
codes are mostly lower than the experimental results which 
denotes that design of columns strengths are almost on the 
conservative side. ACI 318-18 formula led to the greatest 
conservative estimate especially in HSC columns. 
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 FPGAs constitute a flexible and increasingly popular controlling solution for robotic 
applications. Their core advantages regarding high computational performance and 
software-like flexibility make them suitable controller platforms for robots. These robotic 
applications include localization / navigation, image processing, industrial or even more 
complex procedures such as operating on medical or human assistant tasks. This paper 
provides an overview of the publications regarding different robotic FPGA application fields 
as well as the most commonly-used robot types used for those applications for the 10-year 
period of 2010-2019. A short description of each paper reviewed is also included, providing 
a total view of FPGA technology trends in robotic applications over the last decade. 
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1. Introduction 

Field programmable gate array (FPGA) devices are 
reconfigurable circuits composed of numerous interconnected 
logic cells. FPGAs contain an array of programmable logic 
blocks, and a hierarchy of "reconfigurable interconnects" that 
allow the blocks to be wired together. They are still used as a high-
performance computing platform in multiple applications 
nowadays, despite their overshadowing by CPUs and GPUs. The 
general core advantages of FPGAs are that they can be easily 
connected to most types of circuits due to their protocol-
independent serial links and they offer hard real-time 
computations and highly parallel effective programming with low 
power consumption, using algorithmic high-level synthesis [1]. 
FPGAs can be reconfigured and reprogrammed according to the 
user’s requirements, unlike fixed hardware structures that CPUs 
have. This allows users to utilize them in a vast variety of 
applications. 

Robots today are used for multiple tasks, for both industrial 
and consumer purposes that require high performance and low 
power consumption. They can be used for manufacturing or 
logistics purposes, while offering medical, educational, home, 
defense and other activities in the services’ sector. So, the 
applications implemented on FPGAs in the robotics sector contain 
several multi-factorial tasks from multiple domains. Primarily 
those tasks include vision, sound or touch response systems and 
object tracing through processing of a high data flow coming from 

sensor inputs. Furthermore, increased real-time requirements for 
controlling robotics’ functionalities such as the movement of a 
robot, make FPGAs to be a more attractive processing solution 
since they can be reconfigured as many times as it is necessary, 
even during runtime, while they are utilized, until the required 
functionality is properly achieved. FPGAs can actually rewire 
their internal circuitry in order to allow configuration, after the 
control system is installed onto the field. Moreover, the high-
power consumption of robotics applications indicates FPGAs as 
suitable computational systems in comparison to other solutions. 
In fact, the advantages of using reconfigurable dynamic systems 
do not exclusively lie on the increased adaptability to changing 
conditions, but also on reducing power consumption without 
affecting the robot's capabilities. Overall, the size and speed of an 
FPGA is similar to the application-specific integrated circuit 
(ASIC), but their shorter design cycle and reconfigurability 
capabilities make them more flexible for use in robotic 
applications [2]. 

FPGAs are a mature implementation technology, spanning 
over 35 years of technology improvements. At the same time, 
after 70 years of evolution in robotics the controlling complexity 
of them has reached a level that only high-end processing cores 
can handle. Investigating the blending between the robotics and 
the FPGAs in the related literature, we located a gap. In this paper, 
we aim to answer the research question: Given all the advantages 
in CPUs and GPUs, is it viable to use FPGAs in robotics 
applications, and if yes which are the areas that FPGAs excel in 
the robotics domain and what challenges loom ahead? Towards 
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this, we investigated IEEE listed scientific publications in the 10-
year period between 2010 and 2019 in order to get an overall view 
of the typical application fields of FPGAs in robotic applications. 
Figure 1 shows the absolute quantity of the total publications 
regarding journals, conferences, early-access articles and 
magazines in the IEEE Xplore and ACM digital library depicting 
the actual publication tendency over the last 27 years, since the 
library includes publication data since 1993. The total 
publications count from 1993 to 2019 regarding FPGAs in 
robotics is 1174 publications, including the aforementioned four 
types of publications. The publication count for the testing period 
of 2010-2019 counts 815 publications in total, where 762 are 
conference papers, 49 journal papers, 2 early-access articles and 
2 magazine articles. The average publication number over the 10 
year investigation period is almost 80 publications per year. As 
accrued from Figure 1, from 1993 to 2001 the publication count 
remains relatively steady with less than 10 publications / year, 
while from 2002 to 2009 there is a yearly significant increase, 
reaching the top value of 81 publications in 2009. Since then, a 
fluctuating count is observed in the testing time period of 2010-
2019, with the maximum value accomplished in 2019 with 102 
publications. Figure 1 imprints the technological boom in the 
FPGA capabilities that started in the millennium (2000), allowing 
wide FPGA usage in robotic applications 

This tendency lasted for almost a decade, until 2009 and since 
then the robotic FPGA applications - according to the publications 
count - remain relatively steady with fluctuating tendencies. Since 
the total publications for the tested time period are almost 800, the 
researchers choose to analyze 20 popular publications for each 
year, in order to imprint the latest scientific tendencies. The total 
number of publications tested for the 10-year period is 200. 

The paper is structured as follows. First, a brief theoretical 
analysis of the modern robot types regarding their application 
fields and interaction mechanism is given, according to the latest 
literature trends. The description of the three main robot 
categories as classified in this survey, follows. The six main 
FPGA application fields, as uncovered in the survey analysis, are 
then quoted.  

Figure 1: FPGA Robotics-related publications in IEEE Xplore and ACM 
digital library per year 

The conclusion section sums up our findings, as indicated by 
the survey findings. All reviewed literature is quoted with 
application field and robot type categorization, a short description 
of each paper and the year of the publication. 

2. Related Work 

A shortlist of FPGA-related studies uncovering related 
application fields, architectures and technology trends has been 
revealed in the survey. The most detailed view for survey 
applications for a distinct period of time is included in [1]. 22 
distinct technology applications of FPGAs (+ “other” quoted as 
distinct category) for a 15-year period are documented, 
investigating 815 publications in the IEEE Xplore and ACM 
digital library for the aforementioned duration. This survey offers 
a relatively indicative view of the FPGA technology trends until 
2015, however it does not investigate the FPGA architectures 
designed specifically for robotics applications. Paper [3] 
highlights the availability of reconfigurable applications as 
platforms for digital controllers and quotes the most important 
factors for the technology trend of FPGAs utilization in 
comparison to other architectures, primarily due to the 
acceleration and flexibility of FPGAs, reduction of costs and 
reduced energy consumption. Study [4] quotes a general 
description of FPGAs, regarding their use as accelerators and 
simulator platforms, the usage of their integrated memory and 
their fault tolerance as well as the programming languages and 
computation methodologies. However, it does not quote 
applications per year or include a specific distinction of 
application fields The FPGA virtualization techniques are 
included in [5], separated into three categories - resource level, 
node level and multi-node level. The first level investigates 
whether FPGA’s resources are reconfigurable or not. The node 
level explores the applications needed in both software and 
hardware terms regarding virtualization at a single FPGA. The 
existing architectures of how to connect multiple FPGAs are 
described in the multi-node level. The survey [6] investigates 
FPGA’s routing architectures, dividing them into island-style 
routing and hierarchical routing. Furthermore, it quotes a brief 
description of the recent technology applications of FPGAs, 
distinguishing them into eight distinct categories. In conclusion, 
there are no specific surveys like this one and for this reason we 
believe our paper will play a pivotal role as a reference for 
researchers in the field of implementing robotic applications on 
FPGAs.    
3. Application Fields of FPGAs in Robotics 

In our survey, we categorized the papers into 6 major 
categories, according to the application. In order for an 
application field to be categorized as a distinct category, at least 5 
publications had to be identified in the databases. Some 
application fields can be mixed, for instance, a robotic controller 
may use a regular FPGA algorithm and Fuzzy logic architecture 
or a navigation application can use SoC FPGA image processing 
systems. Distinct categories as well as mixed ones are referred to 
the Application Field column of Table 1, where the research 
overview is depicted. The Robot type column includes the type of 
robot which this publication’s application is designed for. A short 
description of the publication’s application regarding the 
algorithms used, the software or the type of the FPGA controller 
chips is included in the next column. The publication year and the 
reference number are depicted in the last two columns of Table 1. 

http://www.astesj.com/


D. Ziouzios et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 3, 385-408 (2021) 

www.astesj.com     387 

3.1. Classification of Robots 
 While there is no strict classification of robots, most 
robotic applications can be either categorized according to their 
mechanism of interaction or according to their application field 
[7]. Figure 2 depicts the robot classification according to their 
mechanism of interaction [7]: 
 
 

 

Figure 2: Robot classification by interaction mechanism [7] 

The basic classification of robots according to their 
application field is shown on Figure 3. It has to be noted that the 
six sub-categories of Fig. 3 can also include variations. For 
instance, educational robots can either be wheeled or humanoid 
(legged) and industrial robots can be either articulated robots, 
cartesian robots, parallel, spherical, or SCARA, etc. [8]. The 
aforementioned categories are based on the primary means of 
navigation (for educational robots) or the robot’s basic 
configuration (for industrial robots). 

However, this survey includes the robotic applications that are 
FPGA-applied, so the classification of robots is done according to 
those categories that can use the application fields found in the 
survey publications and analyzed in the next chapter. The main 
robot categories of the FPGA-based robotic applications included 
in this survey are the following: 

• Industrial Robots (A1) 

• Autonomous Mobile Robots (A2) 

• Humanoid Robots (A3) 

For a robot type to be classified as a distinct category, at least 
5 publications had to be found for the selected period. In other 
cases, this column is classified as “other”, implying a different 
type of robot, described in the “description” column such as 
medical, defense, educational, etc. 

 
Figure 3: Classification of robots according to their application field [7] 

3.1.1. Industrial Robots 

Industrial robots constitute one of the major of the FPGA-
related publications in this survey, as depicted in Fig. 4. The main 
subcategories of this main robot category are [10]: 

• Articulated robots 

• Cartesian robots 

• Cylindrical robots 

• SCARA robots 

• Delta robots 

• Polar robots 
The articulated robot type is amongst the most common types 

of industrial robotics. It includes a mechanical arm conjoined to a 
stable base. Rotary joints connecting the arm associations may 
vary from two to ten joints although the most common robots are 
the ones with six joints. The joints give the robot additional 
freedom to its movement while the joints can be either orthogonal 
or parallel. Cartesian or Gantry robots are also amongst the most 
common robot types. They have a rectangular configuration with 
three prismatic joints (X, Y, Z) allowing linear motion, while 
some Gantry robots have an additional wrist allowing rotational 
motion. Cylindrical robots use a main arm making an up-and-
down motion. This arm is internally embedded with a cylinder 
allowing the extension/reaction motion. Cylindrical robots use a 
3-dimensional coordinated architecture using a specifically 
selected reference axis for selecting point positions. Cylindrical 
robots are mostly used in picking-placing materials operations. 
SCARA (Selective Compliance Assembly Robot Arm) robots use 
two parallel joints providing movement at a specifically selected 
track. The rotary tracks are placed vertically and the operating 
tooling attached to the arm moves horizontally, making SCARA 
robots most suitable for vertical assembly operations where 
efficient and quick pick and place operation is critical. The 
primary characteristic of the Delta robots is their parallel link 
configuration consisting of parallel joint connections linked to a 
common stable base. The positioning of the effector is controlled 
with the robotic arm making the robot type suitable for speedy 
pick-and-place applications. Polar (or spherical) robots use 
stationary arms with spherical work envelopes which can be 
placed in a polar-coordinated architecture. They use one linear 
and two rotary joints conjoining the links and a twisting joint 
conjoined to the arm.   

3.1.2. Autonomous Mobile Robots 

Autonomous Mobile Robots (AMR) have been classified as a 
distinct category because they can be used for industrial as well 
as domestic, medical, defense or educational purposes. An AMR 
is designed to move on wheels or with legs (human walking 
simulation is excluded from AMR category) across the ground 
floor to specified locations operating as a flexible assistant 
performing numerous tasks. The movement of an AMR is 
accomplished by using a total of advanced on-board sensors, 
FPGA-architectures and processors that allow it to comprehend 
and interpret its external environment. The aforementioned means 
offer the AMR the capability of combining the information from 
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multiple different sources such as video or GPS in order to 
navigate when there is a malfunction or full absence of data from 
one or more data sources. The core operation of an AMR is its 
control system, where FPGAs may constitute an implementation 
solution in many cases. While FPGA-based control systems are 
analytically explained in the next section, the design requirements 
of an effective AMR control system typically include: 

• Multiple sensor and processor integration: As mentioned 
above, the possible malfunction, unreliability or 
inapplicability of any individual sensor or set of sensors must 
be coped with the integration and effective operation of the 
rest of AMR sensors. Furthermore, AMR must be able to 
accomplish all assigned tasks despite concurrent and often 
conflicting actions that need to be performed.    

• Reactivity to environment: AMR should be capable of 
reacting to unscheduled sudden changes in the external 
environment by executing fast and efficient decisions in order 
to fulfill the assigned tasks. Software and architecture 
efficiency play a crucial role at that requirement, including 
the accuracy and usability of FPGA software algorithms.     

• Reprogrammability and Expandability: An expandable 
architecture of an AMR allows the incremental build-up of 
the system and its continuous improvement and evolution. 
FPGA chips offer a significant advantage over other 
processing solutions in this case since they are reconfigurable 
and can be programmed to adopt a different behavior every 
time is required, changing the configuration of FPGA’s 
internal circuitry.   

3.1.3. Humanoid Robots 

Humanoid robots are robotic applications that mimic human 
body structures in both behavioral and motion terms. They are 
considered a relatively complex robot type since it is necessary to 
consider their mechanical (musculoskeletal) structure, the 
computational and sensory nervous system, the applied methods 
of information processing in the robot’s primary decision-making 
units and the applied software algorithms as a whole and for any 
given application that they have to perform. FPGA chips can be 
used for multiple humanoid robotic applications such as their 
motion control, communication modules between robots and 
users, visual sensing and processing that constitute the robot’s 
total behavior in mimicking human functionality. However, the 
primary distinguishing element of humanoids in comparison to 
other robot types is their human mimetic motion and human-like 
robot reaction. The first element involves the robot’s skeleton 
structure, the body proportions, the muscle arrangement and the 
joint performance [10]. Human-like robot reaction mainly 
represents the robot’s responses for safety. This can be applied 
actively by using a feedback loop or passively by applying a 
suitable robot’s mechanical design. Humanoids with high gains 
actuators tend to have a low performance on estimating correctly 
the forces applied by the human for specific functions, while the 
usage of integrated early-stage additional sensors shows better 
performance on that specific task [11]. FPGA chips constitute an 
efficient choice as a fused sensor architecture. 

 

 

3.2. Application Fields 

The sections analyzed below, will briefly introduce the 
primary application domains of FPGA-related technology 
components on robotics applications. These applications can be 
either mathematical and software algorithms, hardware FPGA-
oriented architectures, mixed systems with FPGA components or 
combinations of all the above.   

3.2.1. Robotic controllers 

A robot constitutes an autonomous closed-loop control 
application because it is affected by the inputs from its sensors. 
Due to the highly effective integration of the intellectual 
properties of the embedded processors in the FPGA, the 
mathematical algorithms executing the demanding computations 
required by the robot controllers can be implemented by software 
in the FPGA. This application field mainly includes the coding of 
FPGA motion control systems of immobile robotic applications 
and industrial robots. Industrial immobile robots are widely used 
in order to solve tasks such as assembly, handling or welding. 

Servo control is the most crucial part of robotic controller 
architecture since a possible failure to maintain a closed-loop 
behavior may delay the production process, damage the robot 
itself or even cause accidents and danger for human life. A servo-
control solution based on FPGAs is considered amongst the most 
effective ones. Specifically, an FPGA-based control interface is 
responsible for multiple tasks in the robotic operation such as 
decoding feedback position data, processing communication 
signals and control outputs and transmitting the data to the 
actuators. The instructions provided to the robot used to perform 
specific actions are processed by the robotics control system. The 
programming language is actually used to describe all the 
variables that affect the robotics operation, primarily regarding 
movements on specifically set paths. There are several path types 
that a robot can operate under, depending on its purpose. The 
simplest type of robot motion is the movement from one point to 
the other, without having to perform any other parallel 
simultaneous actions. This motion can be executed as joint 
displacements and this type of control is called joint control [12]. 
The joint control motion expresses the interactions of position, 
acceleration and speed in the robot’s language describing the 
necessary movements to perform the requested action. The main 
limitation of this control method is that the user needs joint 
dimensional information since he must comprehend the robot’s 
joint displacements in order to drive the robot into the desired 
position. This limitation can be overcome by using the Cartesian 
space, which helps to interpret robot’s movements by using 
Cartesian coordinates, based on the Jacobian Transpose matrix. 
This type of control is called Cartesian control. Due to this reason, 
the mathematical algorithms representing the kinematics of 
Cartesian control motion are significantly important in order to 
propose the most suitable control structures. The FPGA-based 
controller is then used to transform the trajectory created in the 
Cartesian space into a parallel robot’s trajectory in joint space. 
This application field includes research undertaken for kinematics 
algorithms and software applications regarding the robotic 
controllers, mainly representing immobile robots executing 
industrial tasks. 
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3.2.2. Mapping – Navigation 

This application field includes research regarding autonomous 
mobile robots, analyzing the usage of FPGA controllers in crucial 
operations, such as robot’s localization, mapping and navigation. 
In general, the navigation of robots is divided into two parts: The 
1st part is about the robot being capable of selecting the most 
suitable path between a starting and a finishing (goal) point. This 
path can be computed by either making calculations based on pre-
loaded existing data or by processing incoming real-time data by 
GPS and other applications. The 2nd part includes the robot’s 
real-time effectiveness on adapting its behavior to the external 
environment characteristics, such as avoiding obstacles, making 
turns and so on. FPGA applications can be used for both parts. 
Robot navigation is performed by using line following and 
obstacle avoiding algorithms that can operate with sensor data and 
probabilistic algorithms that study traffic and external 
environment patterns. The FPGA control unit is receiving and 
processing all incoming data from sensors and modules in order 
to choose the most suitable path.  

Localization is another crucial process of mobile robotics as it 
is used in order to determine a robot's position in relation to an 
external reference point, called landmark. There are two 
localization methods: The first method calculates the distance 
from the landmark and its angle relative to the north, called the 
azimuth. The second method measures the angles to the object 
from two different positions, called triangulation. FPGA control 
units can process data and by applying the proper algorithms are 
capable of determining the right course. In recent years both 
localization techniques have been replaced by GPS location and 
navigation. FPGA receivers are often used to process GPS data 
and apply the proper navigation algorithms.  

Simultaneous Localization and Mapping (SLAM) is the next-
in-line step in robot mapping and navigation. A primary task of a 
mobile robot in an unknown environment is to create and 
frequently update a map of the environment and compute its 
current location within this map at the same time. This operation 
is called the SLAM operation. At normal conditions, the robot can 
use sensor or odometry measurements to gather information over 
its environment in order to perform localization and mapping. 
SLAM is used when these conditions are altered such as the 
localization at an underwater or space mission. Some researchers 
have proposed the use of probabilistic methods, such as Extended 
Kalman Filters [13]. The Extended Kaman Filters (EKF) 
algorithm simultaneously computes a model map of the 
environment and the current robot position based on odometric 
and exteroceptive sensor data. FPGA-based architectures usually 
implement the EKG algorithm. Alternative solutions avoiding the 
errors produced by odometry rely on scan-matching techniques 
that usually rely on range measurements acquired from robot 
sensors. Such an approach is the SMG algorithm [14]. This 
algorithm can perform SLAM by applying highly improved 
parameters which in turn considerably increase the algorithm’s 
computational requirements. A considerable acceleration over 
software can be managed, by using the programmable resources 
of FPGA circuits and the parallelization properties of the 
algorithm. 

 

3.2.3. Image Processing 

FPGAs are widely used for the execution of digital image 
processing algorithms. They are used even more intensively, 
specifically in the case of real-time embedded applications, where 
latency and power are considered important issues. Typical topics 
in digital image processing are the evaluation of single images or 
numerous frames of a video signal for specifically set criteria such 
as movement information extraction or object tracking. For 
example, an FPGA embedded in a camera can execute image 
processing directly via the transmission of the image through the 
sensor. The camera provides a fully processed output stream that 
way, rather than just an image sequence. 

The sector of robotics significantly benefits from the 
advantages provided by digital image processing on FPGAs. The 
image processing system of a robot is crucial for the enhancement 
of processing performance, since it includes the ability for spatial 
recognition and multiple detective algorithms to carry out the 
mission tasks. These tasks primarily include 
localization/navigation in the case of autonomous mobile robots. 
The primary reason for applying algorithms in FPGA robotics is 
the parallelism option which allows advantageous capabilities 
such as real-time image filtering for pre-processing purposes. 
Moreover, the local memory embedded in current FPGA 
architectures allows the buffering of pertinent image information 
to limit the communication with external memories, a situation 
that can potentially form a bottleneck [1].  

Furthermore, FPGAs are more effective in comparison to 
CPUs in several aspects, regarding the ideal image processing 
system. CPUs execute their operations sequentially, so the first 
operation must process the entire image before the second 
operation starts. Since FPGAs are operating in parallel, every 
operation of the algorithm can operate on different pixels of the 
image simultaneously. This denotes that the time needed to 
receive the first processed pixel and process the whole image is 
much shorter, in comparison to an exclusive CPU application. 
Even if a combined co-processing FPGA-CPU architecture is 
used to transfer or receive images from the CPU, the total 
processing time is still shorter than an architecture that 
exclusively uses the CPU. Moreover, image processing 
architectures for robotics based both on USB and PC interface, 
are usually applied by multithread software solutions, so hard 
real-time response cannot be achieved for the proper integration 
of image and behavioral usage. Therefore, a robotic vision system 
that can perform image processing through an FPGA, which is 
directly connected to the CMOS sensor is more efficient. 

3.2.3. Neural Networks 

Artificial Neural Networks (ANNs) can be used in a variety of 
tasks performed by robots such as trajectory and image 
recognition, vehicle control, image processing, pattern and 
sequence recognition and medical diagnostics. They are statistical 
models destined to adapt and self-program, by applying learning 
algorithms that make them execute the aforementioned tasks. 
ANNs operate as parallel distributed computing networks and 
they operate correspondingly to the biological neural system. 
According to this, there are multiple input signals directed to 
neurons. Every input is assigned to a relative weight value which 
correspondingly influences the impact of that specific input. In 
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modelling, weight values are the adaptive coefficients within the 
network that calculate the magnitude of the input signal. The 
neuron output signal is then created by adding all the weighted 
inputs algebraically, simulating the biological cell body [15]. 

In order to perform properly, developers arrange ANN 
architectures in specific layers that are implemented in parallel. 
Since ANNs require significant computational power, they are 
better implemented using parallel hardware architecture [16]. 
ANNs can be implemented by using either software or hardware 
implementation. Software implementation is the favorite choice, 
supporting ANN training and simulation on sequential computers 
for imitating a large variety of neural network models, with 
significant flexibility. That is so since the developers do not need 
to know the internal operations of the neural network elements, 
but can be exclusively focused on the software application of the 
ANN. On the contrary, hardware FPGA-based architectures offer 
high applicability and the significant advantage of parallelism. 
The two basic characteristics of the FPGA-based reconfigurable 
computing architecture are its dynamic adoption and parallelism. 
These architectures are most suitable to apply ANNs as a 
developer can achieve concurrency and easily reconfigure in order 
to adjust the topology and the weights of an ANN. In total, FPGA-
based architectures offer numerous advantages for neural 
implementations such as: 

• Prototyping through reprogrammability: The neural FPGA-
based architectures can be directly tested in order to find the 
most effective one, without any additional costs. 
Furthermore, an effective application architecture already 
developed and implemented can be later replaced by another 
one, without the need to design a new chip.   

• Embedment: FPGA architectures can be used for all kinds of 
embedded applications, in order to take advantage of the 
effectiveness of neural calculations.   

• On-chip leaning: Usually on-chip learning is avoided as it is 
considered a complicated process that can easily lead to loss 
of efficiency due to a number of reasons. On the contrary, off-
chip learning is a more preferable choice when there are no 
requirements for dynamic learning. In the case of FPGAs, on-
chip learning can be executed before the chosen 
implementation of the learned ANN on the same chip.      

• Mapping: FPGA-based ANN architectures can be mapped 
onto more modern and effective FPGAs, whenever 
technology advancements indicate so. The basic prerequisite 
for ANN implementation is the scalability level of the 
implementation method.    

3.4. Fuzzy Logic Control 

Control algorithms for detailed dynamic models often require 
the exact specification of accurate target values. These equations 
may be complex and nonlinear, requiring longer “run-time” in 
order to get processed. An alternative approach to the usage of 
classical logic controllers described in section III subsection B.1 
is the usage of Fuzzy logic control algorithms, which use 
imprecise specifications in order to reach the same goal. Fuzzy 
logic controllers are implemented to applications that are difficult 
by nature to model precisely. They are often considered more 

robust algorithms in planning parameter value changes, in 
comparison to regular control algorithms, since they do not 
require high precision and high computational power.  

In the sector of robotics, fuzzy logic controllers are often used 
for automatic navigation purposes. This is due to their capacity to 
process a high number of imprecise and incomplete input signals. 
In such a case, signal input processing may allow robots to 
navigate in uncertain environments. A robot is equipped with 
multiple sensors that allow it to sense and process the 
environmental information. Fuzzy controllers receive sensor 
outputs as inputs for processing according to the fuzzy rule 
database that dictates the robot’s possible behaviors. The robot 
decision making mechanism implemented by the fuzzy controller 
consists of three basic steps in order to reach the final decision. 
First, during fuzzification a crisp input value is converted to a 
fuzzy value that is performed by the use of the information in the 
fuzzy rule database. Next, fuzzy inference (rule evaluation) 
formulates the mapping from a given input to an output using 
fuzzy logic, applying the rules to the fuzzy inputs. The mapping 
includes the rule framework under which robot’s decision making 
will take place. Then, during the defuzzification step the values 
from the output variables are calculated from the fuzzy values 
resulting in the controller’s final decision [17]. In total, fuzzy 
algorithms allow the robot to choose amongst various 
combinations of decisions the most effective one, rather than 
being forced to make a pre-designed single decision. 

A fuzzy logic controller is capable of processing inputs from 
a wide range of sensors. For instance, ultrasonic navigation 
sensors can calculate the distance between a robot and the 
obstacles of the external environment. GPS applications can be 
used for localization purposes, detecting the robot’s current 
position. Fuzzy algorithms constitute a suitable controller solution 
for navigation in 2D and 3D environments, industrial robot 
manipulators [18], image processing algorithms [19] and several 
other robotic domains that require high computational power. 

3.2.5. Swarm Robotics 

Swarm robotics is the task of using multiple robots to perform 
different activities simultaneously, rather than using one robotic 
application with enhanced capabilities. It is considered a 
distributed approach that aims at coordinating robot behaviour by 
copying natural decision mechanisms of the biological entities 
(humans, animals). These algorithmic mechanisms allow a group 
of robots to achieve performance levels that could never be 
achieved by a single or a few robotic applications.  The usage of 
multiple robots may significantly shorten manufacturing time, 
performing different tasks with simpler, scalable and more robust 
robotic applications. The major issue in swarm robotics is the 
effectiveness and precision of the coordination algorithms, as they 
are usually performing on the same physical object or 
environment.      

There are two main approaches of designing swarm robotics. 
The first approach is the centralized system, according to which a 
primary robot acts as a leader-coordinator for the rest of the robots 
of the swarm [20]. In FPGA robotic controllers, this is a relatively 
simple solution for navigation tasks. In this case, a master (leader) 
robot plans the path planning to traverse to the direction of a 
certain goal point, with the rest of the robots to follow. The 
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behavioral control mechanism creates a constant mutual 
communication between the leader and the followers, whose 
behaviour is checked and corrected at specific time periods, 
according to the leader’s motion. The core advantage of this 
approach is that all follower or slave robots can be simple robotic 
applications compared to the master robotic unit. The main 
disadvantage is that if the leader robotic unit fails to perform as 
planned or properly communicate with the followers, then the 
whole swarm fails to complete the task. 

 
Figure 4: Robot types 

 
 

Figure 5: Distribution of FPGA applications for the period of 2010-2019 

The second approach is the decentralized system that operates 
without a leader robotic unit and it is not affected by the cases of 
a single swarm unit failure or miscommunication amongst swarm 
members (agents). According to this approach, the motion of each 
robot is coordinated using local information exchange such as 
speed, obstacle existence or geographical coordinates, by the 
closest neighbor agents at a given time period. These motions are 
usually developed according to animal aggregations. Also, there 
is a physical decentralized system based on the physical 
interaction among agents. The communication amongst robots is 
either directional, by exerting forces to each other or in directional 
by manipulating or placing a common object. Directional 
communication may be applied by transmitting/receiving digital 
signals (WiFi, Bluetooth, etc), sound or light. In directional 
communication may be applied by either leaving optical markings 

in the ground or placing/manipulating an object in the 
environment that will be used as a marking point by other agents 
[20]. In total, the centralized architectures are simpler and used 
primarily for navigation purposes while decentralized 
architectures are more complicated and can be used for 
performing activities such as simulations, biotechnology or 
military tasks. 

In Figure 4 and Figure 5 the robot types and the distribution 
of FPGA applications found in this survey are depicted, according 
to the total count of 200 publications tested. 

4. Reviewed Literature 

In this section, we present and analyze the examined research 
publications of the IEEE & ACM database. For each application 
field, we present the publications by giving a short description for 
each publication. Only selected publications that utilized high 
performance, throughput and efficiency were selected. This 
description for each publication includes a summary of the 
publication, the key points and its specifications. 

4.1. Application Field: Image Processing 

In [161] we see an approach about a real time image 
processing patrol service robot. The robot consists of a CMOS 
camera module that sends data to the FPGA board. The  genetic  
algorithm  optimizes  threshold  values  for  the  filtering  
operations  according  to  various  lighting  environments.  The  
visual  navigation  system  has  been  developed  for  the  linkage  
between   flexible   hardware   circuits   and   real-time   software   
applications for robot vision purposes. Experimental results show 
the feasibility of the proposed methodology. 

In 2013, an FPGA algorithm used to detect corners in colored 
stereo images by implementing Harris corner detection technique 
[155]. The FPGA used is the XC5VLX50 and the architecture 
consists of 3 pipeline modules consisting of OmniVision image 
sensors in RGB555 format. Data is stored into a single DDR2 
memory of Micron. By using less than 75% of FPGA resources 
and a 100MHz system clock, the authors achieved a corner 
detection rate of 0.33 pixels per clock cycle (ppcc) corresponding 
to a corner detection frequency of 54Hz for the stereo images. 
They highlighted the performance benefits of their methodology 
by conducting experiments. 

A novel human-robot communication algorithm for both voice 
recognition and image processing embedded in an autonomous 
mobile robot [149] is proposed. The main controller is built on a 
Spartan FPGA processor, processing visual and voice 
information. The result of the research is a very flexible and 
powerful development tool for human-robot multimodal   
communication   research   and   implementation. The hardware 
resources of this robot are wisely integrated by using the  
LabView graphical  software toolkit, enabling a large amount  of  
voice  signals and image processing algorithms testing. The 
designed software drivers also allow various sensor modality 
including vision and speech signals analyzing. Endowed with 
these novel capabilities, the mobile robot displays intelligence and 
cooperativeness in its behavior, and becomes a versatile hardware 
system for human-robot multimodal communication 
implementation. 
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In 2014, researchers proposed a bio-inspired event-driven 
vision system using pseudo-simultaneous sensing [137]. The 
control system consists of a Spartan6 FPGA implementing a 
Convolutional Neural Network and a 3D construction algorithm. 
Experimental  results  demonstrate   the   application   of   this   
paradigm   to   implement   Gabor   filters   and   3D   stereo   
reconstruction   systems.   This   architecture  can  be  applied  to  
real  systems  which  need  efficient  and  high-speed  visual  
perception,  like  vehicle  automatic  driving,  robotic applications 
in unstructured environments, or intelligent surveillance in 
security systems. Experimental results highlight the performance 
gains of the proposed methodology. 

The authors of [147] published a research paper about a 
hexapod (6-legged spider like) robot using an FPGA-based 
robotic platform (Spartan 6). The system architecture involves an 
image sensor controller, a servo-motor controller and an AVR 
processor. Overall, the implementation of the servo motor 
controller in an FPGA has offered several advantages in terms 
of circuit design flexibility and simultaneous command  
executions  when  compared  to  conventional 
 microcontroller-based system. 

In 2014, researchers proposed an FPGA-based OV driver for 
VGA cameras [132]. For their implementation, they used an 
FPGA board (Cyclone EP2C5T144C8N) and optimized it using 
VHDL. The results from the conducted experiments suggest that  
the  devised  solution  outperforms when compared to the 
coexisting implementations in terms of resources utilization. 

 Researchers published a research paper implementing a visual 
sensor unit for mapping and localization using a six-dimensional 
Micro Aerial Vehicle (MAR - drone) [126]. The sensor design is 
based on a XILINX FPGA System-on-Chip combining FPGA 
resources with an ARM A9 Dual-core processor 

One year later, a group of researchers proposed a real-time 
machine vision system for an industrial robot that grasps items 
from an assembly line [119]. The items are in the same class, 
meaning that they have the same general shape but different 
details. The  conducted experiments  suggest that  the  machine  
parts  can  be  located accurately under arbitrary in-plane rotations 
and can be classified  correctly  according  to  the  details  in  their  
shapes.  Guo’s system  can  run  with  an  industrial  camera  at  a  
resolution  of  640×480 and a speed of 50 fps (frames per second) 
or higher.  

In 2015, the authors of an interesting research paper proposed 
a pragmatic incremental algorithm for achieving gain control and 
white balancing on an FPGA [112]. The proposed methodology 
significantly  reduces  the  effects  of  the  variations in lighting 
on the thresholds. In their paper, they propose a new color space 
which  maximises  the  hue  separation  of  the  different  coloured  
regions  to  improve  the  colour  discrimination.  All  of  the  
algorithms  are  designed  to  operate  on data directly  streamed 
from the camera,   enabling   a   low   latency   FPGA   
implementation. The authors conducted real world experiments to 
evaluate the stability and performance of the proposed prototype. 

In 2015, a group of researchers proposed a humanoid robot 
head with a vision system which has 22 degrees of freedom, 
including eyebrows sliding mechanism, the eye mechanism, jaw 

and neck mechanism [108]. The control system of the proposed 
prototype is an FPGA board. Facial movements are realized 
through driving traction mechanisms by controlling servos.The 
vision system of  the  robot S HFR-II Ihas a human-computer   
interaction interface with four kinds of work patterns,which 
includes facial  expression  recognitions and representations, face 
recognitions, gender recognitions and expression representations. 
The authors conducted experiments and the results suggest that 
the robot can recognize six basic expressions and vividly 
reproduce them. 

Similarly to the aforementioned paper, in the same year, a 
group of researchers published an implementation of a face 
recognition system that captures facial images and recognizes a 
face and detects slight expressional changes of the test image 
[104].  In  this  paper,  the authors read various  facial  images  and  
store them. Then, images are compared bit by bit and any 
mismatch is detected. If the image is matched then a “Match 
found” message is displayed.  

The author of [97] proposed a hardware accelerator to reduce 
the computation time of the scale-space analysis and the feature 
detection of the KAZE algorithm on Zynq-SoC family of FPGAs.  

An interesting paper is proposed by [91] demonstrates an 
implementation of image mosaic algorithm on the Xilinx Zynq-
7020 FPGA board. The system is able to process more than 60 
frames per second (fps) and is capable of maintaining low power 
consumption. The authors verified the proposed methodology in 
a synthetic environment simulated using MATLAB. 

A real time target tracking and positioning system based on 
FPGA is proposed by the authors of [89]. The hardware platform 
for the design is the development board by XilinxˊThe system 
uses monocular camera  to  measure  the  orientation  of  target  in  
real  time.  It  acquires  the  video  stream  from a CMOS  camera.  
The  system  realizes  target  tracking  by  extracting  the  color  of  
the  target  as  the  feature,  filteringˈdetecting  feature  of  the  
target  and  then  displaying on the screen. The system realizes 
target positioning according to the centroid of the tracked target, 
then computing the orientation which can be used for the 
intelligent robot vision. 

A group of researchers proposed a system that integrates 
different techniques to perform dimensional measurement of thick 
steel plate bevels using a DE0-Nano FPGA board [88]. The 
groove modeling is achieved through the use of line detection 
algorithms that look for straight lines and segments. The system 
level modeling and  synthesis  and  the  integration  to  the  whole  
digital  linear welding  system,  using  only  28%  of  the  FPGA’s  
slices.  Results Show  the  approach  is  a  viable  option  to  
automate  the  process that  is  currently  widely  adopted  in  
industry. 

An interesting work about a high speed ball target tracking 
system based on FPGA (ZYNQ) [85] is proposed. With a CMOS 
sensor, the original frame  can be transferred to the FPGA port. 
After the video streams go through the parallel image processing 
core, the color and corner features can be extracted. When 
compared to the predefined target’s pattern, the target can be 
detected. The authors conducted real-world experiments to verify 
the feasibility of the proposed methodology. 
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In 2017, a group of researchers published their paper about an 
FPGA based real-time virtual blind cane system for the visually 
impaired, detecting obstacles in front of the user in real time [70]. 
Described three novel architectures of image segmentation, 
implemented on Virtex UltraScale XCVU190-
2FLGC2104EES9847 FPGA. Working as a blind cane, the 
proposed system helps a blind person find the type of obstacle and 
the distance to it. The distance from the user to the obstacle is 
estimated by extracting the laser coordinate points on the obstacle, 
as well as tracking the system pointing angle. The paper provides 
a simple method to classify the obstacle's type by analyzing the 
laser intersection histogram. Real experimental results were also 
presented in the paper to highlight the validity and accuracy of the 
proposed system. 

The same year, a group of researchers presented three novel 
architectures of image segmentation, implemented on Virtex 
UltraScale XCVU190-2FLGC2104EES9847 FPGA [69]. The 
sequential design which allows control over minute details of 
arithmetic design, The hybrid architecture provides a full fledged 
parallel and pipelined implementation of the algorithm and the 
hybrid architecture overall provides at least two times gain in 
acceleration. 

One year later, a group of researchers propose a real time 
tracking hardware based on FPGA [60]. They converted a 
simulated and verified MATLAB code directly into HDL. The 
key point of their research is that the simulated and hardware 
outputs were consistent. Three types tracking algorithms (Kalman 
filter, extended Kalman filter and αβγ filter) were implemented to 
validate the proposed methodology. 

In 2018, a research paper about a design approach of 
accelerating the execution of a robust algorithm based on Horn's 
quaternion solution [59] is proposed. The authors presented a HW 
architecture as well as its FPGA implementation. In their research 
paper, they also included results of the experiments they 
conducted. 

Figure 6 depicts the total number of research papers that 
implemented FPGA Image Processing and the total Image 
Processing papers in robotics, from 2010 to 2019. It is evident that 
the popularity of FPGA and Image processing is steadily growing. 

4.2. Application Field: Robotic Controller  

A group of researchers propose an inverse kinematic 
algorithm for a parallel milling robot. The proposed robot consists 
of three robotic arms connected to a moving platform inside which 
there is a rotating spindle along a trajectory in the cartesian x, y, 
z space. The system is implemented using Altera Cyclone IV 
FPGA chip and it is evaluated by experimental results. 

A group of researchers propose a robotic platform based on 
Lego Mindstorms in [162]. In their research, they included 
hardware, software and mechanical modules. A mathematical 
model for the motor and the PI controller are included. 
Experimental results highlight the performance gains of their 
implementation. 

A system architecture controlling and monitoring household 
appliances through GSM. The system consists of an FPGA Xilinx 

SP605 implemented in VHDL, the GSM circuit, the PIR sensor 
and the interface circuit that monitors the appliances 

A connecting algorithm for interfacing the FPGA-based 
controllers to high level robotic software frameworks. The Unity-
Link algorithm conjoins PC-processed architectures with nodes 
that provide demanding real-time control of distributed robotic 
systems 

A group of researchers  published their paper about an inverse 
kinematics FPGA algorithm for a biped robot, based on CORDIC 
operators of hyperbolic and circular vectoring. The speed of the 
proposed hardware FPGA application is compared to that of the 
Nios II CPU. The authors evaluated the proposed methodology by 
conducting experiments in a synthetic environment. 

In 2019, the authors of [25] proposed an FPGA 
implementation of an adaptive neuro-fuzzy control for a 
teleoperation system. The controllers were developed in the 
MATLAB-Simulink environment and were implemented on 
FPGA using Simulink's fixed point tool and HDL Coder. The 
experimental results were very promising, as the latencies of these 
filters on the Field Programmable Gate Array (FPGA) platform 
were below 300ns with an average latency reduction of 188% 
(maximum of 570%) over the software versions running on a 
desktop PC CPU. This open-source event-based filter IP library 
for FPGA was tested on two different platforms and scenarios 
using different synthesis and implementation tools for Lattice and 
Xilinxvendors. 

 
Figure 6. Research papers published about Image Processing using FPGA in 

Robotics compared to non-FPGA Image Processing papers in Robotics 

 
Figure 7. Research papers published about Robotic Controllers using FPGA 

compared to non-FPGA Robotic Controller papers 
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Figure 7 depicts the total number of research papers that 
implemented FPGA Robotic Controllers and the total Robotic 
Controllers papers in robotics, from 2010 to 2019. It is evident 
that the popularity of FPGA and Robotic Controllers is increasing. 

4.3. Application Field: Neural Network 

In 2012, the authors proposed an FPGA-based Neural 
Network algorithm for lane following of autonomous mobile 
robots [164]. The neural function consists of two main parts, the 
fixed points coding and the Sigmoïde function coding. The VHDL 
simulation is compiled in A Quartus II and implemented in 
Cyclone EP2C35F484C6 FPGA. The experimental results are 
promising and suggest high performance gains. 

In [163], the authors publish their research paper about a 
stereo vision landing system architecture for an Unmanned Aerial 
Vehicle (UAV). The proposed FPGA-based Artificial Neural 
Network (ANN) algorithm is designed to apply real-time object 
tracking, 3D position computation via Visual Odometry 
methodology, Euclidean distance estimation from the landing 
target and horizontal displacement. The algorithm 
implementation was done on a Xilinx XC2V100 FPGA chip 

In the same year, the authors proposed a Neural Processing 
Unit implementation [120] which reached a range from 6k to 90k 
iterations per second for the targeted neural map size. The authors  
propose  a Neural Processing Unit designed as a programmable 
accelerator implementing recent equations close to self-
organizing maps and neural  fields.  The  proposed  architecture  
is  validated  on  FPGAdevices and compared to state of the art 
solutions. The trade-off proposed by this dedicated but 
programmable neural processing unit  allows us to  achieve  
significant  improvements  and  makes  our architecture  adapted  
to  many  embedded  systems. 

An alternative architecture that exploits stochastic 
computation for doing classification with deep belief networks 
was proposed by the authors of  [110] in 2015. The network was 
trained offline in MATLAB on the MNIST training dataset, and 
then implemented on an FPGA for classification at variable 
stochastic computation precision. Experimental results highlight 
the performance gains of the proposed methodology. 

 
Figure 8. Research papers published about Neural Networks using FPGA in 

Robotics compared to non-FPGA Neural Network papers in Robotics 

Figure 8 depicts the total number of research papers that 
implemented FPGA Neural Networks and the total Neural 
Network papers in robotics, from 2010 to 2019. The popularity of 

FPGA and Networks is increasing steadily. Compared to the early 
2010s, the Neural Networks using FPGA and the Neural 
Networks research papers in general have increased by a factor of 
2.92. 

4.4. Application Field: Mapping & Navigation 

In [146], a color tracking algorithm was proposed for 
autonomous mobile robots, using a CMOS camera and an 
ultrasonic sensor. The design implementation was done on a 
Digilent Nexys2 FPGA. The video is captured and further 
processed by the FPGA board and displayed on a 3.2 inch screen. 
They conducted real world experiments to evaluate the stability 
and performance of their prototype. 

 A group of researchers proposed a processor embodying a 
Radio Frequency Identification Detection (RFID) algorithm and a 
CORDIC algorithm on a Kintex-7 FPGA platform [140]. The 
proposed system is used for navigation and anti-collision 
purposes. Experimental results highlight the performance gains of 
the proposed methodology. 

In [135], a Micro Aerial Vehicle (MAV) architecture was 
proposed consisting of two subsystems: a) An image processing 
subsystem consisting of two VGA cameras and an Inertial 
Measurement Unit (IMU) and b) A control system using an Altera 
SoC FPGA. The interesting aspect of this research is that motion 
estimation and outlier rejection algorithms were included. 

In the same year, an FPGA-based in-door flight 
localization/navigation system with a pan-tilt camera was 
proposed [129]. The FPGA (XC6SLX100) was used for image 
analysis and quad rotor control. The authors validated the 
proposed methodology by conducting real world experiments. 

The authors of [119] proposed an improved ant colony system 
algorithm for path planning by establishing two new mechanisms 
for pheromone updating. They included partial pheromone 
updating and opposite pheromone updating. The authors 
evaluated the proposed methodology by conducting experiments 
in a synthetic environment. 

[114] presents an effective data cache configuration where the 
number of active ways and hence its total capacity can be 
configured at run-time. When using the best data cache 
configuration, a reduction of 7% the power consumed at a 1% 
execution time penalty is suggested and it is the same result for 
the SLAM-EKF algorithm. 

The authors of [113] present a novel methodology based 
entirely on the on-board approach. The obstacle avoidance system 
that is proposed is suitable for running on low-power embedded 
devices, leveraging a light-weight low power stereo vision system 
on FPGA used on  Micro Aerial Vehicles (MAVs). 

 A group of researchers proposed a robot navigation system 
using a combination of sophisticated image processing algorithms 
[111]. Their system is used to generate a map and an extended A* 
algorithm to plan the path. A turtlebot localizes itself in an 
environment containing several obstacles and a destination. The 
authors evaluated the proposed methodology by conducting 
experiments in a synthetic environment. 
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[109] presents an FPGA-based hardware architecture of EKF 
Prediction Stage applied to the Mobile Robotics Localization 
Problem. It runs on an Altera Cyclone IV FPGA with a Nios II 
processor, adapted to the mobile platform Pioneer 3AT. The 
experimental results look very promising, as the execution time 
results point out that the hardware solution has a speed up factor 
greater than 2 in comparison with the embedded software 
implementations. 

In 2015, a hardware structure for a vision-based autonomous 
vehicle navigation system was proposed [107]. Results showed 
that it is possible to implement the structure without consuming a 
high number of FPGA resources and achieve acceptable 
execution times. Analyzing the final hardware structure this goal 
was achieved with a considerably high frame-rate. 

In the same year, an investigation was conducted [100]on the 
amount and sophistication of sensing and processing hardware 
needed by a mobile robot for performing high-level tasks in real 
time, such as azimuth calculation and dynamic obstacle tracing. 
The paper suggests that one ultrasonic sensor along with a 
coordinate rotation digital computer processor are adequate for 
azimuth calculation while one more ultrasonic sensor is required 
for dynamic obstacle tracing. 

In [98], a hardware architecture is proposed to accelerate 
Rapidly-Exploring Random Trees (RRT) path planning algorithm 
using multiple Kd-trees to conduct the parallel search. The authors 
evaluated the proposed methodology by conducting experiments 
in a synthetic environment. 

One year later, the authors of [78] propose a technique to 
evaluate sparse equations on an FPGA by restricting the 
maximum amount of items in the system. The implementation is 
done using CλaSH which allows a transformation from 
mathematical descriptions to a hardware design. The system uses 
a sparse data notation and puts constraints on the number of loop 
closures to restrict the amount of computations. Experimental 
results highlight the performance gains of the proposed 
methodology. 

The first multilevel implementation of the Harris-Stephens 
corner detector and the Oriented FAST and rotated BRIEF (ORB) 
feature extractor running on FPGA hardware was published [74] 
in 2017. The Tarsier device performs excellently as it successfully 
generates descriptors for real images with sufficiently low latency 
for integration into a 1080p resolution 60 fps loop. 

In the same year, the authors of [62] present their research 
about the development of a neuromorphic system on a Spartan 6 
FPGA generating locomotion patterns (gaits) for three different 
legged robots (biped, quadruped, and hexapod). The authors 
validated the proposed methodology by conducting real world 
experiments. Moreover, the proposed spiking neuron model 
consumes less hardware resources and power than those based on 
coupled.  

In 2019, an angular position tracking control was implemented 
using modified D channel PID algorithm [40]. It was developed 
in such a way that the reading of data, the calculation of the 
control signals, and the controlling of the motors are all 
implemented on FPGA. Experimental results highlight the 
performance gains of the proposed methodology. 

Figure 9 depicts the total number of research papers that 
implemented FPGA Mapping & Navigation and the total 
Mapping & Navigation papers in robotics, from 2010 to 2019. It 
is evident that the popularity of FPGA and Mapping is increasing. 
This could possibly be caused by the general increased popularity 
of autonomous vehicles (Unmanned Aerial Vehicles, Unmanned 
Ground Vehicles and Unmanned Underwater Vehicles). 

 
Figure 9. Research papers published about Mapping & Navigation using 

FPGA in Robotics compared to the non-FPGA Mapping & Navigation papers in 
Robotics 

4.5. Application Field: Fuzzy Logic Control 

In 2012 a fuzzy-logic controller [168] for an autonomous 
navigation robot was proposed. The controller is implemented 
using an Atmega16 microcontroller and tested using the whole 
robotic application. The FPGA implementation consists of the 
Fuzzy logic controller, the UART receiver (it translates data 
between serial to parallel form), the LCD controller (for 
controlling the LCD operations) and the ASCII to binary 
converter and binary to ASCII controllers. 

In the same year,  an interesting work is proposed about an 
autonomous parking FPGA-based system for a mobile robot 
[167]. The system scans the area for available parking space and 
performs the necessary maneuvers for parking. The whole system 
consists of three major parts, the car-like robot design, the 
development of a simulation model using MATLAB and 
Simulink and the fuzzy logic controller design. The evaluation of 
the paper was performed using a synthetic realistic environment. 

A group of researchers published their research paper about an 
autonomous mobile robotic platform [165]. Their prototype is 
designed within the context of a robotic course. The system uses 
two separate FPGA-based controllers: A Proportional integral 
derivative (PID) controller and a fuzzy logic-based controller. 
Apart from the FPGA card, the robot’s hardware design consists 
of two motors, eight sonar sensors, a radio frequency 
identification reader and a Basic Stamp microcontroller. For the 
modeling and implementation, they utilized MATLAB and 
Simulink. 

Two fuzzy logic algorithms are developed: one for avoiding 
obstacles and another for avoiding obstacles / reaching a specific 
point. For the obstacle avoidance an ultrasonic sensor is used, 
while software is implemented using LabVIEW modules 

In 2013, an interesting work is proposed about a fuzzy logic 
algorithm that is applied on an autonomous mobile robot for line 
tracking and obstacle avoidance tasks [145]. The software is 
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implemented by an Altera Quartus platform while Eclipse 
software is used to simulate the fuzzy rules. Several   practical   
tests that were conducted by the authors reveal   the   effectiveness  
of  the  proposed  fuzzy  rules  for  which  MRTQ  was  able  to  
track  the  path  more  precisely  and  softly  at different  speeds 
and avoid the detected obstacle through the path readily. 

 In 2013, a paper was presented about a fuzzy-logic color 
extractor used on NI myRIO embedded system package [133]. In 
total, the fuzzy logic module, the real-time module, and the FPGA 
LabVIEW module are required for the implementation of the 
extractor on myRIO embedded device. The authors conducted 
multiple experiments and evaluated its effectiveness and 
performance gains. 

In 2015, an interesting work is proposed about an omni-
directional mobile platform control using the artificial intelligence 
technique of Fuzzy Logic; the control allows a practical and 
reliable driving control of 4 omni-directional wheels implemented 
on FPGA. The experimental results show increased performance 
and low power consumption. 

Figure 10 depicts the total number of research papers that 
implemented FPGA Fuzzy Logic Control and the total Fuzzy 
Logic Control papers in robotics, from 2010 to 2019. 

 
Figure 10. Research papers published about Fuzzy Logic Control using 

FPGA in Robotics compared to non-FPGA Fuzzy Logic Control papers in 
Robotics 

4.6. Application Field: SWARM  

In 2015, an interesting work is proposed about  a behavioural 
control algorithm of a centralized swarm consisting of two robots 
[101]. In this paper, the authors present the  challenges of multi 
robots and how  the  leader  and  follower  robots  can  change  
their   mode of behavioural control by   switching between 
centralization and decentralization methods   with   a   novel   
approach using implicit communication. According to the authors 
and their experimental results, the proposed implementation is 
very energy efficient. Robots are developed with minimal sensors 
(ultrasonic  sensors,  digital  compass,  RF  Transceiver  (PMOD-
RF2)) and are implemented using a Spartan 3e FPGA board 

Another interesting implementation was proposed by the 
authors of [84] in 2014.  The heuristic approach based leader 
follower method  is  incorporated  between  robots  for  
behavioural  control.  The  robots  were  able  to  navigate  in  both  
static  and dynamic conditions by using the modified M* based 

obstacle  avoidance  mechanism  with  CORDIC  module.  The 
proposed methodology was validated  by  the implementation  of  
the algorithm  on  Spartan 6 FPGAs (XC6SLX45 CSG324C). 

In 2015, an interesting work is proposed about a pragmatic 
incremental algorithm for achieving gain control and white 
balancing on an FPGA [112]. The proposed methodology 
significantly  reduces  the  effects  of  the  variations in lighting 
on the thresholds. In their paper, they propose a new color space 
which  maximises  the  hue  separation  of  the  different  coloured  
regions  to  improve  the  colour  discrimination.  All  of  the  
algorithms  are  designed  to  operate  on data directly  streamed 
from the camera,   enabling   a   low   latency   FPGA   
implementation. 

Figure 11 depicts the total number of research papers that 
implemented FPGA SWARM and the total SWARM papers in 
robotics, from 2010 to 2019. Swarm and FPGA applications in 
robotics are not as popular as other fields, like mapping, image 
processing and controllers. However, SWARM and FPGA are 
still rising in popularity over the years. 

 
Figure 11. Research papers published about SWARM using FPGA in 

Robotics compared to non-FPGA SWARM papers in Robotics 

5. Discussion 

In the 2000s, FPGAs were seen as an inexpensive alternative 
to the traditional ASICs (Application Specific Integrated Circuit) 
for heavy computation tasks. Along with the decreased production 
cost and the technological advancements, this led to the increased 
popularity of FPGAs. This time period had significant 
improvements. Most importantly, they were software as well as 
hardware programmable. In boards released in the late 2000s, for 
the first time, the microprocessor was not the simple hardware 
block dropped into the FPGA as was done in older days, but 
included a full environment with caches, busses, Network-on-
Chip and peripherals. Bundled software included operating 
systems, compilers and middleware: an entire ecosystem, rather 
than an integrated function block. The increased capabilities of 
FPGA boards of this era led to the increased usage in robotic 
applications, such as image processing, robotic controllers, 
mapping and navigation. In these fields, 10% of the published 
research papers utilize FPGA boards, presumably for the 
performance benefits they offer. 

In the early and mid 2010s, FPGAs started to gain prominence 
in another field: neural networks, fuzzy logic control and swarm. 
Running neural network inference models takes significant 
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processing power. Graphics processing units (GPUs) are often 
used to accelerate inference processing, but in some cases, high-
performance FPGAs might actually outperform GPUs in 
analyzing large amounts of data for machine learning. 

Just as customers seeking custom integrated circuits 30 years 
ago were attracted to FPGAs over the complexity of ASICs, many 
are now attracted to multicore processors, graphic processing 
units (GPU) and software-programmable Application Specific 
Standard Products (ASSPs). These alternative solutions provide 
pre engineered systems with software to simplify mapping 
problems onto them. They sacrifice some of the flexibility, the 
performance and the power efficiency of programmable logic for 
ease-of-use. It is clear that, while there are many FPGA users who 
need to exploit the limits of FPGA technology, there are many 
others for whom the technological capability is adequate, but who 
are daunted by the complexity of using that technology. 

The complexity and capability of devices have driven an 
increase in capability of design tools. Modern FPGA tool-sets 
include high-level synthesis compilation from C, Cuda and 
OpenCL to logic or to embedded microprocessors. Vendor-
provided libraries of logic and processing functions meet design 
costs. Working operating systems and hypervisors control FPGA 
SoC operation. Team modules, including control, are built into 
FPGA design systems. Some capabilities are built by the vendors 
themselves, others are part of the growing FPGA ecosystem. 
Clearly, usability is critical to this next age of FPGAs and their 
adoption in robotics. If FPGA manufacturers focus on ease of use 
and solve the steep learning curve, FPGAs will be able to compete 
with GPUs and become dominant in high performance 
applications. 

6. Conclusions 

This survey revealed popular technological, research and 
industry trends of the past 10 years, regarding robot types used 
and processed in the research as well as application fields of the 
FPGAs. As depicted in Figure 4, the vast majority of robots for 
which applications are being developed are autonomous mobile 
robots especially when the algorithms developed for these robots 
are related to localization, mapping and navigation purposes. 

In order to further increase the execution speed and efficiency 
of algorithms, developers utilize FPGA boards, as they offer an 
innovative solution. The popularity of FPGA boards has been 
steadily increasing over the last decades, as we can see in Figure 
1. FPGAs offer significant advantages over software running on a 
CPU or GPU, including execution speed and energy efficiency. In 
a traditional local system, the FPGA board is typically located on-
site, along with the other components of the device. However, in 
modern systems, FPGA boards  can be found in the cloud, along 
with a high performance traditional server. As the server receives 
data from modern embedded IoT systems, images the server 
offloads the necessary information to be processed on the FPGA 
boards. Many boards support PCIe connectivity, with a maximum 
theoretical bandwidth of 15.75 GB/s in version 3.0. The main 
disadvantage of FPGA boards, however, is the increased 
engineering cost and complexity. The development process on 
FPGA boards includes the design of custom hardware circuits. 
Traditionally, these hardware circuits are described via Hardware 
Description Languages (HDL), such as VHDL and Verilog, 

whereas software is programmed via one of a plethora of 
programming languages, such as Java, C and Python. An 
upcoming trend on FPGA is High Level Synthesis (HLS). HLS is 
allows the programming of FPGAs using regular programming 
languages such as OpenCL or C++, allowing for a much higher 
level of abstraction. However, even when using high level 
languages, programming FPGAs is still an order of magnitude 
more difficult than programming instruction based systems. 
Accelerating the computation process via FPGA boards is only 
efficient at larger scales, where the performance gain of the 
system outweighs the increased complexity and engineering cost. 

The parallel architectures offered by the FPGAs easily offer 
the high computational power that continuous real-time 
localization and navigation tasks demand at a low cost, while 
mixed FPGA/DSP controllers offer flexibility over the process of 
complex image data that robotic visual systems include. This 
particular finding is in accordance with the high number of 
mapping / navigation application fields shown in Figure 5, for 
each consecutive year. As shown, the mapping and navigation 
application field is between half and one third of the total 
application fields for the 10-years tested period.   

As depicted in Figure 4, the field of industrial robotics is the 
second most usually appearing robot field in the 2010-2019 
publication search. FPGAs constitute a flexible solution in the 
implementation of kinematics algorithms that parallel multi-axis 
industrial robots often use, in comparison to DSP controllers. The 
example of the commonly used CORDIC algorithm implemented 
for rotation tasks in industrial robotics reveals the flexibility of 
FPGAs. That specific algorithm includes a significant extent of 
mathematical functions, so the development of a VLSI-based 
FPGA algorithm is often preferred as the implementation 
architecture of building a controller for multi-axis motion of 
robotic limbs. Figure 5 shows the high number of robotic 
controllers found in the survey, representing the flexibility of 
FPGAs in industrial robotic control. 

Humanoid robots are the third most commonly appeared robot 
type in the survey. The multi-sensory humanoid robotic 
applications often demand multi-processor controllers based on 
mixed DSP/FPGA circuitry. The FPGA connectivity with DSP 
processors constitutes an effective solution of robotic applications 
that require multi-processing.  The FPGA application fields 
applied to humanoid robots include regular robotic controllers for 
motion purposes, image processing applications for the process of 
visual data for pure image processing or mapping and navigation 
tasks, or neural network architectures for navigation or else. 
Swarm robotics also constitutes a wide FPGA application field. 
Complex behavioural algorithms which demand high 
computational power and high-levels of real-time communication 
between swarm members, can be easily implemented through 
FPGA architectures. 
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Table 1: Other significant works that were reviewed 

Field Description Year Ref 

4.1 A fast frame based on Block RAM reuse 2019 9 

4.1 4.1 of a SoC FPGA using RGB-D sensor 2018 21 

4.5 / 
4.2 

A hardware system for on-board support vector machine (SVM) model training for robotic transtibial 
prostheses locomotion recognition based on SoC-FPGA 

2018 22 

4.1 FPGA implement for multi-scale pedestrian detection using 4 different size histogram of oriented gradients 
(HOG) features 

2018 23 

4.2 An exemplary system for the calculation of the inverse kinematics of a robot arm, which is tailored for the 
implementation on a FPGA 

2018 24 

4.5 / 
4.2 

FPGA-based platform for integrated multi-axis motion control and motor drive 2018 26 

4.2 A high-speed, high-accuracy fully pipelined architecture to solve inverse kinematics of a 3-DOF robot leg 2018 27 

4.1 / 
4.3 / 
4.4 

SqueezeNet DCNN is accelerated using an SoC FPGA in order for the offered object recognition resource 
to be employed in a robotic application 

2018 28 

4.3 A low cost and robust deep-learning based on gaze estimator is proposed to control surgical robots 2018 29 

4.5 / 
4.2 

A novel robot control system based on EtherCAT In order to increase control frequency and expansibility 
for 7-degree-of-freedom (DoF) light-weight 

2018 30 

4.2 A control system architecture for knee joint surgery robot based on computer and motion (FPGA) control 
card 

2018 31 

4.4 - 
4.3 

 An implementation of mechanical, electronics and software for a man-portable AUV with hybrid 
architecture 2018 32 

4.1 
A novel heterogeneous computer-on-module, integrating a Xilinx Zynq SoC and an Adapteva Epiphany 

multi-core processor 2018 33 

4.3 A framework to integrate Deep Learning algorithms on the PYNQ-Z1 at the embedded system level 2018 34 

4.2 An open-architecture controller with modularity 2018 35 

4.1 -
4.4 

A wireless panorama camera development specially for snake robot sensing 2018 36 

4.2 Α  novel distributed SoC-based (PS + PL) impedance controller solution implemented in a robotic hand 2018 37 

4.3 Implementation of the  You only look once (YOLO) object detector on an FPGA 2018 38 

4.1 A design approach of accelerating the execution of a robust algorithm based on Horn's quaternion solution 
and presents a HW architecture as well as its FPGA implementation 

2018 39 

4.4 Development of a Triangulation based Navigation Algorithm implemented on FPGA 2017 41 
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4.2 A mixed FPGA-microprocessor control architecture for a multi-axis industrial robot with vision-based 
behavior 

2017 42 

4.2 Robotic application performing auto-detection for high-voltage insulator inspection. The FPGA controller is 
used for step motor control, communication and signal acquisition 

2017 43 

4.2 A mixed FPGA-Microcontroller control architecture is included, using a Kawasaki RA10N robot body 2017 44 

4.2 A high precision model of minimally invasive surgical robot 2017 45 

4.2 A robotic system using a hard processor plus FPGA solution where the FPGA performs all real-time tasks, 
freeing the processor to run lower-frequency high level control and interface to other devices 

2017 46 

4.3 An FPGA implementation of Q-learning with Artificial 4.3 (ANN) reducing processing time 2017 47 

4.2 A robust method based on a Dual-Core ARM Cortex-A9 System-on-Chip FPGA board that controls the 
motion of a Cartesian robot 

2017 48 

  

4.1 -
4.4 

Three novel architectures of image segmentation, implemented on Virtex UltraScale XCVU190-
2FLGC2104EES9847 FPGA. The sequential design which allowing control over minute details of 

arithmetic design, The hybrid architecture provides a full fledged parallel and pipelined implementation of 
the algorithm and the hybrid architecture overall provides at least 2X gain in acceleration 

  

2017 

  

49 

4.1 -
4.4 

An FPGA based real-time virtual blind cane system for the visually impaired, detecting obstacles in front of 
the user in real time. Described three novel architectures of image segmentation, implemented on Virtex 

UltraScale XCVU190-2FLGC2104EES9847 FPGA 

2017 50 

4.4 A novel approach of a robot navigation in smart indoor environment developed with the triangulation 
techniques using Coordinate Rotation Digital Computer (CORDIC) method 

2017 51 

4.2 Using inverse kinematics and zero moment point algorithmic program (IK-ZMP) to command robotic legs 
in parallel manner which algorithms were programmed in VHDL 

2017 52 

4.2 An overall design of the triple inverted pendulum on a cart model which can be used to illustrate various 
control design problems related to underactuated nonlinear mechanical systems 

2017 53 

4.4 
The first multilevel implementation of the Harris-Stephens corner detector and the Oriented FAST and 
rotated BRIEF (ORB) feature extractor running on FPGA hardware, for computer vision and robotics 

applications. The Tarsier device performs excellently-it successfully generates descriptors for real images 
with sufficiently low latency for integration into a 1080p resolution 60 fps loop 

2017 54 

4.2 An open and high-performance industrial robot controller which consists of dual MCU + FPGA 2017 55 

4.5 - 
4.3 

A swarm-based algorithm using spiking 4.3 (SNN) in order to simulate biological neuronal assemblies. The 
FPGA SNN system uses an FPGA Artix-7 chip executing mapping tasks 2017 56 

4.3 - 
4.2 A cerebellum-like spiking neural network model to be used as the short-range timing function for the 

talking robot's control system 

  

2017 

  

57 

  

4.4 

A technique to evaluate sparse equations on an FPGA by restricting the maximum amount of items in the 
system. The implementation is done using CλaSH which allows a transformation from mathematical 
descriptions to a hardware design. The system uses a sparse data notation and puts constraints on the 

number of loop closures to restrict the amount of computations 

  

2017 

  

58 

4.5 A walking robot developed with the FPGA controller for investigating the robot's performance for moving 
in any direction and avoid obstacles. An FPGA Altera Max II microcontroller has been used, programmed 

with VHDL and fuzzy logic functions to control the walking robot 

2016 61 
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4.4 An FPGA-based control unit is designed for a patrol robot, using a Spartan 3E board. Depth-first search 
(DFS) algorithm is used for visiting all the nodes in the patrolling path and this is implemented using black 

tags (RFID) and IR sensors 

2016 63 

4.4- 
4.6 

A multi robots path planning like shortest path, behavioral control and obstacle avoidance using a Spartan 6 
FPGA with modified M algorithm has resulted with less distance by that it consumes less power 

2016 64 

4.1 A high speed ball target tracking system based on FPGA (ZYNQ) 2016 65 

4.4 A prototype for an autonomous robot using the FPGA DE0-Nano platform to implement. The system 
designed for having easier maintenance, control and, environmentally friendly 

2016 66 

4.2 Analyzing and accelerating the inverse Jacobian, pseudo inverse Jacobian, gradient descent, and the Newton 
method through an FPGA design using high-level synthesis (HLS). Implemented four numerical methods 

for solving the inverse kinematic problem of a 4 Degrees Of Freedom (DOF) robotic arm 

2016 67 

4.1 A system that integrates different techniques to perform dimensional measurement of thick steel plate 
bevels using a DE0-Nano FPGA board. The groove modeling is achieved through the use of line detection 

algorithms that look for straight lines and segments 

2016 68 

4.1 An implementation of image mosaic algorithm which is comprised of image registration and image fusion 
for better effect on the Xilinx Zynq-7020 FPGA board. The system is able to process more than 60 frames 

per second (fps) and maintaining a low power 

2016 71 

4.4 - 
4.1 

A processor-centric FPGA-based architecture for a latency reduction in the vision-based robotic navigation. 
Also, it can be used to other tasks like detection and tracking of image salient points 

2016 72 

4.4 - 
4.1 

A 6 Degree of Freedom (DoF) camera pose estimation algorithm using a monocular camera and non co-
planar markers, design for robotics applications, and an implementation on a low cost CPU and the FPGA 

that can conduct precise 6-DoF estimations at 100Hz 

2016 73 

4.2 An effective method for calculating the onboard real-time path planning of large-scale space redundant 
manipulators 

2016 75 

4.4 - 
4.1 

A vision-based lane detection algorithm which requires no knowledge of any physical parameters like 
position and orientation of the camera and is hence very flexible. The algorithm is tested with 14 videos and 

demonstrate super fast speed, high accuracy, and super energy-efficient 

2016 76 

4.1 A hardware accelerator to reduces the computation time of the scale-space analysis and the feature detection 
of the KAZE algorithm on Zynq-SoC family of FPGAs 

2016 77 

4.3 A design automation tool, named Deep Burning, allowing the application developers to build from scratch 
learning accelerators that target their specific 4.3 models with custom configurations and optimized 

performance 

2016 79 

4.4- 
4.1 

An investigation on the amount and sophistication of sensing and processing hardware needed by a mobile 
robot for performing high-level tasks in real time such as azimuth calculation and dynamic obstacle tracing 

which shown that one ultrasonic sensor along with a coordinate rotation digital computer processor are 
adequate for azimuth calculation while one more ultrasonic sensor is required for dynamic obstacle tracing 

2016 80 

4.4 - 
4.6 Behavioural navigation control algorithm of a centralized swarm consisting of two robots, using FPGA 

Spartan 3e board 
2015 81 

4.4 - 
4.1 

A practical analysis of a SoC architecture that incorporates an FPGA with an embedded ARM processor for 
Visual SLAM applications 

2015 82 

4.2 A design and implementation of a novel system for robot-assisted fracture manipulation. The system was 
evaluated through positioning trials to measure its accuracy and repeatability 

2015 83 
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4.4 - 
4.1 

A real-time image de-blurring by dynamics-based approach and parallel system architecture 2015 86 

4.4 - 
4.1 

A hardware structure for a vision-based autonomous vehicle navigation system. Results showed that it is 
possible to implement the structure without consuming a high number of FPGA resources and achieve 

acceptable execution times. Analyzing the final hardware structure this goal was achieved with a 
considerably high frame-rate 

2015 87 

4.3 An alternative architecture that exploits stochastic computation for doing classification with deep belief 
networks. The network was trained offline in MATLAB on the MNIST training dataset, and then 

implemented on an FPGA for classification at variable stochastic computation precision 

2015 90 

4.1 – 
4.6 

Pragmatic incremental algorithms for achieving gain control and white balancing have been described and 
implemented on an FPGA 

2015 92 

4.4 - 
4.1 

A novel entirely on-board approach, obstacle avoidance system that is suitable for running on low-power 
embedded devices, leveraging a light-weight low power stereo vision system on FPGA used on  Micro 

Aerial Vehicles (MAVs) 

2015 93 

4.4 An effective data cache configuration where the number of active ways and hence its total capacity can be 
configured at run-time. When using the best data cache configuration reveal a reduction of 7% the power 

consumed at a 1% execution time penalty and it is the same results for the SLAM-EKF algorithm 

2015 94 

4.2 A finger control for an anthropomorphic piano robot. The robot can play the right note and right rhythm, the 
punching force of the fingers are controlled just right while the robot is playing 

2015 95 

4.4 An improved ant colony system algorithm for path planning by establishing two new mechanisms for 
pheromone updating, including partial pheromone updating and opposite pheromone updating 

2015 96 

4.1 A real-time machine vision system for industrial robot to grasp from an assembly line a class of machine 
parts which are similar in the general shape but different in details using FPGA for acceleration 

2015 99 

4.4 - 
4.1 

Image-processing navigation algorithm using C language 2014 102 

4.2 A dynamic (mathematical) model of a robot finger simulating human motion. An FPGA-based EtherCAT 
master-slave platform is developed in order to validate the model 

2014 105 

4.1 – 
4.4 

A visual sensor unit for mapping/localization used by a six-dimensional Micro Aerial Vehicle (MAR - 
drone). The sensor design is based on a XILINX FPGA System-on-Chip combining FPGA resources with 

an ARM A9 
2014 106 

4.4 - 
4.1 

A Micro Aerial Vehicle (MAV) architecture consisting of two subsystems: a) An 4.1 subsystem consisting 
of two VGA cameras and an Inertial Measurement Unit (IMU) and b) A control system using an Altera SoC 

FPGA. Motion estimation and outlier rejection algorithms are included 
2014 115 

4.2 - 
4.1 

A high-speed image visual servoing (VS) system is developed for a SCARA robot. VS is the procedure of 
the right positioning of the manipulator in order to mitigate the effects of disturbances. The proposed system 

uses a Cyclone III FPGA controller with a camera and a Position Sensitive Detector (PSD) for position 
computation 

  

2014 

  

116 

4.1 - 
4.3 

A bio-inspired event-driven vision system not represented by frames, using pseudo-simultaneous sensing. 
The control system consists of a Spartan6 FPGA implementing a Convolutional Neural Network and a 3D 

construction algorithm 

2014 117 
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4.2 

An FPGA smart sensor interface remotely communicating the main controller with the sensors. An 
EP3CI6F484 FPGA controller interfaces with SDRAM controller, vibration sensors and a camera. The 
robot can be used for disaster affected areas and other fields where remote communication is demanded 

  

2014 

  

118 

4.2 A Kinematics architecture is applied on an Altera FPGA-based parallel industrial 3-axis milling robot, using 
the CORDIC algorithm 

2013 121 

4.2 A Kinematics algorithm is applied on an Altera FPGA-based parallel industrial milling robot, using C 
language. 

2013 122 

4.4 - 
4.1 

 An FPGA Based Platform for localization/navigation through a software/hardware solution 
2013 123 

  

4.2 

A modular robot manipulator consisting of three modules with embedded FPGA controllers, for increased 
precision. The manipulator uses the Virtual Decomposition Control (VDC) technique where the host 

computer executes only kinematics calculations, and all the other control calculations are done by local 
decentralized embedded slave computers 

  

2013 

  

124 

4.5 A fuzzy logic algorithm is applied on an autonomous mobile robot for line tracking and obstacle avoidance 
tasks. The software is implemented by an Altera QuantusII platform while Eclipse software is used to 

simulate the fuzzy rules 

2013 125 

  

4.2 

A Spartan-3 FPGA chip is used as a controller for a servomotor control technique implemented for a 
hexapod robotic platform. The robot consists of 18 servomotors. The controller is programmed with VHDL 

and the simulation is done with a Xilinx ISE Simulator 
2013 127 

4.4 - 
4.3 

A multi-layer neural network perceptron application using a Spartan III FPGA chip designed to drive two 
servomotors of an autonomous mobile robot. FPGA has been described in VHDL 2013 128 

4.2 An ARM + FPGA multi-axis motion controller is implemented on an industrial robotic platform (SCARA 
robot). The controller is adapted to independent real-time network communication in order to achieve real 

time servo control 

2013 130 

4.2 
A smoothing robust control algorithm using the Manifold Deformation Design Scheme (MDDS) is 

implemented for a Delta robot. The controller is a combined Kernel FPGA and DSP. PFGA is used for 
computation of the feedback signals and synchronously control each joint while DSP performs MDDS 

calculations 

2013 131 

Other A median filter based on Xilinx Spartan-3 FPGA.  It is used to filter the output of the measurement module 
of a line sensor IP core by smoothing the signals, suppress impulse voice and preserve edge 

2013 134 

4.5 Two fuzzy logic algorithms are developed: one for avoiding obstacles and another for avoiding obstacles / 
reaching a specific point. For the obstacle avoidance an ultrasonic sensor is used, while software is 

implemented using LabVIEW modules 

2013 136 

4.1 - 
4.4 

A stereovision measurement algorithm based on (Scale Invariant Feature Transform) SIFT key points, 
implemented on an embedded 4.1 board based on DSP and FPGA. SIFT algorithm looks for key points in 

the image scale space and extracts invariant locations. The system uses two CCD cameras and an 4.1 board 
2013 138 

  

4.2 

A connecting algorithm for interfacing the FPGA-based controllers to high level robotic software 
frameworks. The Unity-Link algorithm conjoins PC-processed architectures with nodes that provide 

demanding real-time control of distributed robotic systems 
2013 139 

4.1 A real time 4.1 patrol service robot consisting of a CMOS camera module sending data to the FPGA board 

  

2012 141 

4.2 - 
4.4 

A robotic platform - based on Lego Mindstorms - is presented, including hardware, software and 
mechanical modules. A mathematical model for the motor and the PI controller are included 2012 142 
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4.3 

A stereo vision landing system architecture for an Unmanned Aerial Vehicle (UAV). The proposed FPGA-
based Artificial Neural Network (ANN) algorithm is designed to apply real-time object tracking, 3D 

position computation via Visual Odomotery methodology, Euclidian distance estimation from the landing 
target and horizontal displacement. The algorithm implementation was done on a Xilinx XC2V100 FPGA 

chip 

  

2012 

  

143 

  

4.3 

An FPGA-based Neural Network algorithm for lane following of autonomous mobile robots. The neural 
function consists of two main parts, the fixed points coding and the Sigmoïde function coding. The VHDL 

simulation is compiled in A Quartus II and implemented in Cyclone EP2C35F484C6 FPGA 

2012 144 

  

4.5 

A fuzzy-logic controller for an autonomous navigation robot. The controller is implemented using an 
Atmega16 microcontroller and tested using the whole robotic application. The FPGA implementation 
consists of the 4.5ler, the UART receiver (it translates data between serial to parallel form), the LCD 

controller (for controlling the LCD operations) and the ASCII to binary converter and binary to ASCII 
controllers 

2012 148 

  

4.3 

A hardware application of an FPGA-based controller using an artificial neural approach.  The controller is 
capable of landscape learning, path planning, obstacle avoidance and sensory motor controlling. The 

controller is implemented as a SoC embedded on the robot, using a Virtex 6 VLX240T FPGA. The basic  
architecture of the controller consists of three basic layers: the pre-processing layer, the Self Organizing 

Map layers based on Kohonen maps and the computing layer 

2012 150 

  

4.4 

A path planning / navigation algorithm for an autonomous mobile robot, using CORDIC architecture for 
implementing rotation. The robot’s external interface includes an FPGA board consisting of Spartan 

XC2S50 FPGA and three ultrasonic sensors. The coding has been performed using VHDL and synthesized 
using Xilinx ISE 

2012 151 

4.1 A multi-resolution real-time dense stereo 4.1 algorithm is implemented. The algorithm’s implementation is 
done on an Altera Stratix IV FPGA board with GigE vision cameras, using six levels of Gaussian Pyramids 

2012 152 

  

4.2 

A hardware / software robotic application consisting of an operating software system that drives the FPGA 
controllers. The robotic (5 axe) system is an MK-2 industrial robotic arm and its controllers are operated by 

a XilinxVirtex II FPGA board and two PowerPC processors 
2012 153 

4.1 Digital image compression and decompression architecture applying M-JPEG2000 image compression 
standard, used for an UAV data link system. The two primary components of the system are an FPGA and 

an ADV212 

2012 154 

  

4.2 

An FPGA-based speed controller for a DC motor designed for an autonomous mobile robot. The 
proportional integral (PI) controller used to achieve acceleration realized by the FPGA, while for 

decelerating control a braked deceleration circuit module is proposed.  An additional motor protection 
circuit to avoid the motor driver IC damage is also included 

2012 156 

  

4.3 

A 4.2 consisting of a multi-processor System on Chip implemented on a Spartan 3A FPGA, performing bio-
inspired walking on a six-ledged robot (hexapod). The whole system consists of one soft processor used for 
high level decisions in motion decisions and six soft processors running independent control loops for the 

six legs respectively 

  

2012 

  

157 

  

4.2 

A hybrid architecture consisting of parallel FPGA (Spartan 6) and Advance RISC Machine microcontroller 
for visual trajectory-tracking. The system’s framework consists of 3 main layers: The data layer where the 

FPGA performs input/output extension and hardware acceleration, the real-time layer where the 
microcontroller performs real-time control and the high performance layer where a computer executes 

complex tasks like navigation, map generating and artificial intelligence 

  

2012 

  

158 

4.4 An FPGA-based algorithm for path planning and obstacle avoidance of autonomous mobile robots. The 
system consists of ultrasonic sensors and is implemented in a Xilinx FPGA Spartan II 

2012 159 

  A dexterous six-DOF, five-joint robotic arm for ping-pong is proposed. Each joint contains a motor position 
sensor, a current sensor and a temperature sensor and an FPGA for communication and control. More 
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4.2 specifically, each joint contains four modules, the sensor signal processing, the joint servo control, the 
motor current control and the communication module 

2012 160 

4.4 An in-door navigation architecture implemented on FPGA based on impulse-based ultra-wideband (UWB) 
technology. The system consists of an UWB receiver installed on an autonomous mobile robot that utilizes 
time-difference on arrival (TDOA) between pairs of anchor nodes for localization purposes. These nodes 

transmit a coded repeated stream of ultra-short pulses 

2011 166 

4.5 A locomotion / visual information common function based on fuzzy logic is implemented on an FPGA.  2011 169 
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 The purpose of this study is to evaluate the factors affecting the decisions of factors affecting 
the decision of individual customers to choose a savings bank at commercial banks in Da 
Nang city. . Through the use of appropriate research methods, the authors have found that 
there are 5 factors with 5 groups of factors that greatly affect the decision of individual 
customers to choose a savings bank. Service quality, safety, stakeholder influence, financial 
benefit, convenience. Through this result, it will help opinions, orientations and solutions to 
improve individual customers' decisions on choosing a savings bank at joint stock 
commercial banks in Da Nang city. 
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1. Introduction  

In today's competitive open economy, commercial banks 
always find ways to use many attractive and novel savings 
products to attract customers to their banks. On the part of 
customers using the service, they are also interested in factors 
related to the benefits of saving money at banks. This is also 
something that bank managers are interested in understanding, so 
identifying the factors that affect individual customers' choice of 
banks when saving money is a necessary job to help. Banks 
promote their strengths, enhance their image in the eyes of 
customers to attract more idle money from the population, 
contributing to improving business efficiency. 

In 2018-2019, the macroeconomic situation and Da Nang 
continue to face many challenges. However, with the efforts of the 
whole political system, Da Nang has achieved many successes in 
the realization of local socio-economic development goals; in 
which, the banking sector has made an important contribution to 
the socio-economic development of Da Nang. Through general 
assessment of the banking performance of the city. In Da Nang in 
2018-19, it is remarkable that the operations of the banking system 
in the area continue to grow compared to the previous years. By 
the end of 2018, the total mobilized capital in the province was 
about VND 125,994 billion, up 9.92% compared to the end of 
2017, the highest growth rate in recent years (up 25.84%). In 

which, 36/57 credit institutions have increased mobilized capital 
compared to the end of 2017, contributing greatly to the recovery 
and development of the business community in the city. 

Each bank has its own capital mobilization policy, depending 
on the needs and purposes of its business. To have a large capital 
source requires commercial banks to have appropriate 
mobilization policies to attract the necessary amount of capital in 
the economy to serve their business and development. Although 
there is a high credit growth rate compared to the whole country 
(about 14%), the bad debt rate is low at 1.62%. At the same time, 
at the end of 2018, banks increased deposit and lending rates to 
stimulate demand, attract capital, and the impact of exchange rates 
and liquidity pressure. Techcombank raised interest rates for 12-
36-month term from 6.4% a year to 6.8%. VIB applies 7.3% for 
the 24-month term. ACB also applies a new interest rate schedule 
for deposits with terms over 18 months, ranging from 7-7.2% a 
year, 0.1-0.3% higher than May. 

2. Background Study 

 Up to now, there have been many practical studies on the 
adoption and use of e-banking services, including studies on the 
factors influencing the decision to use services. Typical electronic 
banking services. In [1], the author presented that intention is 
considered to include motivational factors that influence the 
behavior of each individual. These factors indicate the willingness 
or effort that each individual will put in the behavior. The above 
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definition explains behavior that is influenced by a person's 
confidence in his or her ability to perform the behavior. Therefore, 
behavior is affected by controlling cognitive and intent behaviors 
as well as attitudes, subjective criteria and perceptions of behavior 
controlling indirectly through intentions. In [2] the author expand 
the application of  two Mobile banking service by adding the 
element of trust ("Feeling of trust") and 2 source factors ("Self-
grasping ability" and "financial cost perception”) into the model, 
and focus on the position of these factors in the existing structure 
of the TAM model. . In [3], the author define that behavioral intent 
is the ability of the consumer to use an innovation. With higher 
behavioral intentions, consumers will be more likely to use a new 
technology. There are a number of premises that can affect an 
individual's behavioral intentions. Applying the UTAUT model to 
study the behavior of 3G mobile telecommunications users in [4]. 
The author used the UTAUT model to conduct research surveys. 
The research results show that the factors that influence the 
"behavioral intent" include: "expectation of the effect", "social 
influence" and "favorable conditions", while the factor 
"expectations" in terms of effort ” has no effect. In addition, three 
unrecognized relationships were discovered during the SEM 
analysis, modifying the UTAUT model for 3G 
telecommunications services. The biggest difference between this 
study and UTAUT theory is the issue of time of study and the 
significance of the determinant by external variables. Studying the 
factors affecting the intention to use online shopping services using 
the UTAUT model in [5]. The study identified 6 factors affecting 
the intention to use e-shopping services, including: (1) Expectation 
about price, (2) Perceived convenience, (3) Perception ease of use 
(4) Feel the pleasure, (5) Social influence, (6) Feel the risk of use. 
In addition, the model will also consider the influence on the 
intended use of three demographic variables: gender, income, and 
age. Inheriting the point of view of the above researchers, in [6], 
the author describes customers' savings deposit behavior expressed 
in choosing a bank and choosing a deposit period. Research on 
factors affecting the acceptability of Mobile Banking of individual 
customers applying the UTAUT model in [4]. Using the Unified 
Theory of Technology Acceptance and Use (UTAUT) to 
investigate the effects on people through Mobile banking, this 
study concludes that individuals' intentions on mobile services 
Banking is significantly affected by the following factors: (1) 
social influence, (2) perceived financial costs, (3) performance 
expectation, and (4) perceived trust in order of influence. 
Behaviors are significantly influenced by personal intentions and 
favorable conditions. This study found that gender controls the 
effect of performance expectations and financial cost perceptions 
on behavioral intent, age of adjustment, effects of favorable 
conditions, and perceived self-grasping. to real acceptance 
behavior. 

Data were collected from 165 questionnaires and used 
regression to analyze relationships in [7]. The results have shown 
that all factors, except the "perceived cost" factor, have a 
significant impact on behavioral intent in using Mobile Banking. 
"Feeling useful" is the most influential factor in explaining the 
user's intent to accept. For users, "feel the ease of use" is the most 
important factor, while "feel efficient" significantly affects the 
intention of accepting the service. The results from these analyzes 
help banking organizations to have a suitable strategy for Mobile 
banking to expand their acceptability of this service. Background 

theory related to rational action theory (TRA) developed in [8] and 
in [9] shows the inclusion and coordination of the components of 
attitudes in a structure. which are designed to better predict and 
explain consumer behavior in society based on two basic concepts: 
(i) consumer attitudes toward behavior and (ii) subjective 
standards of consumers. In addition, the intended behavioral 
theory (TPB) was developed in [9] by adding a cognitive element 
of behavior control to the TRA model. According to TPB, human 
behavior is guided by 3 factors: behavioral beliefs, normative 
beliefs and controlling beliefs. Thus, beliefs about behavior create 
an attitude of like or dislike about behavior; normative beliefs 
create subjective social or normative stress and controlling beliefs 
increase cognitive behavioral control.  

Thus, most studies using TAM model are conducted based on 
the adoption and use of information / technology systems. In 
studies, the TAM model was found to be valuable in predicting the 
adoption of variables in the user system. However, in many areas, 
as mentioned earlier, the original TAM model does not fully 
explain behavioral intent towards technology adoption and 
adoption, and there is a need for research to add factors to improve 
predictability for this model. Up to now, there have been many 
studies on individual customer banking choices conducted in many 
different countries around the world, with many different survey 
subjects. This is a rich source of documents, the basis of orientation 
to conduct research on factors affecting the choice of banks of 
individual customers at joint stock commercial banks. Not to 
mention the research on the earliest bank selection criteria in the 
US, in [10], the author showed that the recommendation of friends 
is the most important factor, followed by reputation, reputation. of 
the bank and large loan capital. In the American university student 
article, in [11], the author presented that convenience is still the 
main reason most students choose their bank. In addition, family 
tradition and loyalty to the bank are also important factors for 
college students. In [12], the following factors are identified as the 
decisive attributes affecting the choice of banks: service fee 
collection policy, reputation, loan interest rate, disbursement time 
and friendly bank staff. In [13], it is reported that economic factors 
such as monthly costs and deposit interest play a decisive role in 
student's choice of bank. In [13], The author found fast and 
efficient service delivery, friendly, enthusiastic staff and a bank 
reputation are important factors in choosing select the student's 
bank. In [14], the author showed that the key factors influencing 
customer choice in Greece include: convenience, reputation of a 
bank, quality of products / services. , interest rates and fees, staff 
communication skills and qualifications, facilities, the 
environment of the points of sale, and satisfaction with after-sales 
service and services. 

There have been many empirical studies at home and abroad 
on the factors affecting the decisions of individual customers to 
deposit money at banks in [15]-[19].The important factors 
affecting the deposit behavior of customers are financial interests, 
brand awareness, influence of relatives, fast and safe, marketing, 
service style of employees, delivery Convenient translation and 
safe feeling. In [20], the banking selection criteria of Business 
Administration students in Delhi, India concluded that 
convenience is an important determinant, Includes: parking, free 
delivery on demand, phonebanking, free home money transfer 
service because customers want to save time. In [21], the author 
conducted in Malaysia found three factors that most influence a 
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student's banking choice: sense of security, ATM service, and 
financial benefits. In [16], the author conducted a similar study to 
determine the factors influencing the choice of commercial 
banking of university students in South Africa. The study was 
based on a sample of 186 students from Fort Hare University 
(Alice campus). The researchers found that the important factors 
that determine a college student's choice of banking (ranked in 
diminishing importance) are: service, convenient location, 
attractiveness, gender referrals of others, marketing activities and 
prices. In [22], the author studied the factors affecting customer 
satisfaction in the banking industry in Pakistan to find the 
relationship between service quality, satisfaction and loyalty. 
customers. The research results show that 54% change in customer 
loyalty is due to service quality and customer satisfaction. The 
study concludes that, service quality affects customer satisfaction 
and customer satisfaction affects customer loyalty. In today's 
competitive marketplace, banks can gain a competitive edge by 
providing quality services that meet the needs of their customers.  

For studies in this area in Vietnam, there has been a study on 
factors affecting the choice of banks of individual customers in 
[23] surveyed above. 350 individual customers in Da Lat city 
concluded that brand awareness has the strongest impact on the 
trend of choosing a bank, followed by factors: Convenience in 
terms of location, troubleshooting, photos enjoyment of a loved 
one, appearance and attitude toward marketing. Meanwhile, in 
[24], the author surveyed 200 customers using banking products 
and services showed that there is a positive relationship between 
customer satisfaction and reliability factors. feedback, 
accessibility, service capacity and quality of products and services. 
No correlation has been found between information and customer 
satisfaction. Based on the research results, a few recommendations 
have been proposed to improve the satisfaction of individual 
customers with Vietinbank East Hanoi branch in particular and 
other commercial banks in general. In [25], the author presented 
on the factors affecting the choice of savings banks of individual 
customers in Ho Chi Minh City, researched and surveyed over 500 
customers. In [25], the author focused on testing the factors of 
service quality affecting satisfaction and loyalty. In which, testing 
a number of impacts that regulate the relationship of satisfaction - 
loyalty of customers for banking services in Hau Giang. Based on 
a survey sample from 333 customers, Cronbach's Alpha 
coefficients, exploratory factor analysis, confirmatory factor 
analysis and structural equation model were used for analysis. The 
results show that empathy and price are the factors that strongly 
impact on customer satisfaction. In [26], the author studied the 
factors affecting the satisfaction of customers with the savings 
deposit service at Agribank Binh Minh, Vinh Long. Research 
results show that, 4 main factors affecting customer satisfaction 
including responsiveness, facilities, service capacity and peace of 
mind. The relationship between the service quality and the 
satisfaction of customers participating in the transaction is very 
important to the operation of the retail bank. 

 The results of this study have identified 8 groups of factors that 
affect individual customers' banking choices, including: financial 
benefits, sense of security, referral, troubleshooting, service. Bank, 
brand, staff, convenience. At the same time also evaluate their 
importance. This is the guiding basis for commercial banks to take 
action measures that focus on key factors to influence customers' 
choice of banks and thereby attract more. customers using their 

bank's retail products and services. Based on the research results, 
the author gives some suggestions to help banks maintain existing 
customers and attract new customers. From there, the leaders of 
banks can refer to make appropriate policies to increase the 
competitiveness of banks in the retail market. In [27], the author 
showed on the factors affecting the decision of individual 
customers to deposit savings - Research at Joint Stock Commercial 
Bank for Industry and Trade of Vietnam, Lam Dong province, 
based on into data collected from 184 observations processed by 
SPSS tool, with Cronbachs Alpha scale reliability testing 
techniques, factor analysis (EFA), correlation analysis and 
multiple regression analysis . Research results have identified 5 
factors that directly affect individual customers' decisions to save 
money, including: brand awareness, influence of relatives, 
financial benefits, fast, safe and marketing. Based on the research 
results, governance implications have been proposed to better meet 
customer needs and expand markets to attract new customers. In 
[23], the author studied the factors affecting individual customer 
satisfaction with deposit products at Lien Viet Post Joint Stock 
Commercial Bank - Soc Trang Branch. Research results have 
found out 5 factors affecting the satisfaction of customers who save 
money at this bank are: Reliability; Tangible Media; guarantee; 
sympathy; Transaction office network. In which, tangible means, 
assurance, sympathy, and transaction office network are the factors 
that strongly affect the satisfaction of savings customers. As can 
be seen, the factor that is considered important by the customer 
when choosing banks varies from country to country and cultures 
due to differences in economic, cultural and banking systems. 

 
Figure 1: Proposed research model 
(Source: Author compiled, 2020) 

3. Research Methods 

 After consulting domestic and foreign research models, survey 
experts with the list and content as outlined in the discussion paper. 
The authors have formed a preliminary scale of factors affecting 
the decision of individual customers to choose a savings bank at 
commercial banks in Da Nang city to be used when surveying 
ideas. the experts. After synthesizing the answers of experts about 
the factors in the preliminary scale. The results of qualitative 
expert survey showed a high rate of agreement (over 80%) on 7 
groups of factors and experts did not add any new groups of 
factors. After collecting information from the most knowledgeable 
and experienced staff about deposit services and customers who 
are conducting transactions at joint stock commercial banks who 
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have sent savings and intend to save money in the near future. With 
the model study on an overview of the research situation related to 
the factors that influence the decision to choose a bank to deposit 
a savings, we expect an analytical framework with 5 common 
factors affecting decide to choose a bank to save individual 
customers as follows: 

Based on the research objectives, the survey and research 
model of the proposed factors influencing the decision to buy 
Korean facial care products by female university students in Da 
Nang city, based on the background theory presented above, the 
research hypotheses are determined as follows: 

Hypothesis H1: Financial benefits (LITC) and decision to 
choose a savings bank of individual customers have positive 
relationship. 

Financial benefits are assessed through two criteria: High 
saving interest rate and reasonable service fee. Savings deposit 
interest rate is an indispensable question of customers when 
looking for information about savings deposit service at a certain 
bank. Interest is the rate of interest a customer receives in addition 
to the principal, after a certain period of time at the bank. The bank 
uses a currency that customers commit to deposit with a fixed term 
to do business and seek profits, and pay interest on that deposit 
currency. Interest can be paid at the beginning of the term, paid 
periodically, or at the end of the term. In the banking sector in 
Vietnam, competition by savings interest rates is a traditional 
competitive measure to attract deposits. Interest rate is also the 
basic factor when customers choose a bank to save money. 

Service fee is the cost that a customer has to pay to use banking 
products and services. When an individual customer comes to the 
bank not only to save money but also transact in many other areas 
such as proof of finance, transfer ... - maybe equal to the amount 
of money that has been saved. If products and services do not have 
big differences in characteristics and benefits, customers tend to 
choose products and services with lower costs. Therefore, service 
costs may also be a concern for customers when choosing a bank 
to save money. 

Hypothesis H2: The safety (AT) and decision of individual 
customers to choose a savings bank have a positive relationship. 

Transactions at banks are often sensitive because they are 
directly related to customers' financial resources, so a sense of 
security is a factor worth considering. In [15], the author pointed 
out that a sense of security reflects a desire of banking users to be 
stable and secure when making financial transactions. This means 
a sense of security that includes both security at banks and bank 
financial stability. Therefore, there are three criteria: Secure 
customer information, Strong banking financial foundation, 
Security conditions of transaction points are used to assess the 
sense of security of customers about the performing bank. 

Hypothesis H3: Convenience (TT) and the individual 
customer's decision to choose a savings bank has a positive 
relationship. 

Another characteristic of individual customers when 
conducting financial transactions is that they prioritize services 
that are provided quickly and can be done anywhere, at any time. 
This convenience is measured through 7 criteria: the large network 

of transaction points, the location of convenient transaction points, 
having a transaction point near home / workplace, suitable bank 
transaction time, there is ample parking, e-banking available and 
free home deposit service. The network and location of transaction 
points provide customers with convenient mobility. Customers can 
deposit money in one city and withdraw money, transfer money ... 
in another city. In other words, individuals can perform 
transactions with the bank at any point in the system thanks to the 
development of information technology in the banking sector 
without spending much time and effort on going. again. Often 
times, the transaction points near home and work are arguably the 
most attractive. In addition, the spacious parking not only brings a 
sense of safety but also helps customers more convenient when 
dealing directly with the bank. Another factor that is considered is 
the bank's working time in accordance with the individual 
transaction schedule. Clients with flexible hours of work may not 
appreciate the fact that banks are open for transactions outside of 
office hours. On the contrary, for civil servants and office workers 
- who are often forced by strict working hours, the bank's 
acceptance of overtime will help them a lot in transactions. 

Nowadays, when science and technology are developing 
rapidly, electronic transactions are expected to be one of the factors 
attracting customers for convenience. Individuals can perform 
transactions with the bank whether at home or on the street, with 
only one device with network connection such as laptop, desk 
phone, mobile phone ... Instead of having to directly go to bank 
transactions. Customers, individual customers can transfer, pay 
electricity and water bills, pay credit card bills or even save money, 
pay off loans, manage accounts at home, work with just few simple 
steps. Some other utilities such as free home deposit service should 
also be deployed for maximum convenience for customers. 

Hypothesis H4: Brand (TH) and individual customers' 
decision to choose a savings bank has a positive relationship. 

Combining a number of studies and factors Brand awareness is 
evaluated through the following observed variables: Recognition 
of the bank's brand name, logo, image, signature music, 
Community programs, activities Big sponsorship that the bank 
participates in and Promotions. In [28], the author showed that 
Brand awareness has a positive correlation with Brand Desire. 
Brand awareness is the first component of an attitude, an emotion. 
Consumers have a certain emotion towards a brand that is first and 
foremost about being aware of that brand among competing 
brands. Brand desire consists of two components: preference and 
preference. A consumer's interest in a brand is expressed through 
an emotion of interest. And when it comes to choosing between 
competing, interchangeable brands, consumers tend to choose the 
brand that causes the most emotion. The authors in [23] have 
shown that Brand awareness is a factor affecting the trend of 
choosing a bank, but the awareness aspect is only two points of 
view “brand is a system. identity "(AMA, 1960) and" brand is 
symbolic "(in [29]& In [30]), the level of brand awareness is 
limited only to recognizing the name, logo, image, music sign. 
characteristics of the brand, advertising and promotion programs 
of the bank ...Community programs, big sponsorships that the bank 
participates in and special, unique and attractive promotions 
contribute to helping consumers to identify banks among 
competing banks. 
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Hypothesis H5: Service quality (CLDV) and decision to 
choose a savings bank of individual customers have positive 
relationships. 

The influence of the factor Products and services of the bank 
are assessed by easily opening a deposit account or a savings 
account, providing the service quickly and effectively to help 
customers not lose much. waiting in line for transactions and 
products and services are diversified and plentiful, meeting the 
different needs of consumers. In the era of industrialization and 
modernization, saving time is one of the criteria that customers are 
aiming for. Individual customers who come to the savings bank do 
not want to spend a lot of time on paperwork and procedures with 
a series of cumbersome and complicated processes. Therefore, the 
element of ease of opening an account and providing services 
quickly and efficiently can affect the choice of a bank. 

Besides, as mentioned above, the service needs of individual 
customers are often diverse. A customer can both have a need for 
both short-term savings and long-term savings. In addition, 
customers come to certain banks first to save money, but later can 
use many other services such as wire transfer, payment for 
electricity and water bills, receiving remittances, borrowing money 
... and vice versa. Therefore, diversified and diversified products 
and services with clear and accurate information are a factor worth 
considering when using a savings service at a bank. 

Hypothesis H6: Related person influence (AHLQ) and 
decision to choose a savings bank of an individual customer with 
a positive relationship. 

In [31], when people start to want to save money, they collect 
information about the brand and savings deposit products. of many 
different banks, thereby making decisions on choosing a bank to 
save money. Information about brands and product characteristics 
can be based on their own experiences, or on the recommendations 
or judgments of others. Therefore, the referral of a third party can 
be one of the factors influencing the decision-making process of 
choosing a bank to deposit a customer's savings. The 
recommendation of family members, friends and the bank staff 
who are transacting are 3 observed variables used to evaluate the 
Referral factor. Friends and relatives who have been using the 
bank's savings deposit service are a useful basis for new customers 
to choose which bank to save, based on practical experience, 
understanding and feeling. 

In addition, the bank's employees who are transacting are also 
a valuable source of reference for customers. Usually, individual 
customers come to the bank not only to use the savings deposit 
service. They may have made transfers, withdraw money 
remittances, pay for goods ... before and have a rough feeling about 
the bank is transacting. At that time, the bank's staff was the bridge 
leading customers to their bank's savings service. 

Hypothesis H7: The form of marketing promotion (HTCT) 
and the decision to choose a savings bank of individual 
customers have a positive relationship. 

The role of marketing activities in the banking business is not 
much different from other business areas in conveying information 
from banks to customers and vice versa. In [24], the author has 
shown that attitude towards marketing has an influence on the 
brand desires of consumers. If they have a good attitude and are 

interested in the branding of a product or brand; distinguish it from 
competing products and brands; and when there is a demand, the 
ability to choose for that product or brand is very high. 

Thus, the above factors have been tested in many previous studies. 
However, since most studies have been done in foreign countries, 
in many different territories, at different times, with separate 
observers, the results need to be checked for conformity. such as 
adjustments and supplements through pre-use research to 
determine the factors that actually affect the choice of banks to 
deposit money of individual customers. 

Table 1: Summary of factors in the proposed research model 

Factor Encode Hypothesis Related 
studies 

Financial benefits LITC + [21]; [16] 

The safety AT + [31]; [14] 

Convenience TT + [20];[16];[14
];[32] 

Brand TH + [23]; [14] 

Service quality CLDV + [14] 

Related person 
influence AHLQ + [16]; [32] 

The form of 
marketing promotion HTCT + [14] 

Selection decision  QD  [16]; [14]; 
[32] 

(Source: Author compiled, 2020) 

3.1. Research model 

The multivariate linear regression equation of this study has the 
form: 

Overall regression function: 

QD = β0 + β1LI + β2AT + β3TT + β4TH + β5CLDV + 
β6AHLQ + β7HTCT + ei 

Inside: 

• QD: Decided to choose individual customer's savings bank 

• Financial benefits (LI) 

• Safety (AT) 

• Convenience (TT) 

• Brand (TH) 

• Quality of service (QoS) 

• Affected person effects (AHLQ) 

• Marketing form (HTCT) 

The regression model will find out the independent factors that 
affect the dependent factor. At the same time, the model also 
describes the impact level, thereby helping us predict the value of 
the dependent factor. 
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4. Result 

On the basis of influencing factors that were discovered in the 
research phase, the survey questionnaire was deployed to the 
identified survey subjects in the form of direct to individual 
customers. After giving out 400 surveys to individual customers in 
the form of live broadcast. Results of 305 votes were collected, 
processed again, of which 285 votes were met. Data used in the 
research of the topic are data obtained directly from the survey 
tables that have been cleaned to eliminate incomplete or 
inadequate survey responses to the research requirements.  

4.1. Age 

The results show that out of a total of 285 survey samples 
meeting the requirements, there are some couples 18-25 years old 
accounting for 5.3%, 25-40 years old accounting for 39.3%, the 
age from 40-60 accounts for 37.2% and Finally, the age over 60 
accounts for 18.2%. The analysis results show that people aged 25-
60 are often more interested in choosing a bank to save money, this 
is also a group of people with the ability to generate income and 
want to preserve their numbers. your money is safe and look for 
income from your savings. 

4.2. Education level 

Surveying 285 customers on factors affecting the decision to 
choose savings banks at commercial banks in Da Nang city, 1.1% 
of customers have high school education, 61.4% and 36.5% of 
clients have college / university degrees, 1.1% of customers have 
graduate degrees. 

4.3. Income 

Surveying 285 customers about factors affecting the choice of 
savings banks of individual customers at commercial banks in Da 
Nang city, customer groups with income from 5-10, customer 
groups goods with income from 10-50 million accounts and group 
of over 50 million accounts for the main proportion, this is also 
potential customers of the bank in mobilizing savings deposits. 

4.4. Type of agency 

Thus, there are 53% of customers working in state agencies, 
18.9% of customers working in joint stock companies, 28.1% of 
customers working in joint ventures and the rest working in joint 
ventures. private companies and self-employed. Thus, the group of 
customers working at state agencies or joint ventures is the group 
most likely to deposit savings at banks. 

After removing the unreliable observed variables, including: TH4, 
CLDV4, AHLQ2, CT1, CT2, CT3 according to the evaluation 
results above, re-test the Reliability of the scale with variables. The 
remaining results show as follows: 

Table 2: Results of reliability analysis and factor analysis 

No 
Group 

variables  
Number of 
observation 

variables 

Cronbach’s 
Alpha 

1 Financial 
benefits 

LITC 3 0.823 

2 The safety AT 4 0.835 

3 Convenience TT 4 0.782 

4 Brand TH 3 0.844 

5 Service quality CLDV 3 0.843 

6 Selection 
decision  QD 3 0.939 

(Source: Analysis results from SPSS 16.0 software) 

Table 3: KMO coefficients and Bartlett's tests of independent factors 

KMO coefficient .800 

Bartlett's test 

 

Approx. Chi-Square 4250.315 

Df 171 

Sig. .000 

 
Rotated Component Matrixa  

 Component 

1 2 3 4 5 

CLDV2  .798     

CLDV1  .789     

CLDV3  .787     

TH2  .646     

TT3  .623     

TH1  .578     

TH3       

AT2   .832    

AT3   .791    

AT4   .679    

AT1   .649    

TT1   .593    

AH3    .827   

AH1    .788   

LITC1     .772  

LITC3     .771  

LITC2     .734  

TT2      .841 

TT4      .638 

Extraction Method: Principal Component Analysis.  

Rotation Method: Varimax with Kaiser Normalization. 

Rotation converged in 7 iterations. 

(Source: Analysis results from SPSS 16.0 software) 
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 The multivariate linear regression equation of this study has the 
form: 

Overall regression function: 

QD = β0 + β1F1 + β2F2 + β3F3 + β4F4 + β5F5 + β6F6 + Ui 

Sample regression function: 

QD = βˆ 0 + βˆ 1F1 + βˆ 2F2 + βˆ 3F3 + βˆ 4F4 + βˆ 5F5 + βˆ 
6F6 + ei 

Inside: 

QD: - Decided to choose the individual customer's savings 
bank 

- F1 Service quality, includes variables CLDV2, CLDV1, 
CLDV3, TH2, TT3, TH1. 

- F2 Safety, includes variables AT2, AT3, AT4, AT1, TT1. 

- F3 Related effects, includes variables AH3, AH1. 

- F4 Financial benefit, includes variables LITC1, LITC3, 
LITC2. 

- F5 Convenience, includes variables TT2, TT4. 

The regression model will find the independent factors that 
affect the dependent factor. At the same time, the model also 
describes the impact level, thereby helping us predict the value of 
the dependent factor. 

The regression results in SPSS are as follows: 
Table 4: Regression coefficients 

Factor 

Unstandardized 
Coefficients 

Standardized 
Coefficients T value Sig. 

B Standard 
error Beta   

Constant -1.905 .040  .000 1.000 

F1 Service quality .632 .040 .632 15.942 .000 

F2 Safety .314 .040 .314 7.915 .000 

F3 Related effects .218 .040 .218 5.509 .000 

F4 Financial benefit .092 .040 .092 2.324 .021 

F5 Convenience .085 .040 .085 2.146 .033 
(Source: Analysis results from SPSS 16.0 software) 

The regression results show that 5 independent factors from F1, 
F2, F3, F4, F5 are statistically significant, sig <0.05 is satisfactory, 
so they will be retained in the research model. 

Table 5: Model Summary 

Model R R 
Square 

Adjusted 
R Square 

Std. Error of 
the Estimate 

1 .749a .561 .554 .66814717 

 (Source: Analysis results from SPSS 16.0 software) 

Based on the results in the table above, ANOVA has value Sig 
= 0.000 <0.05, so the hypothesis H0 is rejected, assuming the 
hypothesis H1. That means the model exists. 

In other words, with 5% significance, it can be concluded that 
the decision to choose a savings bank of an individual customer is 
influenced by at least 1 of the remaining 5 factors: 

The regression results showed that the Durbin-Watson 
Statistics was 2,182. Thus, the model exists and with d = 2,219  
2,0, we can conclude that the model does not exist negative or 
positive autocorrelation. 

So, the regression estimation model would be: 

QD = -1.905 + 0.632F1 + 0.314F2 + 0.218F3 + 0.092F4 + 
0.085F5 

The standardized regression would be: 

QD * = 0.632F1 * + 0.314F2 * + 0.218F3 * + 0.092 F4 * + 
0.08 F5 * 

And the model of quantitative research results takes the form: 

 

 

 

 

 

 

 

  

 

 

 
Figure 2: Research results 

Linear regression model using Enter method is made with a 
number of assumptions and the model only really makes sense 
when these assumptions are guaranteed. Therefore, to ensure the 
reliability of the model, the topic must also evaluate the violation 
of necessary assumptions in linear regression. From the result in 
Figure 4.5, we have 1 <d = 2.219 <3 so we can conclude that the 
remainder are independent of each other and that the independence 
of the remainder is guaranteed. [33] 

Finally, we will consider the multi-collinearity violation of the 
model. In the above correlation coefficient analysis, we have seen 
that the dependent variable has a fairly clear correlation with the 
independent variables, but we can also see that there is correlation 
between the independent variables. This will create the model's 
multicollinearity capability. Therefore, we have to detect multi-
collinearity phenomenon by calculating the acceptability of the 
variable (Tolerance) and the variance inflation factor (VIF). 

Thus, the linear regression model built according to the above 
equation does not violate the necessary assumptions in linear 
regression. 
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5. Conclusion 

With the survey results including the number of samples of 285 
for a regression model including 7 groups of factors affecting the 
decision of individual customers to choose a savings bank at 
commercial banks in Da Nang city. . The quantitative research 
results show that there are 5 groups of factors that greatly affect 
the decisions of individual customers to choose a savings bank: 
Service quality, Safety, Related effects, Benefits financial benefits, 
convenience 

5.1. Improving the quality of banking services 

Besides expanding the banking network, increasing investment 
in facilities and techniques, developing many convenient products 
to attract customers; Banks are constantly making efforts to perfect 
products, improve the quality of care and serve customers. 
Products and services are factors affecting customers' choice of 
banks to save savings. Because customers come to the bank, apart 
from the purpose of saving, have many other needs such as 
transferring money, paying bills ... Providing enough services 
according to customers' needs is also one of the attractive 
measures. Personal savings deposit. Therefore, the improvement 
of aspects related to the retail products and services that the bank 
offers to customers, including product variety, simplification of 
procedures, and time savings. , and there are different preferential 
policies depending on different subjects. 

5.2. Increase safety for customers when sending money 

With specific regulations on insured deposits, rights and 
obligations of the sender, payment limit, time of interest payment 
... has shown the Bank's commitment and the State to ensure 
security. safety of depositors' deposits aims to best protect the 
legitimate rights and interests of depositors, ensure the safety and 
health of banking operations and handle financial crisis. In 
addition, the Bank needs to build support channels to help 
customers easily use smart services, tools and utilities to check 
their savings accounts at the Bank anytime, anywhere like channel. 
at the counter (account balance confirmation service), Internet 
Banking channel (for customers registered to use iPay service) or 
automatic answering switchboard channel (TPIN) ... As 
recommended by the Bank, customers Customers must also 
protect themselves when depositing money through the 
implementation of bank recommendations. Customers register 
SMS Banking with the Bank, enter the correct customer number 
or ID card to automatically look up the following information: 
Account balance, account number, last 5 transactions of the 
account account accounts, savings book balance, card status, 
exchange rate, savings interest rate, information on products, 
services, promotions…. 

5.3. Improve financial benefits for depositors 

The research results show that among the factors individual 
customers will consider when choosing a bank to save money, 
financial benefits are the most important factor. In which, the 
observed variable "financial benefits" received a high consensus. 
It can be said that savings depositors appreciate the bank's financial 
capacity. Therefore, improving financial benefits is one of the 
conditions for banks to attract customers. 

Financial benefits are shown through three aspects, including 
interest rates on savings deposits, fees applied to products and 
services and regular promotions. In general, this is one of the top 
concerns when customers use the bank's products and services. 
However, in Vietnam, issues related to interest rates are strictly 
managed by the State Bank of Vietnam through the ceiling deposit 
rate applicable to commercial banks. As more and more customers 
need convenience, the online savings channel becomes 
preeminent, especially for the group of 'digital customers'. 
Therefore, banks should encourage customers to deposit online 
savings with bonus interest rates, which is seen as a positive move 
proactively following customer needs and is a competitive factor 
in the market when The convenience of digital banking is 
becoming more and more popular in Vietnam. Both the Bank and 
the customers save translation time, and have established 
themselves in the retail industry with recognition from 
international organizations. 

5.4. Increased convenience for customers to send money 

Bank savings is always the first choice for unused idle money. 
However, many customers, when saving money, do not deposit all 
their idle money because they are afraid that they cannot withdraw 
their money when they need money, or they must withdraw their 
interest before their due date. Therefore, the bank needs to offer a 
solution for customers that should split the savings book instead of 
just depositing all the money in one book. Along with that, the 
bank needs to expand its network through increasing the number 
of transaction points, the banks also invest heavily in renovating 
the transaction space of the existing branches, providing a spacious 
transaction space. page, spacious, creating maximum comfort for 
customers. At the same time, banks also promote digital banking 
and gradually affirmed themselves with recognition from 
international organizations. On the digital banking platform, 
customers easily perform hundreds of types of services, from 
paying bills for electricity, water, telecommunications, monthly 
insurance to fast money transfers within 5 minutes for bank 
accounts. other goods 
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 Genome-wide association studies, or GWAS, have reported associations between SNPs and 
specific diseases/traits. GWAS results contain variants located in different genomic regions, 
including variants in the 3’UTR. MicroRNAs, or miRNAs, are small noncoding RNAs that 
bind to the 3’UTRs of genes to regulate gene expression. However, variant(s) that are 
located in the 3’UTR could impact miRNA binding, thus affecting expression of its targeted 
gene(s). To specifically elucidate miRNA targeting pairs and binding site variants associated 
with a specific trait, well-designed downstream analysis along with careful experimental 
design are necessary. Currently, there is no available state-of-the-art methodology for 
identifying miRNA targeting pairs and associated variants that could contribute to 
phenotypes using GWAS. Moreover, it is unrealistic to conduct experiments for elucidating 
all possible miRNA targeting pairs and binding site variants across the entire genome. In 
this project, we developed a bioinformatic pipeline to computationally identify genes and 
their targeting miRNA pairs that are enriched over the miRNA-gene tissue expression 
network for the studied genetic traits and examined the binding site variants’ impact on Body 
Mass Index (BMI).   
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1. Introduction  

GWAS is a powerful approach to identify common variants 
associated with common diseases/traits in studied populations [1, 
2]. Traits may be activated due to genetics or changes in 
environment, or both.  

MicroRNAs (miRNAs), noncoding RNAs with a length 
between 17-22 nucleotides, exert their impact on gene regulation 
through targeting mRNAs. To achieve their function, miRNAs 
bind to the 3’ untranslated regions (3’UTRs) of target mRNAs 
which can often result in potential suppression of mRNA 
translation and/or gene expression.  

Single-nucleotide polymorphisms (or SNPs) are the most 
common mutations found in the human genome [3, 4]. SNPs 
located in the 3’UTRs can potentially disrupt miRNA regulation 
[5]. A DNA motif is a conserved DNA sequence segment with 
biological consequences. The identification of a motif located in 

the 3’UTR could suggest how miRNAs potentially target genes in 
that region. Analysis of GWAS data by identifying genes or 
miRNAs that harbor genetic variants could elucidate trait-
associated genetic variants [6].  

In our experiment, we analyzed multiple traits compiled from 
GWAS and found BMI to be the most significant trait in the 
context of the miRNA-gene tissue expression target network. We 
further investigated several genes located within the region(s) 
associated with BMI, FADS1 and FADS2 due to their significant 
relevance to obesity and related conditions [7]. The overarching 
goal of this study is to identify how the interaction between genes 
and their targeting miRNAs change due to genetic variations and 
reveal any underlying biological mechanisms that contribute to the 
development of complex traits for humans.   

2. Experimental Methods 

To perform our experiment, we proposed the following 
approach:  
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2.1. GWAS Traits Selection 

We downloaded the annotation data of GWAS results from 
18 traits, all of which had at least 100 associated genes as 
compiled by PheGenI [6]. All traits were previously described [8]. 
These traits ranged from autoimmune disorders such as 
Rheumatoid Arthritis and Asthma to behavior traits such as 
smoking.   

2.2. Trait Relevant miRNA-gene Pairs Identification 
We employed MIGWAS software [9, 10] using default 

running parameters (2018 Github version: 
https://github.com/saorisakaue/MIGWAS) to strengthen our 
analysis regarding all 18 traits and identify significant traits and 
miRNA-gene pair candidates over the gene tissue expression 
network. In order to run MIGWAS, we converted the variant 
genomic coordinate annotations (hg38) provided by PheGenI to 
the hg19 version. Figure 2 shows the Python pipeline of running 
MIGWAS. 

2.3. Protein-Protein Interaction Examination and Domain 
Elucidation 

We ran STRING database to look for evidence of interaction 
between the ten candidate genes associated with BMI at the 

protein level [11]. We also used Pfam to identify if there were any 
possible domains associated with BMI [12].    

2.4. Motif Discovery for miRNA-targeted Genes Relevant to BMI 
Trait 

We applied MEME software (version 5.3) to identify 
enriched motifs for the 3’UTR sequences retrieved from Ensembl 
Biomart Database [13, 14]. To run MEME, we stipulated the 
software parameter for the searched motif width to be between six 
and twenty base pairs. Also, the number of searched motifs was 
restricted to report the top six motifs. All other running parameters 
were kept as default.  

2.5. Variant Identification for Selected Genes Associated with 
BMI 

We checked the dbMTS database for reported candidate 
genes associated with BMI through MIGWAS and pinpointed 
SNPs located inside each gene’s respective 3’UTRs [5]. 

3. Results 
3.1. Selection of GWAS Results 

We acquired the GWAS results of 18 traits with more than 
100 associated genes that were reported in our recent study [8]. 
All selected traits are displayed in Table 1 below.  

 

3.2. MIGWAS Analysis 

We identified in particular that one out of the 18 traits, BMI, 
has a significant association with all tissues (p-value of .0313). 
There are only three traits which have a p-value reported for trait 

Figure 1: Workflow of variant identification for complex trait BMI 

Step 1:  

python3 minimgnt.py hg19_BMI.txt --out 
hg19_BMI_sumstats_trans --cpus 10 --not-remove-
HLA --remove-NA --no-rsid 

Step 2: 

python3 migwas.py --phenotype 
hg19_BMI_sumstats_trans --out 
miRA_hg19_BMI_sumstats_trans --cpus 10 --
iterations 500 --output-candidate 

Figure 2: Python code of running MIGWAS 

Table 1: Selected 18 traits as reported by PheGeni. All traits 
listed were associated with at least 100 genes. 
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and tissue association, including BMI, Crohn’s, and Type 1 
Diabetes (T1D) (Figure 3). 

We have identified ten genes that are targeted by five 
miRNAs as candidate biomarkers in the BMI trait. For Crohn’s, 
there was only one pair while T1D had two pairs (Table 2).  

 

3.3. String Database Results 

Out of the ten genes researched, there are three genes—FADS2, 
FADS1, and AMH—that interact with each other as reported by the 
STRING database, as shown in Figure 4. These three genes are 
also targeted by the same miRNA: hsa-mir-615. The STRING 
database also reported BMI’s significant associations (FDR < .01) 
with fatty acid metabolism (hsa01212) and biosynthesis of 
unsaturated fatty acids (hsa01040) under KEGG pathways. 
Likewise, the BMI-related GO terms—linoleic acid metabolic 
process (GO:0043651), alpha-linolenic acid metabolic process 
(GO:0036109), and unsaturated fatty acid biosynthetic process 
(GO:0006636)—are also reported by the STRING database. 

 

3.4. Pfam Database Results 

The Pfam database reported two domains associated with 
BMI: Fatty Acid Desaturase (PF00487) and Cytochrome b5-like 
heme/steroid binding domain (PF00173), as shown in Figure 5.  

These results were consistent with the ones reported by the 
INTERPRO database. 

 

 

 
 
 

3.5. Motif Identification 

Using MEME, we ran all ten of the genes associated with 
BMI. A motif was discovered containing nine out of these ten 
genes (ADAMTS9, CELSR2, DNM3, FADS1, FADS2, HOXC5, 
MED17, NEGR1, OTUD7B), with an e-value of .047 (Figure 6).  

 

0 0.5 1 1.5 2

TID

Crohn's

BMI

Figure 3: MIGWAS reported p-values (-log base 10 scale) for BMI, Crohn’s 
disease, and Type 1 Diabetes. 

 
Table 2: MIGWAS results for candidate genes/miRNAs 

identified for three traits 

 

Figure 4: Protein-protein interaction results for all ten genes associated with BMI. Only 
three genes were found to have interactions with each other (FADS1, FADS2, AMH). 

Figure 5: Protein structures of two BMI-associated domains. (a) 
displays the Fatty Acid Desaturase Domain. (b) displays the 

Cytochrome b5-like heme/steroid binding domain. 

Figure 6: Motif conservation across nine (out of ten) genes associated 
with BMI 
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3.6. Variant Identification Results 

To report known common variants contained in miRNA-
targeted genes associated with BMI, we checked the UCSC 
Genome Browser [15]. This region contains multiple known 
variants (dbSNP 153 Track) that are located inside both FADS1 
and FADS2 (see Figure 7 below). Interestingly, FADS1, FADS2, 
and FEN1 (a neighboring gene) are highly expressed in the 
adrenal gland. As indicated by GTEx data, CELSR2, FADS1, and 
FADS2 all are expressed with low amounts in both types of 
adipose tissue. Since all three genes are targeted by the same 
miRNA, hsa-miR-615, low expression of these genes in adipose 
tissues could be due to the repression effect of this miRNA. 

3.7. dbMTS Results 

To identify miRNA binding-site variants, we checked 
the dbMTS database [5]. Table 3 shows that multiple variants, 
which could alter the binding relationship of miRNAs and their 
targets, are often present in the 3’UTRs of miRNA-targeted genes 
associated with BMI. 

4. Discussion and Interpretation 

In this study, we applied cutting-edge bioinformatics tools 
and databases to select candidate genes/miRNAs associated with 
complex genetic trait(s), such as BMI.  

Using MIGWAS, we analyzed three traits: BMI, Crohn’s, 
and T1D. While both BMI and Crohn’s had significant p-values 
in the gene expression network, Crohn’s yielded only one 
gene/miRNA pair. On the contrary, T1D had a non-significant p-
value but yielded 2 gene/miRNA pairs (see Figure 3 and Table 2). 
We concluded that a significant p-value does not necessarily 
indicate the existence of more miRNA-gene targeting pairs for 
specific traits. As a result of this MIGWAS analysis, we focused 
on investigating BMI as it had many gene/miRNA pairs in 
comparison to the other two traits mentioned. When performing  

 
this study, we noticed that different tools/databases can analyze 
data with complementary results from different aspects. 

For example, MIGWAS identified CELSR2 containing 
3’UTR variants also reported by the PheGenI database. MIGWAS 
identified two genes (out of nine)—DNM3 and FADS1—that 
don’t contain 3’UTR variants in the data provided by PheGenI. 
The other seven genes were not reported by PheGenI [6, 9].  

After comparison, dbMTS reported results on nine genes total. 
Six genes (OTUD7B, DNM3, ADAMTS9, MED17, FADS1, and 
FADS2) contain 3’UTR variants also reported by MIGWAS. The 
remaining three genes (CELSR2, HOXC5, and AMH) do not 
contain 3’UTR variants as dbMTS states. 

    

Figure 7: UCSC Genome Browser view for variants located in the genomic regions of 
FADS1/FADS2. The orange vertical bars placed within the view pinpoint the general 

motif coordinates defined by MEME. The left bar represents the identified motif region 
for FADS1 while the right bar represents FADS2’s identified motif region. 

Table 3: Variant results reported in dbMTS 
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Using DIANA Tools, we identified two genes (CELSR2 and 
ADAMTS9) that are targeted by hsa-miR-615 [16]. Although 
MIGWAS stated that ADAMTS9 was targeted by hsa-miR-330, 
this is likely due to this gene being targeted by multiple miRNAs. 
However, wet-lab experiments are needed to validate this 
conclusion. In addition, the targeting outcome of multiple genes 
associated with BMI by hsa-miR-615 is significant. Studies show 
that increased levels of hsa-miR-615 may help inhibit palmitate-
induced hepatocyte apoptosis [17]. If saturation levels of 
palmitate, a type of fatty acid, are increased, this increases the 
likelihood of developing diseases such as non-alcoholic fatty liver 
disease, which is correlated with obesity (or a high BMI) [18]. 
Indeed, CELSR2 was recently discovered to have significant high 
expression in cancerous tissue than normal tissue. Specifically, 
hepatocellular carcinoma, a primary liver cancer whose major risk 
factors include non-alcoholic fatty liver disease [19].  

Current literature evidence supports that FADS2 has been 
discovered to be a drug target gene as well as an miRNA-target 
gene for rheumatoid arthritis (RA) [10]. However, such evidence 
reports hsa-miR-4728 as FADS2’s target miRNA instead of hsa-
miR-615. This suggests the involvement of both miRNAs in the 
development of BMI-related illnesses. In addition, multi-omics 
analysis proves FADS2 is a potential biomarker for BMI. This is 
consistent with the conclusion that a high BMI leads to increased 
risk of developing RA, even though the biological mechanism 
responsible has yet to be identified [20, 21]. In addition, a recent 
study confirms that the FADS1/2 cluster are significantly 
associated with fatty acid levels (see Figure 4). This study also 
reported FADS1 alongside rs174546, matching our corresponding 
row in Table 3. Unlike our experiment, however, the mentioned 
study did not employ dbMTS to generate this match [22]. The 
conservation of both FADS1 and FADS2 in the identified motif 
(see Figures 6 and 7) further emphasizes the potential importance 
of these two genes in the association with BMI/development of 
obesity. 

In a recent study, Kuryłowicz and colleagues report that two 
miRNAs—hsa-miR-615 and hsa-miR-330—and their target genes 
(of which none are listed in Table 2) are involved in the 
oncogenesis pathway, otherwise known as the process where 
healthy cells become cancerous [23]. Shared target miRNAs 
between a genetic trait (BMI) and cancer suggests that the 
development of illness as a result of either share similar 
causal/biological factors. In addition, hsa-miR-615 was found to 
be highly expressed in the subcutaneous adipose tissue (SAT) of 
obese patients after surgery-induced weight loss than the SAT of 
patients with a normal weight, suggesting that there is a difference 
in molecular pathways/miRNA expression between losing weight 
and consistently maintaining a healthy weight [23]. This is 
consistent with the finding that hsa-miR-615 facilitates palmitate 
production which is correlated with a higher likelihood of 
developing obesity. 

In our previous study, we found a statistically significant 
association between BMI and the PCDHA10 pathway [8]. 
PCDHA10 is a gene which codes for different protocadherins 
(Pcdhs), which play an important role in neural generation [24]. 
As neuronal development and brain structure have been linked to 
BMI through existing literature, this could be a reason why the 

PCDHA10 pathway is associated so strongly with BMI [25]. 
Although obesity is not identified by MIGWAS as a significant 
trait in our study, it has been reported to have been strongly 
associated with BMI and has some significant associations with 
body temperature [4, 26].  For future research, we would like to 
examine the popularity of variants located in the binding sites of 
3’UTR for the miRNA-gene pairs of additional traits to further 
investigate the underlying biological mechanisms and causal 
factors of other genetic diseases, traits, and even cancers. 
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