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We propose a novel framework exploiting domain-aware aspect similarity for solving the multi-
source cross-domain sentiment classification problem under the constraint of little labeled data.
Existing works mainly focus on identifying the common sentiment features from all domains with
weighting based on the coarse-grained domain similarity. We argue that it might not provide an
accurate similarity measure due to the negative effect of domain-specific aspects. In addition,
existing models usually involve training sub-models using a small portion of the labeled data
which might not be appropriate under the constraint of little labeled data. To tickle the above
limitations, we propose a domain-aware topic model to exploit the fine-grained domain-aware
aspect similarity. We utilize the novel domain-aware linear layer to control the exposure of
various domains to latent aspect topics. The model discovers latent aspect topics and also
captures the proportion of latent aspect topics of the input. Next, we utilize the proposed topic-
attention network for training aspect models capturing the transferable sentiment knowledge
regarding particular aspect topics. The framework finally makes predictions according to
the aspect proportion of the testing data for adjusting the contribution of various aspect
models. Experimental results show that our proposed framework achieves the state-of-the-art
performance under the constraint of little labeled data. The framework has 71% classification
accuracy when there are only 40 labeled data. The performance increases to around 82%
with 200 labeled data. This proves the effectiveness of the fine-grained domain-aware aspect
similarity measure.

1 Introduction

Online shopping becomes more and more popular during the pan-
demic. Product reviews serve as an important information source
for product sellers to understand customers, and for potential buyers
to make decisions. Automatically analyzing product reviews there-
fore attracts people’s attention. Sentiment classification is one of
the important tasks. Given sufficient annotation resources, super-
vised learning method could generate promising result for sentiment
classification. However, it would be very expensive or even im-
practical to obtain sufficient amount of labeled data for unpopular
domains. Large pre-trained model, such as the Bidirectional En-
coder Representations from Transformers model (BERT) [1], could
be an universal way to solve many kinds of problems without ex-
ploiting the structure of the problem. In [2], the author apply large
pre-trained model to handle this problem task, which has sufficient

labeled data only in source domain but has no labeled data in tar-
get domain, with fine tuning on source domain and predicting on
target domain. In [3], the author train the large pre-trained model
using various sentiment related tasks and show that the model could
directly apply to the target domain even without the fine-tuning
stage. However, these large pre-trained models do not consider the
structure of the problem and they have certain hardware requirement
that might not be suitable in some situations. We focus on smaller
models, which have a few layers, in this work in order to handle
the constraint of little labeled data1. Besides using the gigantic
pre-trained model, domain adaptation (or cross-domain) [4, 5] at-
tempts to solve this problem by utilizing the knowledge from the
source domain(s) with abundant annotation resources and transfers
the knowledge to the target domain. This requires the model to
learn transferable sentiment knowledge by eliminating the domain
discrepancy problem. Domain adversarial training [6, 7] is an ef-

*Corresponding Author: Kwun-Ping Lai, Email: kplai@se.cuhk.edu.hk
1To give a brief comparison of our proposed framework and the large pre-trained model, we present the performance of the standard BERT-Large model in the experiment

section. We ignore other variants of the large pre-trained models as they are not the major focus of this work.
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fective method to capture common sentiment features which are
useful in the target domain. Various works using domain adversarial
training [8]–[11] achieve good performance for single-source cross-
domain sentiment classification. It could be also applied to the large
pre-trained model to further boost the performance [12]. Moreover,
it is quite typical that multiple source domains are available, the
model might be exposed to a wider variety of sentiment information
and the amount of annotation requirement for every single domain
would be smaller. A simple approach is to combine the data from
multiple sources and form a new combined source domain. Existing
models tackling single-source cross-domain sentiment classification
mentioned above could be directly applied to this new problem
setting after merging all source domains. However, the method
of combining multiple sources does not guarantee a better perfor-
mance than using only the best individual source domain [13, 14].
Recent works measure the global domain similarity [15]–[17], i.e.
domain similarity between the whole source and target domain, or
instance-based domain similarity [18]–[21], i.e. domain similarity
between the whole source domain and every single test data point.
We observe that these approaches are coarse-grained and ignore
the fine-grained aspect relationship buried in every single domain.
Domain-specific aspects from the source domain might have nega-
tive effect in measuring the similarity between the source domain
and the target domain, or the single data point. For instance, we
would like to predict the sentiment polarity of some reviews from
the Kitchen domain and we have available data from the Book, and
the DVD domain. Intuitively, the global domain similarity might
not have much difference as both of them are not similar to the
target. However, reviews related to the cookbook aspect from the
Book domain, or reviews talking about cookery show from the DVD
domain might contribute more to the prediction of Kitchen domain.
Discovering domain-aware latent aspects and measuring the aspect
similarity could be a possible way to address the problem. Based on
this idea, we introduce the domain-aware aspect similarity measure
based on various discovered domain-shared latent aspect topics us-
ing the proposed domain-aware topic model. The negative effect of
domain-specific aspects could be reduced.

Existing models measuring domain similarity have another draw-
back. They usually train a set of expert models with each using a
single source domain paired with the target domain. Then, the do-
main similarity is measured to decide the weighting of each expert
model. Another way is to select a subset of data from all source
domains which are similar to the target data. We argue that these ap-
proaches are not suitable under the constraint of little labeled data as
each single sub-model is trained using a small portion of the limited
labeled data which might obtain a heavily biased observation. The
performance under limited amount of labeled data is underexplored
for most of existing methods as they require considerable amount
of labeled data for training. In [22], the author study the problem
setting applying the constraint. However, they assume equal contri-
bution for every source domain. We study the situation under the
constraint of little labeled data and at the same time handling the
contribution of source domains using fine-grained domain-aware
aspect similarity.

To address the negative effect of domain-specific aspects dur-
ing the domain similarity measure, and also the limitation of the
constraint of little labeled data, we propose a novel framework

exploiting domain-aware aspect similarity for measuring the contri-
bution of each aspect model representing the captured knowledge
of particular aspects. It is capable of working under the constraint
of little labeled data. Specifically, the framework consists of the
domain-aware topic model for discovering latent aspect topics and
inferring the aspect proportion utilizing a novel aspect topic control
mechanism, and the topic-attention network for training multiple
aspect models capturing the transferable sentiment knowledge re-
garding particular aspects. The framework makes predictions using
the measured aspect proportion of the testing data, which is a more
fine-grained measure than the domain similarity, to decide the con-
tribution of various aspect models. Experimental results show that
the proposed domain-aware aspect similarity measure leads to a
better performance.

1.1 Contributions

The contributions of this work are as follows:

• We propose a novel framework exploiting the domain-aware
aspect similarity to measure the contribution of various aspect
models for predicting the sentiment polarity. The proposed
domain-aware aspect similarity is a fine-grained measure
which is designed to address the negative effect of domain-
specific aspects existing in the coarse-grained domain simi-
larity measure.

• We present a novel domain-aware topic model which is capa-
ble of discovering domain-specific and domain-shared aspect
topics, together with the aspect distribution of the data in an
unsupervised way. It is achieved by utilizing the proposed
domain-aware linear layer controlling the exposure of differ-
ent domains to latent aspect topics.

• Experimental results show that our proposed framework
achieves the state-of-the-art performance for the multi-source
cross-domain sentiment classification under the constraint of
little labeled data.

1.2 Organization

The rest of this paper is organized as follows. We present related
works regarding cross-domain sentiment classification in Section
2. We describe the problem setting and our proposed framework in
Section 3. We conduct extensive experiments and present results in
Section 4. Finally, we talk about limitations and furture works in
Section 5, and summarize our work in Section 6.

2 Related Works
Sentiment analysis [23]–[25] is the computational study of people’s
opinions, sentiments, emotions, appraisals, and attitudes towards
entities [26]. In this work, we focus on textual sentiment data
which is based on review of products, and the classification of the
sentiment polarity of reviews. We first present the related works
of single-source cross-domain sentiment classification. Next, we
further extend to multiple-source case.
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2.1 Single-Source Cross-Domain Sentiment Classifica-
tion

Early works involve the manual selection of pivots based on prede-
fined measures, such as frequency [27], mutual information [5, 28]
and pointwise mutual information [29], which might have limited
accuracy.

Recently, the rapid development of deep learning provides an
alternative for solving the problem. Domain adversarial training is
a promising technique for handling the domain adaptation. In [8],
the author make use of memory networks to identify and visualize
pivots. Besides pivots, [9] also consider non-pivot features by using
the NP-Net network. In [10], the author combine external aspect
information for predicting the sentiment.

Large pre-trained models attract people’s attention since the
BERT model [1] obtains the state-of-the-art performance across
various machine learning tasks. Researchers also apply it on the
sentiment classification task. Transformer-based models [2, 12, 3]
utilize the amazing learning capability of the deep transformer struc-
ture to learn a better representation for text data during the pre-
training stage and adapt themselves to downstream tasks (sentiment
classification in our case) using fine tuning. However, we argue that
the deep transformer structure has been encoded with semantic or
syntactic knowledge during the pre-training process which makes
the direct comparison against shallow models unfair. It also has
certain hardware requirement which hinders its application in some
situations.

Methods mentioned above focus on individual source only and
they do not exploit the structure among domains. Although we can
still directly apply these models to solve the problem by either train-
ing multiple sub-models and averaging predictions, or merging all
source domains into a single domain, having a performance better
than using only the single best source is not guaranteed. Therefore,
exploring the structure or relationship among various domains is
essential.

2.2 Multi-Source Cross-Domain Sentiment Classifica-
tion

Early works assuming equal contribution for every source domain
[30]–[32] could be a possible approach to handle the relationship
between source domains and the target. Other solutions try to align
features from various domains globally [33]–[22]. However, the
source domain with higher degree of similarity to the target domain
contributing more during the prediction process is a reasonable
intuition. These methods fail to capture the domain relation. Re-
cent works try to measure domain contribution in order to further
improve the performance.

Researchers propose methods to measure the global domain
similarity [15]–[17], i.e. the domain similarity between the whole
source and target domain, or the instance-based domain similarity
[18]–[21], i.e. the domain similarity between the whole source do-
main and every single test data point. In [15], the author measure
the domain similarity using the proposed sentiment graph. In [17],
the author employ a multi-armed bandit controller to handle the
dynamic domain selection. In [18], the author compute the attention
weight to decide the contribution of various already trained expert

models. [20] also utilize the attention mechanism to assign impor-
tance weights. They incorporate a Granger-causal objective in their
mixture of experts training. The total loss measuring distances of
attention weights from desired attributions based on how much the
inclusion of each expert reduces the prediction error. Maximum
Cluster Difference is used in [19] as the metric to decide how much
confidence to put in each source expert for a given example. In [21],
the author utilize the output from the domain classifier to determine
the weighting of a domain-specific extractor.

These methods measure the coarse-grained domain relation and
ignore the fine-grained aspect relationship buried in every single
domain. In addition, these methods do not consider the constraint
of limited labeled data, which is the main focus of this work.

3 Model Descriptions

3.1 Problem Setting

The problem setting consists of the source domain group Ds and
the target domain Dt. The source domain group has m domains
{Dsk }|

m
k=1 while there is only one target domain. For each source

domain, we have two sets of data: i) the labeled data L = {xl
i, y

l
i}|

nL
i=1

and ii) the unlabeled data U = {xu
j , d j}|

nU
j=1 where nL and nU are the

number of data of labeled and unlabeled data respectively, and d j

is the augmented domain membership indicator. Note that yi is the
sentiment label for the whole review xi and we do not have any
fine-grained aspect-level information. The kth source domain can
be written as Dsk =

{
Lsk = {xl,sk

i , ysk
i }|

nLsk
i=1 ,Us = {xu,sk

j , dsk
j }|

nUsk
j=1

}
. The

data of the target domain has similar structure except that we do
not have the sentiment label, i.e. Dt =

{
{xt

i}|
nt
i=1,Ut = {xu,t

j , d
t
j}|

nUt
j=1

}
respectively. nLsk

is the number of labeled data and they are the
same for all k. We set all dsk

∗ to k and all dt
∗ to m + 1. The ob-

jective of the multi-source cross-domain sentiment classification
is to find out a best mapping function f so that given the training
data T = {Ds1 ,Ds2 , ...,Dsm ,Dt}, the aim is to predict the label of the
target domain labeled data yt

= f (xt).

3.2 Overview of Our Framework

We describe our proposed framework exploiting domain-aware
aspect similarity. Specifically, there are two components: i) the
domain-aware topic model discovering domain-aware latent aspect
topics, ii) the topic-attention network identifying sentiment topic
capturing the transferable aspect-based sentiment knowledge. The
first component captures both domain-specific and domain-shared
latent aspect topics, and infers the aspect distribution of each review.
It is an unsupervised model that utilizes only the unlabeled data.
It is analogous to the standard topic model which discovers latent
topics as well as topic distributions. However, the standard topic
model is not capable of controlling discovered latent topics. Our
proposed domain-aware topic model is capable of separating discov-
ered latent topics into two groups: we name them as domain-specific
aspect topics and domain-shared aspect topics. The topic control is
achieved by using the domain-aware linear layer described in the
latter subsection. Specifically, the model discover nspec domain-
specific aspect topics for every domain, and nshare domain-shared
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aspect topics which are shared among all domains. Each review has
a nspec + nshare dimensional aspect distribution with the first nspec
dimension corresponding to domain-specific aspect topics and the
last nshare dimension corresponding to domain-share aspect topics.
Discovered aspect topics and inferred aspect distributions have three
important functions:

• By considering only domain-shared aspect topics, the neg-
ative effect of domain-specific aspect topics could be min-
imized for measuring the contribution during the inference
process.

• The overall aspect distribution of the testing data reveals the
importance of each discovered aspect topic following the
assumption that the topic appearing more frequent is more
important for the target domain.

• The aspect distribution of the unlabeled data could be used
for picking reviews with a high coverage of a particular set of
aspect topics.

Based on the domain-shared aspect distribution of the target do-
main, we divide discovered domain-shared aspect topics into groups
with each group having unlabeled reviews from all domains with
high aspect proportion forming the training dataset for the second
component. Specifically, we divide domain-shared aspect topics
into groups based on the overall aspect distribution of the target
domain. We aim at separating aspect topics and train an expert
model for each group of aspects. Each aspect model focuses on a
particular set of aspects so as to boost the learning capability of that
set of fine-grained aspect topics. Therefore, we need to construct
the dataset carrying the information related to selected aspect topics.
We select the unlabeled data from all domains with high aspect pro-
portion of a particular set of aspect topics to form the aspect-based
training dataset.

Each of the aspect-based training dataset guides the next com-
ponent to focus on the corresponding aspect group and identify the
related transferable sentiment knowledge. The obtained training
dataset is jointly trained with the limited labeled data using the topic-
attention network to generate an aspect model for each aspect-based
training dataset. The topic-attention network is a compact model
which is designed to work effectively under limited training data.
The topic-attention network captures two topics simultaneously: i)
the sentiment topic and ii) the domain topic. The sentiment topic
captures the transferable sentiment knowledge which could be ap-
plied to the target domain. The domain topic serves as an auxiliary
training task for constructing a strong domain classifier which helps
the sentiment topic to identify domain-independent features by us-
ing domain adversarial training. These two topics are captured by
the corresponding topical query built in the topic-attention layer.
These topical queries are learnt automatically during the training
process. The limited labeled data works with the sentiment classifier
to control the knowledge discovery related to sentiment (sentiment
topic captures sentiment knowledge while domain topic does not),
while the unlabeled data works with the domain classifier to control
the knowledge discovery related to domain. Finally, the framework
makes predictions using various aspect models with contribution
defined by the aspect distribution of the testing data. For example, if
the testing data has a higher coverage regarding aspect group 1, then

naturally the prediction made by the aspect model of group 1 should
contribute more to the finally prediction as intuitively that aspect
model would have more related sentiment knowledge to make judge-
ment. We believe this fine-grained latent aspect similarity would
provide a more accurate sentiment prediction than the traditional
coarse-grained domain similarity due to the fact that we eliminate
the negative effect of domain-specific aspects when measuring the
similarity between the testing data and the expert models.

We first describe the architecture of the two components. Then,
we describe the procedure of inferring the sentiment polarity of
reviews of the target domain.

3.3 Domain-Aware Topic Model

Figure 1: Diagram depicting the proposed domain-aware topic model. The middle
part provides a high-level overview of the proposed domain-aware topic model.
The model aims at inferring the dense representation of the unlabeled data from all
domains in terms of aspect topic proportion. The model discovers domain-specific
aspect topics and domain-shared aspect topics utilizing the domain-aware linear layer
which is illustrated in the upper part of the figure. The model is trained by minimizing
the reconstruction loss calculated by using the input data and the reconstructed data,
and the regularization loss based on the inferred α and the predefined Dirichlet prior.

The domain-aware topic model follows the mechanism of the
variational autoencoder framework (VAE) [35] which utilizes the
encoder for inferring the latent variable (the Dirichlet prior α in
our case representing the expected aspect distribution) and the de-
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coder for reconstructing the input. Researchers try to apply the
VAE network for achieving functionalities of standard topic model
in a neural network way, such as inferring the topic proportion of
the input and the word distribution of each topic. This provides
some advantages such as reducing the difficulty of designing the
inference process, leveraging the scalability of neural network, and
the easiness of integrating with other neural networks [36]. How-
ever, the standard VAE using Gaussian distribution to model the
latent variable might not be suitable for text data due to the sparse-
ness of the text data. The Dirichlet distribution used in the topic
model [37] has a problem of breaking the back-propagation. Cal-
culating the gradient for the sampling process from the Dirichlet
distribution is difficult. Researchers propose approximation meth-
ods [38, 39, 40, 41] in order to apply Dirichlet distribution to the
neural topic model. We follow the rejection sampling method [42]
in this work. Although discovered topics might carry extra informa-
tion which might be helpful for identifying the hidden structure of
the text data, it is not intuitive for applying this information to help
the sentiment classification task. We introduce the domain-aware
linear layer for controlling the formation of domain-specific and
domain-shared aspect topics. To the best of our knowledge, we do
not find any similar aspect topic control layer applied for multiple-
source cross-domain sentiment classification in related works. The
domain-aware linear layer identifies both domain-specific aspect
topics and domain-shared aspect topics. We utilize domain-shared
aspect topics only which could provide a more accurate measure
for calculating the similarity. In addition, the inferred aspect topic
proportion is used for constructing the aspect-based training dataset,
and determining the level of contribution of each aspect model.
Details of the architecture of the model are described below.

3.3.1 Encoder

The input of the encoder is the bag of words of the review. Specifi-
cally, we count the occurrence of each vocabulary in each review
and we use a vector of dimension V to store the value. This serve as
the input representing the review. The encoder is used to infer the
Dirichlet prior of the aspect distribution of the input. The bag-of-
words input is first transformed using a fully connected layer with
RELU activation followed by a dropout layer.

Layerenc(x) = Dropout
(
RELU(Wencx + benc)

)
(1)

3.3.2 Domain-Aware Linear Layer

Next, the output is fed into the domain-aware linear layer for obtain-
ing domain-specific and domain-shared features. The domain-aware
linear layer has m + 1 sub-layers including m domain-specific sub-
layers handling the feature extraction of the corresponding domain
and 1 domain-shared sub-layer handling all domains as follows:

LayerDLdx
(x) =

[
WDLdx

x + bDLdx
; WDLsharedx + bDLshared

]
(2)

where dx is the domain ID of the input x, and [; ] represents the op-
eration of vector concatenation. The output xDL is batch normalized
and passed to the SoftPlus function to infer the Dirichlet prior α
of the aspect distribution. To make sure each value in α is greater

than zero, we set all values smaller than αmin to αmin.

α = max

(
SoftPlus

(
BatchNorm(xDL)

)
, αmin

)
(3)

We use the rejection sampling method proposed in [42] to sample
the aspect distribution z and at the same time it allows the gradient
to back-propagate to α.

3.3.3 Decoder

The decoder layer is used for reconstructing the bag-of-word input.
The sampled aspect distribution z is transformed by the domain-
aware linear layer as follows:

Layerdec(x) =
[
Wdecdx

x; Wdecsharedx
]

(4)

The output xdec is batch normalized and passed to the log-softmax
function representing the log probability of generating the word.

y = ln

(
Softmax

(
BatchNorm(xdec)

))
(5)

3.3.4 Loss Function

The loss function includes the regularization loss and the reconstruc-
tion loss. The regularization loss measures the difference of the log
probability of generating the aspect distribution z between two prior,
α and α as follows:

Lreg = lnP(z|α) − lnP(z|α), P(y|x) ∼ Dir(x) (6)

where α is inferred by the model and α is the predefined Dirichlet
prior. The reconstruction loss is the log probability of generating
the bag-of-word input calculated as follows:

Lreconstruct = −

V∑
i=1

yixi (7)

where V is the vocabulary size, yi is the log probability of the ith
word generated by the model, and xi is the count of the ith word in
the input.

3.4 Topic-Attention Network

The topic-attention network aims at capturing the transferable sen-
timent knowledge from the limited labeled data of various source
domains. To achieve this goal, the network is designed to capture
two topics simultaneously: i) the sentiment topic, and ii) the do-
main topic. The sentiment topic identifies the transferable sentiment
knowledge from the input data while the domain topic helps to train
a strong domain classifier. We use the technique of domain adver-
sarial training [6, 7, 43] to maintain the domain independence of
the sentiment topic. However, instead of using the standard gradient
reversal layer, we use the adversarial loss function [22] to achieve
the same purpose with a more stable gradient and a faster conver-
gence. The model has two training tasks: i) the sentiment task for
identifying the sentiment knowledge, and ii) the auxiliary domain
task for training a strong domain classifier. The adversarial loss
function is applied to the domain classifier output of the sentiment
topic and the sentiment classifier output of the domain topic to hold
the indistinguishability property of these two topics. Details of the
architecture of the model is described below.
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Figure 2: Diagram depicting the proposed topic-attention network. The bottom part
provides a high-level overview of the proposed topic-attention network. The network
captures two topics, i.e. the sentiment topic and the domain topic, from the review
data and classifies the sentiment polarity and the domain membership. The adversar-
ial loss maintains the indistinguishability of topics (domain indistinguishability of the
sentiment topic and sentiment indistinguishability for the domain topic). Therefore,
the sentiment knowledge captured by the sentiment topic could be transferred to the
target domain. The colored dashed boxes show the scope of updating parameters for
the corresponding loss.

3.4.1 Encoding Layer

Each word is mapped to the corresponding embedding vector and
then transformed by a feed-forward layer with tanh activation for
obtaining the feature vector h.

h = tanh
(
Wenc Embedding(x) + benc

)
(8)

3.4.2 Topic-Attention Layer

The feature vector hi of the ith word is re-weighted by the topical
attention weight βk

i calculated as follows:

βk
i =

mieq>k hi∑kw
i′=1 mi′eq>k hi′

× nm (9)

where k indicates the topic (either sentiment or domain topic), mi

is the word-level indicator indicating whether the ith position is a
word or a padding, nm is the number of non-padding words, and
qk is the topical query vector for topic k learnt by the model. Note
that we have two topical query vectors representing two topics. The
topical feature vector tk

i of the topic k and the review i is obtained
by summing feature vectors weighted by the corresponding topical
attention weight βk

∗ as follows:

tk
i =

Wi∑
j=1

βk
jh j (10)

where Wi is the number of words in review i. tk
i represents extracted

features of the review by topic k.

3.4.3 Decoding Layer

This layer consists of two decoders with each handling one train-
ing task, namely the sentiment decoder and the domain decoder
for classifying the sentiment polarity and the domain membership
respectively. Note that the review feature vector of labeled data
is passed to the sentiment decoder while the unlabeled data of the
aspect groups is passed to the domain decoder. Although we use
the same tk to represent the input feature vector in the following
two equations, they are actually representing the review features
captured from the labeled data, and unlabeled data respectively.
Specifically, the review feature vector is linearly transformed and
passed to the Softmax function for obtaining a valid probability
distribution.

psen,k = Softmax(Wsentk + bsen) (11)

pdom,k = Softmax(Wdomtk + bdom) (12)

Note that there are four outputs generated by the decoding layer,
including two outputs generated by the captured features of two
topics passing to the sentiment decoder, and similarly the remaining
two generated by the domain decoder. The two topics are sentiment
and domain topic, i.e. k = {sen, dom}. Therefore, the four outputs
are: psen,sen and psen,dom coming from the labeled data passing to
the sentiment decoder (the first superscript) having specific features
captured by the sentiment and domain topic (the second superscript)
respectively, and pdom,sen and pdom,dom coming from the unlabeled
data passing to the domain decoder having specific features captured
by the corresponding topic.

3.4.4 Loss Function

We use the standard cross entropy loss to measure the classification
performance:

Lsen,k = −
1
nL

nL∑
i=1

lnpsen,ki,si
(13)

Ldom,k = −
1

nU

nU∑
i=1

lnpdom,ki,di
(14)

where si and di are the class indicator specifying the sentiment po-
larity or the domain membership of the ith training data, and p∗i,c is
the predicted probability regarding the cth class. Therefore, we have
four cross entropy losses. The loss generated by the sentiment de-
coder from the sentiment topic and the loss generated by the domain
decoder from the domain topic are used to update all parameters
of the model using back-propagation. The remaining two are used
to update the parameters of the decoding layer only. We introduce
the adversarial loss function for doing adversarial training for both
tasks as follows:

fadv(p) =

c∑
i=1

(pi −
1
c

)2 (15)
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where c is the number of classes and pi is the predicted probability
for the class i. Note that c for sentiment task is 2 while it is m + 1
for the domain task. We use the probability distributions generated
by the sentiment decoder from the domain topic psen,dom, and by the
domain decoder from the sentiment topic pdom,sen, to calculate the
adversarial losses, which are used to update the parameters of the
encoding layer and the topic-attention layer.

3.5 Training Strategy

We first train the domain-aware topic model using the unlabeled
data Xu from all domains. The model is then used for predicting
the aspect proportion of the unlabeled data Xu and testing data Xt

to obtain αu and αt. Note that the domain-aware topic model is
an unsupervised model that does not utilize any labeled data from
source domains nor target domain. The aspect score θt of the target
domain is calculated using the mean value of the domain-shared
aspect part of αt over all testing data:

θt =
1
nt

nt∑
i=1

αt
i[−nshare :] (16)

where αt
i[−nshare :] represents the last nshare dimensions of the

vector αt
i. Therefore, θt is a nshare dimensional vector with each

value representing the importance score of the corresponding aspect
topic for the target domain. We divide the domain-shared aspect
topics into k groups based on their importance score using θt in
descending order. The set topicgk′

contains the topic indices of the
k′th aspect group. For each group gk′ , we select top n unlabeled data
from all domains based on the aspect topic score of the k′th group
ωu

k′ , which is the sum of the corresponding domain-shared aspect
proportion of the k′th group for the uth review using its discovered
aspect proportion:

ωu
k′ =

∑
i∈topicgk′

αu[i] (17)

where αu[i] represents the value in the ith dimension of αu.
Next, we train k aspect models using the topic-attention network.

For each aspect model, the limited labeled data Xl,Y l is used for
training the sentiment task while the group of selected unlabeled
data gk′ is used for training the auxiliary domain task. The last step
is to utilize the obtained models for predicting the sentiment polarity
of all testing data xt. Let AMk′ be the aspect model trained by using
the dataset {Xl,Y l, gk′ }, we denote the sentiment prediction of the
sentiment topic generated by the model as pt′

k′ for the target review
xt′ as follows:

pt′
k′ = AMk′ (xt′ ) (18)

Finally, we combine the sentiment predictions of the sentiment
topic generated by all aspect models having each contributes accord-
ing to the aspect proportion of the testing data to obtain the final
prediction:

pt′ =

k∑
i=1

ωt′
i pt′

i (19)

where ωt′
i is the contribution of the ith aspect model to the final

prediction.

4 Experiment

4.1 Experiment Settings

We use the Amazon review dataset [5] for the evaluation of our
proposed framework. The Amazon review dataset is a common
benchmark for sentiment classification. We use 5 most common
domains, namely Book, DVD, Electronics, Kitchen and Video. For
each experiment cross, we reserve one domain as the target domain
and use others as source domains. There are 5 combinations in total
and we conduct experiments on these 5 crosses. For each domain,
we follow the dataset setting in [9] collecting 6000 labeled data,
with half positive and half negative polarity. We do further sam-
pling to select a subset of the labeled data to fulfill the constraint
of little labeled data. We first construct two lists with each having
3000 elements representing the index of the labeled data of positive
and negative class respectively. We randomly shuffle the lists and
pick first n indices. Next, we select the labeled data based on these
indices. In order to have a comparable result for different size of
labeled data, we fix the seed number of the random function so that
the runs with different size of labeled data would obtain a same
shuffle result. Therefore, the run with 20 labeled data contains the
10 labeled data from the run with 10 labeled data, and also another
10 new labeled data. Similarly, the run with 30 labeled data contains
the 20 labeled data from the run with 20 labeled data. With this set-
ting, we can directly estimate the effect of adding additional labeled
data and compare the performance directly. We continue the process
for other source domains. Finally, we construct 5 datasets having
10 to 50 labeled data for each target domain (there are 40 to 200
labeled data in total as there are 4 source domains). The unlabeled
dataset includes all unlabeled data from all domains (including the
target domain). All labeled data from the target domain is served as
the testing data. We run every single run for 10 times and present
the average accuracy with standard deviation in order to obtain a
reliable result for model comparison.

4.2 Implementation Details

4.2.1 Domain-Aware Topic Model

The Dirichlet prior is set to 0.01. The minimum of inferred prior is
set to 0.00001. We set the number of domain-specific and domain-
shared topics to 20 and 40 respectively. We divide the domain-
shared aspect topics into 5 groups. The domain-aware topic model
is trained for 100 warm-up epochs, and stopped after 10 epochs of
no improvement.

4.2.2 Topic-Attention Network

We use word2vec2 embedding [44] to represent each word. We
do not further train them to prevent overfitting. The batch size is

2It is a distributed representations of words in vector space. It helps various natural language processing task by putting similar words in a closer location.
3It is an optimization algorithm with adaptive learning rate. It considers the momentum of the gradient by using the moving average of the gradient. It also uses the

moving average of the squared gradient to scale the learning rate of each individual parameter.
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Figure 3: Figure showing the experimental results. Graph (a) to (e) shows the performance of Book, DVD, Electronics, Kitchen and Video domain as target domain
respectively. Graph (f) shows the average accuracy of all domains.
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set to the number of available labeled data. The topic-attention
network is trained for 20 epochs. We use Adam3 optimizer [45] for
back-propagation for both models.

4.3 Evaluation Metric

We use accuracy to measure the evaluate the performance of various
models. The target is a binary class. Therefore, correct cases involve
the true positive (TP) and true negative (TN). Incorrect cases involve
the false positive (FP) and the false negative (FN). The accuracy is
calculated as follows:

accuracy =
TP + TN

TP + TN + FP + FN
(20)

The average accuracy is calculated by taking the average of accuracy
scores of multiple runs.

4.4 Main Results

Models used for performance comparison are as follows:

• BERT [1]: This is the Bidirectional Encoder Representations
from Transformers model, which is the popular pre-trained
model designed to handle various text mining tasks. We use
the BERT-Large model with fine tuning using the labeled data
to obtain the prediction.

• BO [46]: This model employs Bayesian optimization for
selecting data from source domains and transfer the learnt
knowledge to conduct prediction on the target domain.

• MoE [19]: This is the mixture of expert model. It measures
the similarity between single test data to every source domain
for deciding the contribution of the expert models.

• EM [22]: This is the ensemble model. It uses various base
learners with different focuses on the training data to capture
a diverse sentiment knowledge.

• ASM: This is the proposed framework exploiting the domain-
aware aspect similarity measure for obtaining a more accurate
measure to adjust the contribution of various aspect models
focusing on different aspect sentiment knowledge.

Results are presented in Figure 3 and Table 1. We use the clas-
sification accuracy as the metric to measure the performance. The
proposed framework achieves the best average accuracy among
all crosses. Its average performance is 71.73%, 78.75%, 80.49%,
81.43%, and 82.02% for 10, 20, 30, 40 and 50 labeled data cases
respectively, or 40, 80, 120, 160 and 200 labeled data cases in total
respectively.

4.5 Discussions

Our proposed framework performs substantially better than the com-
parison models. The proposed framework has an average of 4%,
7%, 6%, 6% and 6% absolute improvement over the second best
result for 10, 20, 30, 40 and 50 labeled data cases respectively, or 40,
80, 120, 160 and 200 labeled data cases in total respectively. The

variance of the proposed model is comparable to or better than the
second best models. The result proves that our proposed framework
is very effective for conducting multi-source cross-domain senti-
ment classification under the constraint of little labeled data. The
model can capture transferable sentiment knowledge for predicting
the sentiment polarity of the target reviews.

We also do comparative analysis to test the effectiveness of the
proposed fine-grained domain-aware aspect similarity measure. It
is based on the discovered aspect topics and also the aspect topic
proportion for adjusting the contribution of various aspect models.
We try to remove these two components to test the performance of
the variants. The results are presented in Table 2. The first variant
is rand. select data + avg. pred., which means using the unlabeled
data selected in a random way instead of using the aspect-based
training dataset constructed by the domain-aware topic model, and
combining the predictions of various aspect models by averaging
them. In other words, the first variant removes both components.
The second variant is avg. pred.. It keeps the first component (train
the aspect models using the aspect-based training dataset) and only
removes the second component. Therefore, it assumes equal contri-
bution from various aspect models, just like the first variant. The
last one is the proposed framework equipped with both components.
Results show that the proposed fine-grained domain-aware aspect
similarity measure improves the performance in general except the
case having very few labeled data. We think the reason is that the as-
pect model could not locate the correct aspect sentiment knowledge
from the limited data. Thus, the simply averaging the prediction of
these biased aspect models would be better than relying on some
models. Although the second variant (avg. pred.) has a better
performance than the full framework in 10 labeled data case, the dif-
ference is very small (around 0.18%). Therefore, this comparative
analysis could show that the proposed fine-grained domain-aware
aspect similarity measure is effective for adjusting the contribution
from different discovered aspects.

When comparing with the EM model [22] with similar network
architecture but having an equal contribution for the source do-
mains, the result shows that varying the contribution based on the
domain-aware aspect similarity leads to a better performance.

We observe that our proposed framework has a small perfor-
mance gain when giving more labeled training data, besides the
case from 10 to 20. The EM model also has similar problem as
mentioned in [22]. However, the BERT model [1] has an opposite
behavior, which has a steady performance gain. We believe that
the reason is due to the compact architecture of the topic-attention
network which prevents overfitting the limited labeled data in order
to have a better domain adaptation. Increasing the learning capabil-
ity of the model and at the same time handling domain adaptation
could be a future research direction.

5 Limitations and Future Works

The proposed framework involves two separate models handling
their own jobs. These models do not share any learning parameters.
Many works report that the single model handling various tasks
would have a better generalization and thus leads to a better perfor-
mance. One possible future work might consider integrating both
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Table 1: Sentiment classification accuracy of different models

# Labeled Data Model Book DVD Electronics Kitchen Video Average

10 (40)

BERT 51.17 ± 1.25 50.86 ± 1.06 50.91 ± 1.52 51.09 ± 2.54 51.35 ± 2.21 51.07
BO 59.90 ± 1.88 58.70 ± 3.66 64.40 ± 2.30 63.77 ± 2.14 61.52 ± 3.28 61.66

MoE 55.35 ± 3.65 56.12 ± 3.94 58.15 ± 4.87 57.37 ± 4.32 56.45 ± 3.82 56.69
EM 67.16 ± 5.03 67.68 ± 4.55 67.01 ± 5.29 66.47 ± 5.40 67.08 ± 3.67 67.08

ASM 71.48 ± 4.70 72.56 ± 5.97 70.56 ± 4.44 71.83 ± 3.97 72.21 ± 4.27 71.73

20 (80)

BERT 56.14 ± 6.14 54.22 ± 5.73 54.10 ± 4.70 54.70 ± 5.27 54.27 ± 5.60 54.69
BO 59.97 ± 1.85 61.34 ± 2.65 65.28 ± 3.40 66.55 ± 2.54 63.47 ± 3.03 63.32

MoE 59.65 ± 4.99 60.09 ± 5.66 61.07 ± 5.38 61.65 ± 5.09 60.94 ± 5.24 60.68
EM 72.27 ± 2.67 71.37 ± 3.97 72.16 ± 2.74 71.84 ± 2.60 70.52 ± 1.38 71.63

ASM 76.85 ± 2.41 79.91 ± 1.85 77.73 ± 3.51 80.24 ± 1.58 79.03 ± 1.85 78.75

30 (120)

BERT 57.40 ± 5.87 56.94 ± 6.88 53.77 ± 5.40 52.96 ± 2.05 59.48 ± 7.99 56.11
BO 61.26 ± 2.03 62.78 ± 2.32 67.29 ± 2.89 66.17 ± 3.11 64.39 ± 2.51 64.38

MoE 61.71 ± 5.47 63.13 ± 5.68 63.30 ± 6.43 64.20 ± 6.06 63.36 ± 5.92 63.14
EM 74.61 ± 2.54 74.70 ± 1.35 74.81 ± 2.03 74.31 ± 1.10 73.25 ± 1.97 74.34

ASM 78.91 ± 2.13 81.42 ± 1.07 80.11 ± 1.58 81.51 ± 1.06 80.51 ± 1.75 80.49

40 (160)

BERT 68.90 ± 8.55 65.70 ± 9.25 66.38 ± 8.45 69.19 ± 8.69 65.19 ± 9.77 67.07
BO 62.23 ± 1.25 63.63 ± 2.45 69.57 ± 2.07 70.04 ± 2.22 66.05 ± 1.75 66.30

MoE 64.82 ± 4.47 67.12 ± 5.22 67.78 ± 6.05 68.00 ± 5.89 66.46 ± 5.36 66.84
EM 74.78 ± 1.06 75.34 ± 2.24 74.75 ± 1.89 76.38 ± 1.16 75.13 ± 1.77 75.27

ASM 80.41 ± 1.13 82.16 ± 0.86 81.07 ± 1.38 82.23 ± 1.02 81.26 ± 1.71 81.43

50 (200)

BERT 79.38 ± 4.79 76.36 ± 8.25 76.56 ± 7.01 78.30 ± 8.08 74.79 ± 9.68 77.08
BO 63.13 ± 2.63 63.76 ± 2.14 70.32 ± 1.93 69.57 ± 2.56 66.24 ± 1.67 66.60

MoE 67.80 ± 2.24 70.06 ± 2.59 70.99 ± 2.59 70.87 ± 2.68 70.34 ± 2.76 70.01
EM 75.04 ± 1.85 75.79 ± 1.96 75.38 ± 2.34 75.73 ± 2.27 74.74 ± 1.42 75.33

ASM 81.20 ± 0.86 82.56 ± 0.88 81.13 ± 1.30 83.02 ± 0.87 82.18 ± 1.01 82.02

Table 2: Comparative analysis of the proposed framework.

# Labeled Data Model Avg. Accuracy

10 (40)
rand. select data + avg. pred. 70.98

avg. 71.91
ASM 71.73

20 (80)
rand. select data + avg. pred. 76.47

avg. 78.18
ASM 78.75

30 (120)
rand. select data + avg. pred. 78.03

avg. 79.75
ASM 80.49

40 (160)
rand. select data + avg. pred. 79.25

avg. 80.72
ASM 81.43

50 (200)
rand. select data + avg. pred. 79.63

avg. 81.08
ASM 82.02
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models together forming an unified model to take the advantage of
multi-task learning. This might further improve the performance for
the sentiment classification task.

6 Conclusion
We study the task of multi-source cross-domain sentiment clas-
sification under the constraint of little labeled data. We propose
a novel framework exploiting domain-aware aspect similarity to
identify the contribution of discovered fine-grained aspect topics.
This fine-grained similarity measure aims at addressing the negative
effect of domain-specific aspects appearing in the existing coarse-
grained domain similarity measure, and also the limitation caused
by the constraint of little labeled data. Aspect topics are extracted
by the proposed domain-aware topic model in an unsupervised way.
The topic-attention network then learns the transferable sentiment
knowledge based on the selected data related to discovered aspects.
The framework finally makes predictions according to the aspect
proportion of the testing data for adjusting the contribution of vari-
ous aspect models. Extensive experiments show that our proposed
framework achieves the state-of-the-art performance. The frame-
work achieves a good performance, i.e. around 71%, even though
there are only 40 labeled data. The performance reaches around
82% when there are 200 labeled data. This shows that our pro-
posed fine-grained domain-aware aspect similarity measure is very
effective under the constraint of little labeled data.
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A reconfigurable Stepped Frequency Continuous Wave (SFCW) radar prototype for supporting
the italian financial police to contrast smuggling, is proposed in this work. In particular, the
proposed radar can provide information related to the container contents and the presence of
false bottoms speeding up the control operations at borders and ports. Moreover, it is able to
reveal the presence of people hidden behind reinforced concrete hiding places. Radar resolution
is improved by using suitable post-processing method such as the MUltiple Signal Classification
(MUSIC) algorithm. Numerical as well as experimental results obtained considering realistic
operative scenarios demonstrated the potentialities and capabilities of this system as an effective
tool for smuggling contrast. The preliminary experimental results have been obtained using
a compact radar prototype equipped with high gain and directivity antennas to cover all the
different frequency bands.

1 Introduction

In recent years, globalisation has led to a sharp increase in the smug-
gling of goods and illegal materials such as drugs, tobacco, and
weapons. To contrast smuggling, Guardia di Finanza (GdF), the
Italian financial police, increases the controls at customs and ports.
However, checking the contents of thousands containers or vehicles
requires a lot of time, human resources, and money. New tech-
nologies and tools can effectively to support the GdF work and be
effective to contrast smuggling. In such a scenario, radar technolo-
gies and, particularly, ground penetration (GPR) and through the
wall radars (TTR) could represent effective tools for GdF. A scan-A
(1D) analysis of a container can provide accurate information con-
cerning the contents, presence of false bottoms or hidden humans
without the need to empty the container or vehicle, saving time,
money and resources. In order to be useful for these operations, it
is necessary to reach a high resolution of about tens centimetres and
an unambiguous range of less than ten meters. These performances
can be easily obtained with an SFCW radar [1]. Due to their com-
plexity and the high cost of microwave components, SFCW radars
had less diffusion for through the wall and ground penetration radar

applications than pulsed radars [2]. However, in the last decade,
microwave components strongly improved their performances and
reduced their dimensions and cost, making the realization of com-
pact SFCW radars more feasible. Recently SWCW radars have
been successfully adopted for GPR applications [3, 4], landmine
detection [5], surveillance [6], through the wall inspection [7], the
monitoring of the structural integrity of engineering structures [8]–
[10] or for biomedical applications such as the monitoring of human
or animal life signals [11]–[13]. The last application can be very
useful for police operation since it can be used to detect fugitives hid-
den inside improvised hiding places such as bunkers and wall false
bottoms or human traffic. SFCW radar capabilities to characterize
the electric properties of materials as in [10] can be very useful to
identify hidden goods, such as tobacco, drugs, and hidden weapons.
To improve the radar performances, such as resolution, detection
capabilities, clean the clutter and reduce the background noise, suit-
able post-processing algorithms can be applied [14]–[18]. This
paper is an extension of work originally presented in 2nd Global
Power, Energy and Communication Conference (GPECOM) [19]
where only preliminary numerical results have been reported. In this
work, a low-cost SFCW radar prototype as support, the GdF work
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is developed, fabricated, numerically and experimentally assessed
in realistic scenarios. The device is based on the ability to operate
at different frequency bands enclosed in a range 100MHz-12GHz..
Based on a Direct Digital Synthesis (DDS) generator, the proposed
system is easily reconfigurable in terms of frequency bands, number
of steps, and spatial resolution. The device can be programmed as
ground, through the wall and life detection radar, and it is suitable
for smuggling contrast and rescue operations. The prototype is
based on the system reported in [19], and it is capable of taking a
single scan-A deep profile measurements using 600 frequency steps
in less than 2 seconds with a minimum spatial resolution of 0.005
m, simulating a pulsed radar or as continuous-wave radar (CW) to
work like a Doppler radar. The device is too slow for moving targets,
but it is perfect for GPR and TTW applications where the targets
are fixed. The obtained numerical and experimental preliminary
results, related to realistic scenarios and directly provided by the
GdF, demonstrated the capabilities and potentialities of the proposed
system.

2 Mathematical Formulation
This section reports the mathematical formulation of a stepped
frequency continuous wave radar and the formulation of post-
processing MUSIC algorithm. A typical SFCW radar schema is
shown in Fig. 1. It consists of a sweep generator directly con-
nected with a wideband directive antenna. The receiving section
can receive the backscattered electromagnetic wave and aims to
provide the in-phase and quadrature (I/Q) signals. The control sys-
tem directly process the frequency domain signal into a synthesized
time-domain signal. In particular, the received baseband I/Q signals
are combined into a complex number as follows:

Γm = Im + jQm = Aie jφm (1)

where φm = −2π fmτ, whit fm is the m-th frequency step and τ is the
propagation delay, Im = Aicos(φm), and Qm = Amsin(φm).

Figure 1: Schema of the SFCW radar.

The sweep generator generates M different sinusoidal tones. The
receiver is aimed at collecting all the backscattered signals from
the targets . In particular, the Im/Qm signals are organized into a

complex vector Γ̂ = [Γ0, . . . ,ΓM−1]. The inverse discrete Fourier
transformer reported in the following equation is then applied to
the Γ̂ vector in order to obtain the conversion from frequency to
time domain and better reveal the presence of echoes produced by
targets.

Tm =
1
M

M−1∑
m=0

Γm =
1
M

M−1∑
m=0

Ame j
( 2πmi

M −2π∆ f 2Rt
v

)
(2)

SFCW radar strength is its ability to set the resolution properly
and unambiguously adapt to the different operative scenarios. The
resolution range is provided by the following equation:

∆R =
v

2M∆ f
(3)

where v is the electromagnetic wave propagation velocity in the
medium. As it can be noticed from (3) the resolution range only de-
pends by the frequency steps number M and the ∆ f . The following
relation can estimate the unambiguous range:

Rmax =

( M
2
− 1

)
∆R (4)

similarly to equation (3), the unambiguous range can be changed by
acting on the step number M and on the resolution range. In most
of practical scenarios a A-scan (1D) range profile is enough and it
can be obtained by processing the received signal for a given fixed
position of the RX and TX antennas. However, it is worth noticing
that for all the applications that require a B-scan (2D) representation,
such as GPR applications, it is possible repeating the procedure for
A-scan (1D) by using different antenna positions.

2.1 The MUSIC post processing algorithm

To properly resolve close targets, suitable post-processing algo-
rithms must be applied to the SFCW radar signals. These signal
are very weak and enveloped by the background or by other noise
sources. Super-resolution algorithms such as the well-known MU-
SIC algorithm has been recently successfully used for different
practical applications [20]–[24] and the MUSIC algorithm can be
very useful to extract the echoes of targets from the background
noise. In particular, the I/Q signals collected by the receiver can be
expressed by the following vectorial relation:

s1
s2
s3
.
.
.
sn


=



P e− j2π f−1γ2 . . . e− j2π fN−1γn

e j2π f1γ1 P . . . e− j2π fN−2γn

e j2π f2γ1 e j2π f1γ2 . . . e− j2π fN−3γn

. . . . . .

. . . . . .

. . . . . .
e j2π fN−1γ1 e j2π fN−2γ2 . . . P





y1
y2
y3
.
.
.

yn


+



n1
n2
n3
.
.
.

nn


(5)

that in compact form is [s] = [A]
[
y
]
+ [n], where [n] is the noise

vector,
[
y
]

is the reflection coefficient vector whose elements are
related to the fN frequency steps, [A] is the n × n delay matrix. The
n × n signal covariance matrix is given by:

[R] = SS∗ =
(
[A]

[
y
]
+ [n]

) (
[A]

[
y
]
+ [n]

)∗ (6)
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where ∗ represent the complex conjugate transpose. The signal
covariance matrix [R] can be expressed as:

[R] = [Rs] + [Rn] (7)

where [Rn] = σ2 [I] is the noise autocorrelation matrix, σ
is the noise variance, [I] is the identity matrix and [Rs] is
the signal covariance matrix, which can be written as [Rs] =

|An|
2 [ei]

[
eH

i

]
=P [ei]

[
eH

i

]
, where |An|

2=P is the power of complex

exponentials, [ei] =
[
1, e jω1γ1 , e jω1γ2 , ..., e jω1γn

]
, with ω = 2π f .

Since [Rs] is a hermitian matrix then the remaining eigenvectors υn

will be orthogonal to [ei] obtaining
[
eH

i

]
υn = 0; n = 1, 2, ...,N.

The peak position in the time-domain can be obtained by searching
the maximum value of the following function.

Fmusic(γ) =
a(γ)∗a(γ)

a(γ)∗NnN∗na(γ)
(8)

where a(γ) is the mode vector, obtained from the columns of matrix
[A] and N∗n are the noise eigenvectors.

3 Prototype description
The SFCW radar prototype consists of a programmable digital sig-
nal generator (DDS), namely the TG124A (Signal Hound company),
with a frequency range from 100KHz up to 12.5GHz and a power
range from −12dB up to −3dB. The receiver is a digital spectrum
analyzer, the SA124B (Signal Hound company), with the follow-
ing characteristics: frequency range 100KHz, 12.5 GHz, minimum
detectable power −150dBm. The DDS generator is synchronized
with the receiver by means of a coaxial cable that reports the refer-
ence local oscillator signal mandatory to obtain the baseband I/Q
signals. The DDS generator is directly connected with a transmit-
ting directive radiator, namely a log-periodic wideband antenna for
the frequency band comprised between 500.0 MHz-6.0GHz and a
high gain horn antenna for the frequency range 8.0GHz-13GHz, the
antenna must be manually changed for different operations. The
receiver can receive the backscattered electromagnetic wave and
provide the I/Q signal that the control system can directly process.
Moreover, the SA124B receiver can be easily programmed to sam-
ple the I/Q signals and transmit them to an elaboration unit (a high-
performance laptop) with a high-speed USB connection. The radar
prototype’s RF sections are connected with three shielded semi-rigid
coaxial cables equipped with sub-miniature type A (SMA) connec-
tors. The SFCW radar prototype photo is shown in Fig. 2. The
radar prototype can operate both in bistatic as well as monostatic
configuration, as reported in Figs. 1 and 2 respectively. When the
radar operates in monostatic configuration, a circulator is connected
between the generator, receiver and antenna. The monostatic con-
figuration is considered to reduce the weight of the prototype when
operator is involved in through the wall operations (TTW). To re-
duce the perturbations on the electromagnetic field prodused by the
mechanical support, the device was assembled on Teflon dielectric
support and placed on a mechanical pedestal to steer the antenna
properly. To properly set the radar functionalities, a graphical user
interface (GUI) in Matlab language, has been developed. With the
GUI, it is possible to customize the radar characteristics to fit with

different operative scenarios. In particular, Fig. 3 reports a GUI
screen snapshot, representing the tool for through the wall opera-
tions. On the left side panel, the radar signals are presented both in
time domain and with their spectrogram.

Figure 2: Photo of the assembled SFCW radar prototype.

Figure 3: The SFCW radar graphical user interface (GUI).

4 Numerical and experimental assessment
This section is aimed at assessing the capabilities of the proposed
SFCW radar. In particular, in sub-section 3.1 are reported the
simulated results presented in [19] while sub-section 3.2 reports a
preliminary experimental assessment aimed at detecting the human
presence behind a wall. This experiment has been carried out to
demonstrate the capability of this system to detect fugitives.

4.1 Numerical assessment

In this sub-section, the proposed SFCW radar has been assessed
in realistic operative scenarios suggested by the GdF. In particular,
the contents of different containers equipped with the false bottom
are checked with a fast scan-A (1D) analysis. The radar system,
the antenna and related scenarios are accurately simulated with a
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customized numerical time-domain electromagnetic engine (FDTD).
All the simulations have been performed with quad-cores personal
computer, 16 GByte RAM. A gaussian white noise has been added
to the original data to simulate better a realistic scenario. The signal
to noise ratio of this experiment was S NR = 5dB. Different SNR
ratio has been tested in a controlled environment, a noise above 5
dB produced very low effects on the simulations demonstrating the
robustness of the proposed system. With reference to Figs. 4, 6, and
10, the blue colour represents the container’s metallic walls, grey
colour represents air-filled, brown colour relates to a homogeneous
content of woods or granite blocks. The small orange lines in Fig. 6
represents empty space between wood blocks. The light pink colour
in Fig. 10 represents a homogeneous block of tobacco.

4.1.1 Empty container with false bottom at different distance

Smugglers usually modify containers stored in ports by inserting
false bottoms of different material inside them, the goal is to hide
goods and illegal material. In the first experiment, an empty standard
container of length 6.058 m, width 2.438 m, and height 2.591 m is
considered. The container doors are opened, and the radar pointed
precisely in the middle of the aperture at position xr = 1.219m,
y = 1.2945m.

Figure 4: Empty container equipped with a metallic false bottom placed at different
distances, A 0.353 m, B 0.453 m, C 0.554 m, D 0.653 m, and E 0.754 m.

Figure 5: Empty container equipped with a metallic false bottom placed at differ-
ent r=0.554 m, test case C. Time domain retrieved signal, blue line, MUSIC peak
detection dotted red line.

Figure 10 shows the container section equipped with false metal-
lic bottom placed at different distances. The radar parameters are

the following: fmin = 1.0 GHz, fmax = 2.071 GHz, M = 120,
∆ f = 90MHz, bandwidth B = 1.071GHz. With these parameters an
unambiguous range Rmax = 16.8m and a resolution of ∆R = 0.14m
can be reached. To obtain the position of the false bottom, it is
enough a single scan A radar trace. The synthetic data were obtained
with an FDTD electromagnetic simulator, namely the gprMax, a
well-known gnu software for ground penetration radar (GPR) simu-
lations. To consider the defocusing effects, due to the reflections on
container metallic walls, a set of simulations have been performed,
considering an empty container and different frequency bands. The
goal is to evaluate the effects of reflections and reduce the defo-
cusing effect which can afflict the detection of the peak. Different
false bottom positions were considered as reported in Tab. 1 and
the synthetic data obtained with gprMax, for each frequency step,
are combined and post-processed with the same procedure reported
in [25] to obtain the response of a stepped frequency continuous
wave radar. Tab. 2 reports the positions of false bottom obtained
with a simple peak detection of the inverse discrete Fourier trans-
former in the time domain. For the sake of comparison, the false
bottom position were also estimated with the MUSIC algorithm.
Tab. 2 also reports the position errors obtained with the simple peak
detection using the MUSIC algorithm. As it can be noticed from
the data of Tab. 2 the localization error is very small. The MUSIC
algorithm simplifies the data reading and interpretation, keeping
the errors below five millimetres. An example of post-processed
I/Q data converted into a scan-A time-domain diagram is reported
in Fig. 5. As it can be noticed from the data reported in Fig. 5
the peak detected with the standard post processing procedure and
with the music algorithm overlaps since both methods localize the
peak with a high degree of accuracy. The next experiment considers
an empty container with a non-metallic false bottom. This exper-
iment’s scope is to assess the capabilities of radar to detect low
reflective materials such as wood and plastic wall. Three different
commonly used materials, (dry wood, plexiglas, and pressed board
wood, whose dielectric characteristics are summarized in Tab. 3)
are considered for the wall false bottom realization. The geometry
of the considered scenario is shown in Fig. 6. The scan-a diagram’s
simulation results obtained positioning the electromagnetic source
in the middle of container aperture are reported in Figs. 7,8 and
9 respectively. The echo of the container end wall was filtered to
visualize the false bottom’s echo better. This filtering procedure
is quite simple since the real dimensions of a standard container
are known. For all considered scenarios, the false bottom made of
dielectric material was successfully identified and localized with a
high degree of accuracy. In particular, the wood dry false bottom
(Fig. 7) is localized with a very low error γ = 2.7mm. The local-
ization of plexiglas false bottom (Fig. 8) presents a slightly high
error γ = 6.8mm with respect to the wood dry false bottom wall.
The last scenario (Fig. 9) provide the worst results: the localization
error γ = 16.1mm, even though is quite high with respect to the two
previous scenarios; still satisfactory.

Table 1: False bottom positions.

A B C D E
r [m] 0.353 0.453 0.554 0.653 0.754
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Table 2: Retrieved false bottom positions with peak detection and MUSIC algorithm.

Scenario Peak Pos MUSIC Pos. Err. Peak Err. MUSIC
A 5.700 m 5.701m 5.0 mm 3.5 mm
B 5.600 m 5.602 m 4.9 mm 3.3 mm
C 5.499 m 5.500 m 3.9 mm 3.4 mm
D 5.399 m 5.402 m 4.4 mm 3.3 mm
E 5.302 m 5.301 m 3.3 mm 3.0 mm

Figure 6: Empty container equipped with a non metallic false bottom placed at
distance r = 5.40m.

Figure 7: Empty container with a wood dry false bottom placed at distance r = 5.40m.
Retrieved echo radar signal and MUSIC peak estimation.

Figure 8: Empty container with a plexiglas false bottom placed at distance r = 5.40m..
Retrieved echo radar signal and MUSIC peak estimation.

Table 3: Dielectric characteristics of wall materials used for the false bottom.

Scenario Material εr

A Wood, dry 4.5
B Plexiglas 3.5
C Wood, pressed board 2.0

Figure 9: Empty container with a wood pressed board false bottom, placed at distance
r = 5.40m.. Retrieved echo radar signal and MUSIC peak estimation.

Figure 10: Container filled with tobacco pallets and a metallic false bottom placed at
a distances r = 5.30m.

In the following experiments, different goods fill the container.
The objective is to assess the radar capability to successfully detect
the presence of false bottoms or other anomalies in goods without
the necessity of unloading the container. This aspect is essential for
police operations because it permits to check off more containers
in less time. The shipper’s shipping manifest permits estimating an
electromagnetic wave’s velocity and finding anomalies in the load.
The first experiment considers a container filled with tobacco pallets
and a metallic false bottom placed at a distance r = 5.3m from the
container door. The goal is to assess the capability to detect the
false bottom despite the load presence. Scan-a result of the above
scenario is reported in Fig. 11, as it can be noticed the echo is quite
noisy due to the load presence. However, thanks to the MUSIC
localization algorithm, the false bottom is successfully localized
with a high level of accuracy with an error γ = 12.5mm. In the last
experiment, the container is filled with blocks of granite. The dielec-
tric permittivity of granite is εr = 7.0 quite high. This experiment is
of particular interest because unload a container filled with granite
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blocks requires much time and specific mechanical facilities. The
scan-a results obtained from the simulation performed with gprMax
are reported in Fig. 13. The echo is very well defined and presents
a sharp peak easily detected by the MUSIC algorithm. The metallic
false bottom is successfully detected with an error γ = 2.3mm. It is
worth noticing that the results reported in Fig. 13are less noisy with
respect to the data related to 11 a little bit noisier.

Figure 11: Container filled with tobacco pallets and a metallic false bottom placed at
a distances r = 5.30m. Retrieved echo radar signal.

Figure 12: Container filled with granite blocks and a metallic false bottom placed at
a distances r = 5.30m.

Figure 13: Container filled with granite blocks and a metallic false bottom placed at
a distances r = 5.30m. Retrieved echo radar signal.

4.2 Experimental assessment

In this section, the SFCW radar prototype has been assessed in
an operative scenario. The experimental setup refers to a typical
through the wall application where a fugitive hides in a hiding place
created behind a concrete wall. To detect humans hide behind walls,
the radar prototype operates in continuous wave (CW) mode. The
small chest and heart movements are detected by considering the
Doppler effect carried on by the scattered electromagnetic wave.
The wall thickness is 25cm, the distance of the fugitive’s chest from
the wall is d = 1.5m, and he is sitting on a chair. The radar proto-
type is manually steered to the other side of the wall at a distance of
dr = 1.0m with the goal of detecting the fugitive by revealing his
signals life such as the breathing rate and the heartbeat. A photo of
the considered through the experimental wall setup is reported in
Fig.14.

Figure 14: Experimental set-up. Radar in through the wall modality. Life signal
detection, breathe rate and heartbeat, of a subject placed behind a 25 cm thickness
wall.

The tool for the detection of human life signals has been se-
lected in the radar GUI. The mechanical pedestal has been set at
hight h = 1.5m and then horizontally moved along the wall with
a step size of about s = 0.50m, the total length of the wall was
2.0m. The DDS generator’s power has been set to the minimum
value of Ptx = −13dBm. The electromagnetic wave power that
reaches the fugitive chest is very low, and it cannot create health
or interference problems with other devices. The following Fig.
15 reports the fugitive breathing rate detected at the second scan
1.0m far away from the sidewall. As it can be noticed from the data
reported in Fig. 15, the fugitive shows normal breathing conditions,
and it is quite relaxed. When the radar is moved on the first, third
or fourth positions at 0.5m, 1, 5m and 2.0m respectively, far away
from the sidewall, the system reports no human activities. In the
next experiments, the fugitive simulated an accelerated breathing
rate increasing from eight, with reference to Fig. 15, up to twenty
breath cycles for minutes reported in Fig. 16. The radar prototype’s
resolution capabilities are quite accurate, and it can detect the small
movements of the fugitive’s heart. Fig. 17 (red line) reports the
heart movement’s radar signal. For the sake of comparison, the
data reported in Fig. 17 has been compared with the data obtained
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with a commercial optical heartbeat detector (blue line), as it can
be noticed from Fig. 17 the agreement is quite accurate, and it
demonstrate the capabilities of this prototype not only for police
operations but also for the rescue operation.

Figure 15: Experimental set-up. Life signals, breathing rate, of the fugitive detected
behind the wall. Normal breathing conditions.

Figure 16: Experimental set-up. Life signals, breathing rate, of the fugitive detected
behind the wall. Simulated accelerated breathing conditions.

Figure 17: Experimental set-up. Life signals, heartbeat rate of the fugitive detected
behind the wall with a more focused beam.

5 Conclusion
In this work, a Stepped Frequency Continuous Wave (SFCW) radar
operating in the L band, suitable for fast inspection of foods and
goods stored in metallic containers, has been proposed and numer-
ically assessed in realistic scenarios. In particular, the proposed
SFCW radar can estimate the dielectric characteristics of materials
contained in a container and easily detect metallic or dielectric false
bottoms commonly used for smuggling. A numerical assessment
campaign, carried on considering different materials and simulating
realistic scenarios, demonstrated the effectiveness and potentiali-
ties of the proposed system as a helpful tool for the contrast of
smuggling.
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Classical clustering algorithms often require an a-priori number of expected clusters and the
presence of all documents beforehand. From practical point of view, the use of these algorithms
especially in more dynamic environments dealing with growing or shrinking corpora therefore
is not applicable. Within the last years, graph-based representations of knowledge such as
co-occurrence graphs of document corpora have gained attention from the scientific community.
Accordingly, novel unsupervised and graph-based algorithms have been recently developed in
order to group similar topics, represented by documents or terms, in clusters. The conducted
work compares classical and novel graph-based algorithms, showing that classical clustering
algorithms in general perform faster than graph-based clustering algorithms. Thus, the authors’
focus is to show that the graph-based algorithms provide similar clustering results without
requiring an hyperparamter k to be determined a-priori. It can be observed that the identified
clusters exhibit an associative relationship reflecting the topical and sub-topical orientation.
In addition, it is shown in a more in-depth investigation that the Seqclu (sequential clustering
algorithm) can be optimized performance-wise without loss of clustering quality.

1 Introduction
Clustering is the process of grouping the most similar objects, e.g.
images or text documents, in the same cluster in an unsupervised
manner. In contrast to supervised classification, where the algorithm
has been trained how to map its input to an according output, cluster-
ing only uses the provided input data and tries to find the best group-
ing of objects based on that information. Due to the sheer amount
different data-types and according use-cases, dozens of architectural
concepts, such as hierarchical, partitioning or graph-based cluster-
ing have been developed over the last decades[1]. Many of the
classical, typically vector-based algorithms, such as the k-means[2],
k-means++[3] or k-NN[4] algorithm come with the requirement
of choosing the hyperparameter k, as the suggested number of ex-
pected clusters, a priori. This forces the user to estimate beforehand
what number of result clusters are expected. This approach there-
fore softens the idea of an unsupervised algorithm providing the
best possible result fully automatically, without user intervention.
In addition, actual standard algorithms mentioned above, but also
newer graph-based algorithms, e.g. Chinese Whispers[5] expose
another weakness: they typically require a full set of documents
beforehand and are not designed to adapt a growing or shrinking

set of input data over time. In use-cases like building a web-engine
clustering is known to improve the usability for the user: instead of
having a long list of search results on a user’s query the knowledge,
that lies within the available document corpus, can be presented
much more easily[6]. With the work of [7], [8] it is shown that the
use of co-occurrence graphs is very useful for graph-based concepts
on which novel clustering techniques can be built on. Recent work
on graph-based clustering algorithms[9], [10] provide novel ap-
proaches in the field of clustering. This paper gives a comparison of
these graph-based algorithms and shows their benefits over classical
approaches, as well as requirements for further optimization.

2 Materials and methods

2.1 Classical clustering algorithms

2.1.1 K-means, K-means++, Mini Batch

Due to its simplicity the k-means algorithm and its variants are
the most prominent representatives of vector based clustering algo-
rithms used. As k-means assigns each input data point to exactly
one cluster it is considered as a classical hard-clustering algorithm.
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The computational complexity, which is linearly proportional to the
size of datasets, makes the k-means algorithm efficiently applica-
ble even to larger datasets. Because each data point is represented
numerically, the application field for k-means is wide: It can be
used from document clustering up to other use cases, e.g. customer
segmentation [11] or cyber-profiling criminals [12].

The general idea of the algorithm is partitioning the given data
into k distinct clusters by iteratively updating the cluster centers and
cluster associated data points. The k-means algorithm mainly per-
forms two steps: Firstly, the user has to define manually the value k,
which determines how many clusters should be a result of k-means.
Secondly, a loop of two repeating steps of assigning the data set
points to one of the clusters with lowest distance to the cluster’s
centroid and the calculation of a new centroid for each cluster is
performed. Mathematically it can be said that the k-means is an
optimization problem where the objective function that is employed
is the Sum of Squared Errors (SSE). During the assignment and up-
date steps the k-means algorithm tries to minimize the SSE score for
the set of clusters. A more detailed overview on the mathematical
implications and technical origins can be found at [13].

Due to its impact on the clustering result the distance measure
has to be chosen carefully. In general, the most popular choice
for estimating the closest centroid to each of the datapoints is the
Euclidean distance. Other distance measures, such as the Manhattan
distance or cosine similarity can also be used [13]. The k-means
algorithm comes with two major disadvantages:

1. choosing the initial cluster centers

2. estimating the k-value.

The clustering result of k-means highly depends on the initial-
ization of the cluster centers [14]. In order to optimize the results
provided by k-means especially the initialization of the cluster cen-
ters has been subject of research over the years and lead to several
approaches [15]–[16]. In contrast to the classical k-means algorithm
as described in [2], the k-means++ more carefully determines the
initial cluster centers and subsequently uses a weighted probability
score to improve the finding of cluster centers over time.

Estimating the k-value and therefore the number of output
clusters k a priori also is a big disadvantage in contrast to fully
unsupervised clustering algorithms. From the practical point of
view this would require the user to estimate a good k value before
actual clustering can be performed. Especially in cases where the
input data are very large or growing over time the manual selection
of k is therefore not applicable.

Several approaches such as the Silhouette Coefficient [17] or
Calinski–Harabasz Index [18] can be used to suggest the k-value
automatically. In addition to the above-mentioned improvements,
other algorithms like the Mini-batch k-means or fast k-means [19],
[20] aim to improve the scalability and performance of k-means for
large datasets such as web applications. In case of the mini-batch
k-means algorithm small random batches of data are chosen and
assign each of the sample points to a centroid. In a second step the
cluster centroid is then updated based on the streaming average of
all of the previous samples assigned to that centroid.

2.1.2 Chinese Whispers

The Chinese Whispers (CW) algorithm [5] is a randomized graph-
based hard-clustering algorithm. Due to its simplicity and linear
time properties, it performs very fast even for larger datasets. As it
does not require a preliminary k-value it can be considered as an
unsupervised clustering algorithm. The type of graph on which the
CW algorithm is applied can be weighted, unweighted, undirected
or directed. The CW is there-fore applicable to a wide range of use
cases in natural language processing such as language separation or
word sense disambiguation. The CW algorithm works in a bottom-
up manner by first setting a random class label for each node of the
graph and then merging class labels with those local neighborhood
classes with the biggest sum of edge weights. In case of multiple
winning classes, one is chosen randomly. Over time regions of the
same class will stabilize and grow till they connect to another class
region.

As shown in [5], CW scales are very well even for large datasets
in linear time. It is also shown that the clustering quality is compara-
ble to standard algorithms using the vector space model. As the CW
algorithm has randomized properties its output changes on each run
of the algorithm. This makes it hard for practical applications where
the data change over time or in cases where the clustering process
has to be repeated for the same data. Another disadvantage of the
CW algorithm is its tendency of forming a large amount of often
very small clusters. In order to extract the dominant clusters, e.g.
to obtain an overview of related topics for each cluster, filtering is
required which may result in unwanted information loss.

2.2 Novel graph-based clustering algorithms

2.2.1 Dynamic clustering for segregation of co-occurrence graphs
(DCSG)

The DCSG [10] algorithm is a novel clustering algorithm inspired
by the human’s brain learning process. As the human brain devel-
ops from child to adulthood it continuously learns new words and
categorizes them forming the entire knowledge of the human being.
Transferring this method to the concept of co-occurrence graphs,
clustering can be applied in order to identify topical related regions
(clusters) formed by the terms within the graph. DCSG imitates
the learning process by reading each document on sentence base
while building up the co-occurrence graph. The nodes represent
the terms, edges the relation of the words. While adding each term
to the co-occurrence graph clustering is applied by measuring the
distance between each new term and its distance to the existing clus-
ter centers. The distance between two terms is determined by the
inverse of the DICE-coefficient [21], [22]. The cluster center itself
is represented by its centroid term as defined in [23], [24]. A cluster
center is formed by the node with the shortest average distance ∆d
to every other node in the co-occurrence graph. In addition, the
standard deviation µ is determined. Based on this information the
cluster range rclusteri is defined as

rclusteri = ∆d + 3µ (1)

and is used to determine which term belongs to which cluster. While
processing new terms two major steps are performed
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1. Insertion of terms

New terms will be added to the graph as nodes and edges to
the according co-occurrent terms. If a term is already existing
the related connections will be updated.

2. Clustering

Each term tnew will be merged into existing clusters if the
distance tnew ≤ ∆d + 3µ. In case that tnew > ∆d + 3µ a new
cluster will be created. In addition, the algorithm will check if
due to the insertion any relations may have changed in order
to update the cluster centers correctly.

Adding a new term that already exists in the graph will result in a
change of the relation weights and cluster centers may change. In
this case ∆d+3µwill also change. The membership of the according
terms with that cluster therefore needs to be re-evaluated in case
of exceeding the distance threshold might be moved to different
clusters.

DCSG is a novel brain inspired algorithm that works in contrast
to the classical approaches like k-means on dynamic data growing
over time. As presented in the results on clustering text data show
that this knowledge can be represented very well. Due to the high
amount of recalculation steps, especially when the cluster centers
move frequently, having a large amount of initial input data the
DCSG algorithm will perform very slow. If the data is growing
over time, just similar to the human brain’s learning process, this
disadvantage will be compensated as the graph will converge over
time and recalculations will decrease.

2.2.2 Sequential Clustering using Centroid Terms (SeqClu)

The SeqClu-algorithm [9] is a co-occurrence graph-based hard-
clustering algorithm that is capable of clustering documents in a
sequential manner using the concept of centroid terms as described
in [22]–[24].

In contrast to many of the standard clustering algorithms it does
not require an a-priori definition of the number of clusters. As the
algorithm works sequentially a set of feature vectors F of documents
is processed incrementally at once or just as they appear over time.
SeqClu is therefore applicable in cases where the input vector might
change over time such as in a Web-Engine, where documents appear
or disappear over time.

The general idea of the algorithm is to compare each new feature
vector f (a document) against an existing set of clusters containing
previously clustered documents. For each existing cluster the algo-
rithm considers the membership of a new document by a distance
determination process. If a closest cluster can be found without
exceeding a certain threshold the document will join the accord-
ing cluster. If not, a new cluster will be formed by the document
extending the cluster model.

There are mainly three crucial parts that influence the behaviour
of the algorithm:

• initialization,

• cluster membership value and

• threshold of membership (winning cluster determination).

The initialization can be performed in various ways and influ-
ences the quality of clustering result. If a set of one or more clusters
are predefined it will be used as a reference for all further arriving
documents to be clustered. The simplest initialization would be
using a single cluster having a randomly chosen document as the
first cluster. In combination with an inaccurately chosen member-
ship threshold this approach most likely will tend to merge new
documents, especially a low number of documents, into the initial
cluster and imprecise the overall clustering result. Instead, it is
suggested to form at least two initial clusters formed by the most
distant documents (antipodean documents) existing. This requires
an additional preprocessing step as for each of the initially existing
documents the distance between each of the documents centroid
must be determined. It is known that the co-occurrence graph will
converge at about 100 documents and the process of distance deter-
mination can be very time consuming as the conducted experiments
show. It is therefore suggested to consider only 2 to 100 randomly
chosen documents and is also suspect of the experiments in this
publication.

In order to determine a document’s cluster membership each
newly arriving document needs to be matched against the existing
clusters. For this purpose, the average distance between the new
documents centroid and all existing documents in each of the clus-
ters is determined by using Dijkstra’s shortest path algorithm. In
order to speed-up the calculation process all previous path calcu-
lations are cached having a linear time complexly for reoccurring
path determinations.

Regarding the judgement whether a document shall be merged
into an existing or form a novel cluster, a threshold is required. As
the threshold determination process directly influences the cluster-
ing result it must be chosen very carefully. To avoid having the
user to choose this threshold manually, it is chosen dynamically
for each of the clusters using the local connections between the
cluster’s centroid and its nearest neighbors. In order to reduce the
amount of computation time, only neighbors within a certain radius
are considered using a breadth-first search with limited depth.

As first experiments have shown the SeqClu-Algorithm is able
to cluster documents unsupervised in a sequential manner providing
good results without performing any optimization regarding the pro-
cess of threshold determination. The initial step of finding the two
initial clusters, especially having a large initial set of documents,
is very time consuming. On the other hand, the calculation results
of the initialization phase can be reused for the clustering process
itself having a lookup table. In this case the disadvantage of slow
initialization becomes an advantage for the clustering process itself
and will speed-up this phase of the algorithm, which will be shown
in the experiments conducted in this publication.

2.3 Conceptual differences of tested algorithms

Table 1 provides an overview over the six tested algorithms from
conceptual point of view. All algorithms work with different re-
quirements for initialization and are applicable to different use cases.
In general, the classical algorithms are flexible regarding the type
of input data, which can be numerical or textual data. From the user
point of view the biggest disadvantage is the requirement to provide
the number of output clusters (k-value) a-priori. Therefore, user
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intervention is required in order to update the suggested number of
output clusters or the use of additional algorithms that determine
the k-value automatically. The classical algorithms are therefore
especially inflexible in cases, where the corpus size changes over
time. In contrast, the graph-based algorithms fully run unsupervised
and therefore do not require any further change in initialization
even if the corpus grows or shrinks. From clustering point of view
the algorithm will adapt and provide automatically an according
number of output clusters.

Table 1: Conceptual differences of tested algorithms

Algorithm Type Supervised/

unsupervised
A-priori no.
of clusters

Growing
corpora

K-means vector-based supervised k-value no
K-means++ vector-based supervised k-value no
Minibatch vector-based supervised k-value no
CW graph-based unsupervised none no
SeqClu graph-based unsupervised none yes
DCSG graph-based unsupervised none yes

3 Results and discussion

3.1 Setup of experiments

For the conducted experiments, natural language preprocessing in
form of sentence extraction, stop word removal and baseform reduc-
tion has been applied to all of the used documents. The according
output was used as standardized input for all algorithms tested. In
addition, the co-occurrence graph G has been built on sentence-
based co-occurrences measuring the distance between terms by the
reciprocal significance value. The significance value itself is deter-
mined using the DICE-coefficient. All small sub-graphs from the
original co-occurrence graph have been removed finding the largest
connected sub-graph within G in order to obtain a consistent single
graph G. The graph is stored in an embedded graph database using
Neo4j [25] where each node represents a term and the edges are an-
notated with their significance and respective distance value. As the
vector-based algorithms don’t use a co-occurrence graph the TF-IDF
[26] matrix was created based on the documents term-vector, which
was extracted during natural preprocessing. The implementation
of k-means, k-means++ and mini-batch were realized by using the
python-based machine learning programming library scikit-learn
version 0.23. The Chinese Whispers algorithm was taken from the
ASV Toolbox [27] from the university of Leipzig and is written
in Java. SeqClu and DCSG algorithms were both implemented
using the Java programming language. All experiments have been
performed on ten workstations with identical hardware specs.: Intel
Core i7-7700K CPU @ 4.20GHz and 16 GB Memory

3.2 Used corpora and parametrizations

The conducted experiments were performed over corpora consisting
of 40,60,. . . ,260,280 documents and for each corpus the tested algo-
rithms did run 100 times in order to obtain statistical relevant results.
The corpora each contained a random number of equally distributed
documents of the categories politics, cars, money and sports of the
German newspaper ”Der Spiegel”. The documents themselves were

each tagged by the author with their respective text category and
therefore can be used as a gold standard in order to evaluate whether
a document has been clustered correctly or not. Table 2 shows the
parametrizations that were used for the individual algorithms.

Table 2: Parametrization of used algorithms

Algorithm Parametrization

K-means, K-means++ Number of output clusters (k-value): 4
Initial cluster center: random
Number of iterations: 100

Minibatch Identical to K-means
Batchsize: 100
Number of samples (init): (3 ∗ batchsize)

CW Number of iterations: 100
Mutation rate: 0.0

DCSG No initialisation required

SecClu Initialisation: antipodean documents
Dynamic threshold

3.3 Clustering Quality

Evaluating different clustering algorithms is difficult. Commonly
used external evaluation measures, e.g. the f-measure or rand index,
penalize false positive and false negative decisions. If the number
of output clusters exceeds the number of classes it will result in a
quality trade-off. Especially the tested graph-based clustering algo-
rithms don’t require a pre-defined k-value and break this condition
by exceeding the number of output clusters. In order to limit the ef-
fect of quality trade-off the purity is preferred over other evaluation
measures as it does not penalize if the number of output clusters is
bigger than the number of class labels. The purity was calculated
for each of the tested corpora and algorithms by

purity(C,M) =
1
N

∑
k

max
j
|ck ∩ m j| (2)

with N as the total number of documents, the set of clusters
C = {c1, c2, · · · , ck} and M = {m1,m2, · · · ,m j} as the set of classes.
For each cluster ck we determined the class m j with the most mem-
bers nk, j in ck and then subsequently nk, j is summed up and divided
by N.

Figure 1 shows the total average purity of all algorithms. The
classical algorithms like k-means reside within a range of 0.7 to
0.8 exhibiting a good purity value. The graph-based algorithms,
even with lower purity values, still are close having average values
between 0.6 to 0.7.

It can be observed from Table 3 that for the standard algorithms
the purity in average is almost constant and independent of the
number of clustered documents.

The graph-based algorithms SeqClu and DCSG show, that their
purity values increase in quality at about 100 to 160 documents per
corpus. For SeqClu this behavior reflects that the co-occurrence
graph converges at about 100 documents. Each additionally added
document causes lesser changes to the co-occurrence graph resulting
in lesser changing centroid terms, that are used by this clustering
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algorithm for cluster determination. The DCSG also shows this
tendency as the knowledge of the graph that is used for clustering
also improves over time and stabilizes.

Figure 1: Comparison of average purity for different corpora sizes

Table 3: Average purity for each of the tested algorithms

# of doc. K-Means K-Means++ Minibatch CW SeqClu DCSG
40 0.75 0.81 0.71 0.84 0.69 0.65
60 0.74 0.80 0.72 0.79 0.64 0.67
80 0.74 0.79 0.73 0.79 0.66 0.67
100 0.74 0.79 0.73 0.77 0.69 0.65
120 0.75 0.81 0.74 0.78 0.70 0.71
140 0.76 0.82 0.77 0.77 0.72 0.70
160 0.78 0.82 0.75 0.76 0.73 0.72
180 0.81 0.83 0.77 0.74 0.75 0.75
200 0.81 0.85 0.79 0.76 0.74 0.71
220 0.83 0.86 0.79 0.74 0.75 0.73
240 0.85 0.87 0.80 0.75 0.75 0.77
260 0.85 0.88 0.80 0.72 0.74 0.71
280 0.87 0.88 0.79 0.75 0.75 0.74

Avg. total 0.79 0.83 0.76 0.77 0.72 0.71

3.4 Cluster-sizes and number of clusters

As the purity can be influenced by having a large number of clusters
- in worst case one cluster per document - it is required to take a
closer look at the number of clusters and documents per cluster.
This effect mainly has an effect to the graph-based algorithms as
they expose in contrast to the standard algorithm (k = 4) a larger
number of output clusters. As the SeqClu algorithm is in the authors
focus of research the investigations were focused on this algorithm
and resulted in the following two main observations:

1. The average cluster size in average is almost constant between
4 and 5 documents per cluster and

2. the number of clusters is slowly increasing from 20 to 50 for
the tested cluster sizes from 40 to 280 documents.

In general, it can be concluded that the knowledge growth at this
point seems to be not converged or the parametrization needs to be
finer grained, as all the tests were using standard parametrization.
In order to reveal possible indicators and starting-points for further
optimization, the tested corpora were manually examined regarding
the clustering result and the individual correctness of the clusters,

even if the gold standard suggested number of output clusters is
exceeded.

After examination the following commonly occurring observa-
tions have been made for the major number of tested corpora:

1. Homogenous Clusters
Homogenous Clusters are found 4 to 5 times in average, hav-
ing 10-20 documents with 100 percent accuracy and reflect an
actual topic the documents focus on. Those clusters contain
exactly one category and in addition, the topical relatedness
within that category is identifiable. For example, a cluster of
category “sports” can be clearly related to the topic formula 1
racing by the document centroids (number of occurrences in
brackets): Season (3), Schumacher (8), Race (5)

2. Heterogeneous Clusters
Heterogeneous Clusters occur in 1 to 2 clusters at a size of
10-20 documents of mainly two mixed topics. It could be
observed that in some cases the centroid term that mainly
influences the categorization of a document is generic. For
example, terms like Euro, Zahl or Percent are very hard to
map to a certain category. The according document could be
related to Money, Politics or even Sports. In general, it seems
difficult to identify the main scope of a cluster automatically
for heterogeneous but also homogenous clusters. An accord-
ing algorithm must be able to identify the topic and in case
of having a heterogeneous cluster, differentiate between the
mixed topics, which could occur on term level, which is focus
on further research.

3. Border Clusters
Border clusters occur at a varying number of times, depend-
ing on the topics within the corpus. These cluster types have
an average size of 5-6 documents dominated by exactly one
topic, but also having a single document of a different topic
within. For example, the cluster may contain the centroid
terms {War(2), Irak(2), USA(1)} of category politics, but one
document with centroid {Beginning}. The politic topic (War,
Irak, USA) can be clearly identified as the main topic for this
cluster. In this example the document with the centroid Be-
ginning cannot be accurately assigned to a single topic. The
actual document refers to the beginning of a voting process
regarding enrolment fees at the beginning of the semester. As
the term {Beginning} also makes sense if related to the begin-
ning of war between US and Irak the cluster has its border
to a different topic marked by this term. Border clusters are
interesting due to the fact that they mark the border between
somehow topical related areas in the graph. This might be
used e.g. within a search engine to lead the searching user to
adjacent fields of knowledge.

4. Single document clusters
Single document clusters are clusters formed by single doc-
uments that could not be assigned to any other cluster by
exceeding the dynamic threshold used in SeqClu. In very
early steps there might be not as many clusters with clearly
defined topics that could lead into the creation of these new

www.astesj.com 25

http://www.astesj.com


M. Hloch et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 21-28 (2021)

clusters. As SeqClu is a single linkage algorithm it is prone
to outliers. Further research in order to mitigate this problem
has to be done in future work, e.g. by merging the single
document cluster with a larger cluster within a short distance.

Putting things together it can be concluded that the graph-based
clustering algorithm performs very well regarding purity. As the
number of output clusters is greater than the gold standard suggests,
the differentiation of different topics is much closer to real world
applications. In contrast, the standard algorithms gain a high pu-
rity. But when manually evaluating the clustering results topical
differences are not detected.

3.5 Pure clustering performance

Figure 2 shows the pure execution time of clustering different corpus
sizes for all standard and graph-based clustering algorithms, except
DCSG.

Figure 2: Pure execution time for clustering

In general, it can be concluded that the Minibatch algorithm
performance is outstanding in comparison to the other algorithms
even for larger corpora. As the Minibatch algorithm is designed
especially for larger datasets, it is not surprising that it performs that
well and faster than k-means and k-means++.

The graph-based SeqClu algorithm shows a linear increasing
execution time for the pure clustering. It is also very fast in compari-
son of the other algorithms as it benefits from a caching mechanism
of shortest path calculations that is used during the initial cluster
initialization.

Figure 3 shows the overall execution time including all prelimi-
nary initializations for DCSG and SeqClu. In case of SeqClu and
DCSG require, due to their focus on non-real-time applications
and their heavy use of graph-based distance calculations, additional
computations while clustering or during initialization. In case of
the DCSG algorithm, that works on a sentence-based manner, a
huge amount of distance determinations has to be performed which
results in a high computation time of up to approx. 17 hours on
280 documents. As the scope of DCSG is not to be tremendously
fast but trying to find an accurate representation of knowledge this
performance drawback is not essential for the entire quality of the

algorithm. Further investigations are beyond scope of the authors
work and therefore not subject of this paper. SecClu’s execution time
in comparison to DCSG is about 2 hours in case of 280 documents.
It is mainly influenced by the calculation of the nearest neighbors
and number of documents used during the determination of initial
clusters (antipodean documents). Especially the determination of
antipodean documents leaves space for improvements.

Figure 3: Execution time SeqClu and DCSG (initialization and clustering)

Figure 4: Execution times for initialization of SeqClu and SeqClu-100

The conducted experiments therefore have been performed by
comparing the execution time for SeqClu using all available docu-
ments during initialization versus SeqClu-100, using only the first
up to 100 randomly chosen available documents instead. It can be
concluded (see Figure 4) that depending on the corpus size up to
approx. 70 minutes of computational time could be saved for the
tested corpora using SeqClu-100.

It is expected that co-occurrence graph converges at about 100
documents and can be considered as stable. When using 100 ini-
tial documents – even if randomly – chosen, the graph therefore
is considered as stable and side-effects, e.g. on clustering quality
should be negligible. Therefore, the purity has been also determined
(Figure 5) concluding that there is no overall negative impact of
using only 100 random documents for finding the two initial clusters
on clustering quality.
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Figure 5: Comparison of purity for SeqClu and SeqClu-100

Further experiments also showed that the average cluster-sizes
and number of output clusters do not change significantly and limit-
ing the initialization of SeqClu to 100 documents is a performance
enhancement which is reflected by having a better overall perfor-
mance.

4 Conclusions

The provided work compares novel graph-based clustering algo-
rithms against well-known vector-based algorithms. All algorithms
were investigated regarding their clustering quality and general
performance. The results show that the vector-based algorithms gen-
erally perform at a higher speed in contrast to the examined graph-
based clustering algorithms. In contrast, the classical approaches
such as the k-means algorithm forces the user’s intervention a-priori,
which limits the use cases where the user is able to investigate into
the input data before actually clustering is applied. In contrast, the
graph-based clustering algorithms show that a good categorization
without the preliminary of a k-value requirement is possible. In
addition, it can be concluded that graph-based clustering provides
the property of having an associative representation - similar to
the human brain – of the clustered data. A topical differentiation
between individual topics subtopic is therefore much closer to the
actual way of thinking of the user in contrast to classical approaches.
The in-depth investigation into SeqClu’s clustering structure and
relations between the result clusters gained in further starting-points
for optimization. Additionally, it was shown by limiting the number
of documents during initialization that the performance of SeqClu
can be significantly improved without negative impact on the overall
clustering quality.
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 This paper makes a statistical analysis of some indicators that characterize the environment 
of students admitted to public and private Institutions of Higher Education i.e. university 
level institutions, presenting an overview to the distribution of these students in the key 
areas of study that these institutions offer such as: Arts, Agriculture, Natural Sciences, 
Social Sciences, Medical Sciences and Sports. 

The distribution is studied based on gender, residential area (city or village) and high 
school average. The study is undertaken to know and better understand the trends related 
to these indicators in the main areas of study mentioned above. A careful description of the 
figures from the stidy reveals typical features and explains better the situation. The purpose 
of the study is to see the impact of these factors on the study programs where these students 
have been declared winners. In this paper it will be introduced the two-step method (two 
steps cluster method) and it will be illustrated with an application on a database obtained 
from the State Matura (Center for Educational Services, Ministry of Education, Sports and 
Youth).  

The two-step cluster analysis identifies the clusters by first executing pre-clustering and 
then applying the hierarchical method until the final p clustering. Because of the ability to 
use a fast-clustering algorithm in advance, it can handle large data sets.  To evaluate the 
quality of the groups we used the value of silhouette measure of cohesion and separation. 
The software used to perform the analysis is SPSS, V 25. The criterion used to determine 
the groups is Schwarz's Bayesian Criterion (BIC). 
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1. Introduction 

Cluster analysis is an analytical technique used to classify or 
group data into finite and small number of groups, based on two 
or more variables. This analysis is a convenient method to identify 
homogeneous groups of objects or people who share the same 
characteristics [1]. There are several algorithms for cluster 
analysis and each of them aims to form groups based on 
calculating the measure of distance (measured distance) between 
observed individuals and observation groups. Grouping can be 
done according to individuals or variables. The data set consists 
of numeric, categorical or mixed variables, and different types of 

algorithms are constructed for each type of variable. Categorical 
data can be obtained from quantitative data or qualitative [2]. 
Cluster analysis applications appear in various fields. The data 
collected in the real world often contains both types of data, hence 
the mix. Traditional CA (Cluster Analysis) methods are difficult 
to apply directly to these types of data. In this paper we will use a 
method which can be applied simultaneously to mixed data [3]. 
Our paper focuses on the application of the two-step method of 
Cluster Analysis, which was developed in [4] to handle these 
types of data. The cluster analysis used is a two-step aggregation 
procedure in SPSS 25.0, which gives the user the ability to 
determine the appropriate number of groups, and then classify 
them using a non-hierarchical routine. This procedure is useful in 
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this particular situation due to the sample size and the large 
number of variables being analyzed. Also, Garson in 2009 
encourages the use of the two-step method for large data sets, 
using continuous and categorical data with three or more levels. 
The two-step aggregation method offers a particular advantage to 
leadership educators because of its ability to handle categorical 
variables such as gender, class level, and level of involvement,[5]. 
Like the K-means method this procedure can effectively handle 
databases that contain many records with data. From the name 
"Two-Step Cluster Analysis" it shows that the algorithm is based 
on two stages of approximation. The algorithm used in the first 
step is very similar to that of the K-means method. Based on these 
results, two-step cluster analysis leads to a hierarchical 
agglomeration method of CA, which combines objects 
sequentially to form homogeneous clusters [6]. Specifically, the 
two-step method of Cluster Analysis involves performing the 
following steps[7]: 

• Preliminary collection 
• Data collection in subgroups 

 
Pre-grouping individuals or records into smaller subclusters, 

this step uses a sequential cluster approximation. In this step the 
data is scanned one by one and it is decided whether the current 
record should be merged with the previously formed group or 
classified into a new group based on the distance criterion [8]. 
SPSS implements this procedure by constructing a modified 
Cluster of features a (CF) tree according to (Zhang et al., 1996). 
This (CF) tree consists of node levels, where each node contains 
a number of inputs determined by the variable modality. Exactly 
one of these entries represents the desired sub-cluster [9]. 
The model assumes that the continuous variables xj (j = 1, 2, . . ., 
p) are within cluster i independent normal distributed with means 
µij and variances σ2

ij and the categorical variables aj are within 
cluster i independent multinominal distributed with probabilities 
πijl, where (jl) is the index for the l-th category (l = 1, 2, . . ., ml) 
of variable aj (j = 1, 2, . . ., q). Two distance measures are available: 
Euclidean distance and a log-likelihood distance. The log-
likelihood distance can handle mixed type attributes. The log-
likelihood distance between two clusters i and s is defined as:               
 

             (𝑖𝑖, 𝑠𝑠) = 𝜉𝜉𝑖𝑖 + 𝜉𝜉𝑠𝑠− (𝑖𝑖, 𝑠𝑠)    (1) 
 
where 
ξ𝑖𝑖 = −𝑛𝑛𝑖𝑖 �∑

1
2
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ξ𝑣𝑣 can be interpreted as a kind of dispersion (variance) within 
cluster v (v = i, s,〈𝑖𝑖, 𝑠𝑠〉). ξ𝑣𝑣 consists of two parts. The first part 
−𝑛𝑛𝑣𝑣 ∑

1
2
𝑙𝑙𝑙𝑙𝑙𝑙�𝜎𝜎�𝑣𝑣𝑖𝑖2 + 𝜎𝜎�𝑖𝑖2� measures the dispersion of the continuous 

variables xj within cluster 𝑣𝑣 . If only 𝜎𝜎�𝑣𝑣𝑖𝑖2  would be used, d(i, s) 

would be exactly the decrease in the log-likelihood function after 
merging cluster i and s. The term is added to avoid the 
degenerating situation for 𝜎𝜎�𝑣𝑣𝑖𝑖2 = 0 
𝜉𝜉𝑖𝑖 might be interpreted as a distribution within the group. 
Similarly, agglomeration methods, hierarchical collection 
methods as well as clusters with the shortest distance are joined 
in the same stream. The log-likelihood function for step k is 
calculated as: 
 

 𝑙𝑙𝑘𝑘 = ∑ ξ𝑣𝑣𝑘𝑘
𝑣𝑣=1                 (5) 

 
This function 𝑙𝑙𝑙𝑙 might be interpreted as distribution within 

groups, but not exactly as the log-likelihood function. Where only 
non-geometric variables are used, 𝑙𝑙𝑙𝑙 becomes entropy within the 
number k of the groups. 

The number of groups is given in advance and at each step of 
the procedure, this number is evaluated through two criteria which 
at the end automatically determine their number. Akaike Assessor 
Information Criterion (AIC) and Bayesian Information Criterion 
(BIC), which are determined by equations (6) and (7): 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙 = −2𝑙𝑙𝑙𝑙 + 2𝑟𝑟𝑙𝑙               (6) 
 

𝐵𝐵𝐴𝐴𝐴𝐴𝑙𝑙 = −2𝑙𝑙𝑙𝑙 + 𝑟𝑟𝑙𝑙log𝑛𝑛      (7) 
 

where 𝑟𝑟𝑙𝑙 represents the number of independent parameters, lk is 
the distribution within groups, k is the number of intermediate 
groups and n is the number of individuals [10]. 

Since the database with which we will work contains both 
continuous data and categorical data in our study we will use 
exactly the log-likelihood distance, which assumes that 
continuous variables have normal distributions and categorical 
variables have multinomial distributions. All variables are 
assumed to be independent just as individuals are. Most 
applications include variables that are somewhat related, so the 
Two Steps Cluster method is the best approximation to reality 
[11].  
2. Purpose 

Since 2006 in Albania with the development of educational 
reform the admission of students to Higher Education Institutions 
(IALs) has become more massive and universities, both public 
and non-public, have opened their doors to a large number of 
students by implementing thus the constitutional right of every 
Albanian citizen to be educated. From that year onwards, in 
addition to the existing fields of study, with the increased demand 
over time, a number of new fields of study have opened up and 
gained momentum, which have arisen as a need to the labor 
market. The purpose of this paper is to provide an overview of 
students admitted to IAL-s of the Republic of Albania, not only 
according to the respective densities in each program or 
university, but deepening further to simultaneously look at other 
characteristics of these students. One such example is the way 
they are distributed by gender, origin: by city or rural areas or 
even by the results achieved during secondary education, which 
in the database we will use, are reflected through their average for 
all years of high school. The intention is not only to give 
numerical data, but also to have a detailed look to see if there is 
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any connection between these indicators or if this distribution is 
random.  

In other words, the purpose is to study if there is any 
connection between the student's gender and the program in which 
he/she is admitted. The secondary aim to this paper can be to help 
the relevant policy-making bodies, to improve secondary and 
higher education policies: the first by increasing the quality of 
curricula and infrastructure and the second by enriching 
departments with contemporary curricula, in order to meet the 
requirements of all students. This in turn would be seen as a 
challenge by students motivating them to see not only academic 
achievement and school learning, but also their satisfaction, and 
commitment to lifelong learning. This would also motivate them 
to open new doors and provide the right resources to achieve 
unquestionable academic success [12]. At last, this study can help 
all students studying outside Albania, giving an incentive to come 
and contribute to their country. 

3. Database description 

The database used in this study was obtained from the Center 
for Educational Services, part of  Ministry of Education, Sports 
and Youth. This database contains all students enrolled in the first 
cycle of studies in 2017, in public and non-public universities of 
the Republic of Albania. The database consists of 22418 
individuals and each individual is described by 4 independent 
variables, which are: study program, gender, high school average 
and type of residence, city or village. 

The study programs are grouped according to the main fields 
of study such as: arts, agriculture, medicine, natural, social, sports. 
This collection is made in order for higher education institutions 
that offer study programs in each of these fields to be able to 
improve strategies to attract as many students as possible. 

4. Experiment Results 

As a start, the two steps method was used to identify the 
possible groups that are created by combining the modalities of 
gender, study program, student background (city or village) and 
the average achieved by them during the years of preuniversity 
education. The number of groups was given in advance equal to 
15 and the Schwarz'Bayesian criterion was used to estimate the 
number of groups. Table 1 presents the results provided by SPSS 

4.1. Auto-Clustering 

Table 1: Self-collection table 

Number of Clusters Schwarz's Bayesian 
Criterion (BIC) 

1 128265.515 
2 104392.007 
3 84160,103 
4 67257.631 
5 56414.898 
6 47470,884 
7 40938.323 
8 35713,380 

9 31882.708 
10 28820.460 
11 26626,089 
12 24793.313 
13 23030.864 
14 21421,162 
15 19901.124 

From the table it is noticed that the values obtained by the 
criterion starting from cluster 1 and then for the second cluster 2 
to cluster 10 have a significant difference. Starting from cluster 
11 to cluster 15it can be noticed that the difference between the 
values that this criterion takes passing from group to group is 
negligible. Based on this criterion, the method itself proposes that 
the division into 10 clusters is the most appropriate. 

 
Figure 1: Number of groups based on grouping criteria 

  
Figure 2: Number of groups based on grouping criteria 

Another analysis, screen plot (see figure 1), confirms the 
above conclusions: the graphical representation of the pairs 
(number of gropuos - Criterion BIC) is in the same order as in 
table 1. Usually a suitable r can be found from the points where 
the gradient of the curve (curve) begins to become "flat" (See the 
position where this graph starts and becomes "flat"). In figure 1 a 
full screen can be seen, which graphically represents the 
variability of BIC values and serves to select the appropriate 
number of groups. It can be noticed that the best number of groups 
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is equal to 10 because the values of the BIC criteria differ very 
little per k≥10. 

 
Figure 3: Group size, pizza graph for relative density of students in groups 

                            

 
Figure 4: Weight of variables 

 

Using the two-step method resulted in another important 
graph, figure 2 which shows that the individuals are divided into 
10 groups based on 4 factors; gender, program of study, 
background and grade average. Also, the value of the silhouette 
indicator (the value of silhouette measure of cohesion and 
separation) which is less than equal to 0.5, shows that the 10 
groups are well distinguishable from each other. The clustering 
can be called fair if the Silhouette measure of cohesion and 
separation is between 0.2 and 0.5. So, it can be noticed that the 
quality of the cluster is good because the mass of the silhouette of 
cohesion and case separation is close to the coefficient 0.5. It is 
orderly to emphasize that, if this indicator were less than 0, then 
this grouping would not make sense. Remember that the silhouette 
measure of cohesion and separation is an important indicator. 
Figure 3 shows the distribution of students expressed as a 
percentage in each group. 

From figure 4, it can be noticed that the average grade has 
influenced more for the formation (difference) of the groups while 
the other three variables (study program, origin and gender) are 
ranked lower according to their importance in the writing order. 

Using the step method resulted in another important figure, 
figure 6 which presents some characteristics for the 4 factors that 
describe the individuals of each group. 

Some characteristics for each group are presented as follows: 

• cluster 1-consists of 2269 students (or 10.1%), where all 
students are male. These students have chosen social field 
study programs and all come from the city with a grade 
average from high school equal to 7.29. 

• cluster 2- consists of 5512 students (or 24.6%), where all 
students are female. These students have chosen socially 
oriented study programs and all come from the city with a 
grade average from high school equal to 7.74. 
From this result it can be concluded that most of the female 

students coming from urban areas are oriented towards fields of 
study with social profile, and that their results during secondary 
education are not among the highest. 

 

Figure 5:  Distribution of variables in cluster 5 
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Figure 6: Groups 

• cluster 5- it can be seen that the only students who have 
chosen to study in the fields of study of agriculture are 
gathered. It turns out that all these students are males from 
urban areas and it is also worth noting that this is the group 
with the lowest average. This conclusion is somewhat in 
contradiction with reality, as it would be more natural for 
students coming from rural areas to be oriented towards 
agricultural programs. Furthermore, for the group (cluster 5) 
as noticed in the cell distribution for the study program 
variable, they take the graph shown in Figure 5. What can be 
noticed is that, in this group there are also students who have 
chosen to study for arts and for sports. One of the reasons that 
these students are included in this group is that their number 
is very small and their averages during higher education are 
generally low (see figure 5). 

• Cluster 10- consists of 696 students (or 3.1%) where the 
largest number are male students. These students have chosen 
medical-oriented study programs and all come from urban 
areas with a high school grade point average of 7.74. 
Naturally the question arises, why is this number so small? 
From the results presented in figure 6 there can be 

distinguished some similarities or differences between the groups 
formed. It can be seen that cluster 1 and cluster 4, consist of 

female students who have chosen to study in socially oriented 
programs. These two groups differ by origin (city / village) and 
the latter come with a grade average (7.53) higher than those of 
group 1 (7.29). What is worth noting is the fact that the average 
during higher   education in the fourth group is higher than in the 
first group. (see box plot, figure 7) 

 
Figure 7: Comparison of clusters 1 and 4 

It can be noticed that the females that make up cluster 4 have 
a higher average grade than the average grade of the males of 
cluster 1. The average grade of cluster 1 is closer to the overall 
grade average (7.76). This means that, the fourth group has higher 
performance than the first group in relation to this variable. Some 
of the reasons that can lead to this result are: higher accountability 
and demand from the teachers in urban areas, fictitious grading in 
rural areas, or simply the personal inclination of these students. 
Based on this result, it is up to the authorities, to make further 
studies to see if this fact is influenced or is natural. 

In figure 6 it can be seen a cluster, which is cluster 3, where 
male students are gathered, who have chosen to study in study 
programs with natural direction and who come from rural areas, 
but there is not a such group with female students. So, none of the 
female students coming from rural areas have preferred or 
succeeded in winning these programs.  

There is also cluster 6, where female students who have 
chosen to study in medical study programs originating from rural 
areas are gathered. It is worth noting that there is not a such group 
of male students. So, none of the male students coming from rural 
areas have preferred or succeeded in winning these programs. 
Another interesting fact to note is that the number of female 
students who have chosen to study in socially oriented study 
programs whether they come from urban or rural areas is 
significantly higher than the number of male students who have 
chosen to study in study programs in this regard. To prove this 
fact, it is enough to compare cluster 2 and cluster 4 with cluster 1 
and see that the number of cases that have been collected in groups 
2 and 4, the sum of cases is almost three-fold the number of cases 
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collected in group 1. This result is a fact that shows the natural 
tendency of women towards social sciences. 

Let’s remain in figure 6 and cluster 7 with cluster 8 the 
number of cases included in each group does not change much 
(respectively 3250 with 2919 cases). In these groups there are 
gathered male students who have chosen to study in study 
programs with natural direction, who come from urban areas 
(cities) and have an average of group 7.69, in cluster 7 and all 
female students who have chosen to study in study programs with 
natural direction and coming also from urban areas, but with a 
group average of 8.58. So, it can be observed that group averages 
have a significant difference (see figure 8). The same 
phenomenon is observed if a comparison between cluster 9 with 
cluster 10 is done (see figure 9). 

 
Figure 8: Comparison of clusters 7 and 8 

 
Figure 9: Comparison of clusters 9 and 10 

In the first there are gathered female students who have 
chosen to study medical study programs, coming from urban 
areas, with an average of 8.32 and in the second there are gathered 
male students who have also chosen to study in medical study 
programs, with average 7.74. Again the difference in the means 
of these two groups is considerable. Can it be concluded that 
women are more intelligent than men? Based on the database we 
have taken in the study, this fact can be confirmed. To reach a 

more grounded conclusion it will be necessary to perform the 
analysis for several years in a row, and if a similar result is 
obtained, then the statement that "men are more intelligent than 
women" would be rejected. In the following, figure 9 and figure 
10 graphically give what was just described in words above. 

5. Conclusions 

As mentioned above, the purpose of this paper is to provide 
an overview of students admitted to IAL-s of Albania not only 
according to the respective densities in each program or 
university, but further deepening to simultaneously see the other 
characteristics of these students, for example how they are 
distributed by gender, origin: from the city or from rural areas or 
even according to the results achieved throughout secondary 
education 

At the end of the analysis, it can be reached to some 
conclusions which may be interesting: 

The most important variable in creating clusters is the 
average. Female students from urban areas are oriented towards 
socially oriented study programs. Male students coming from 
urban areas do not, based on the analysis, prefer medical-oriented 
study programs. Female students who come from rural areas and 
have chosen socially oriented study programs have better high 
school results than same-sex students who have chosen the same 
major but who come from urban areas. All students who have 
chosen to study in agricultural study programs are male and come 
from urban areas. These students make up the group of the least 
grade average from high school. In natural and medical study 
programs, female students coming from urban areas have a higher 
average than male students coming from the same areas. No 
female students coming from rural areas have chosen or managed 
to win in natural study programs. 

No male students from rural areas have selected or succeeded 
in earning medical degree programs. Female students coming 
from both rural and urban areas have chosen to study mostly in 
socially oriented study programs. Thus, showing the natural 
inclination of women towards the social sciences. It can be noted 
that all these results are valid for the database taken in 
consideration in this study. To see if these results can be 
generalized or not, the study should continue with the admissions 
in the IAL-s of the Republic of Albania in different years in other 
time spans or continuous years. This broader study is also 
authors’s goal for further work and study. 
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 The new generation of mobile communications and the recent advances in data 
management are going to enable a fast transformation in the health sector of many 
countries. 5G networks, with superior technical characteristics, would allow the 
development of a new set of application and services gathered under the concept of eHealth.  
In this article we propose a remote monitoring system based on 5G networks that would 
allow to provide a varied set of medical services from long distance. However, for achieving 
an optimal performance, the network must guarantee high bandwidths and low latencies, 
at the time that a massive number of devices and its corresponding generated data are 
handle efficiently. Consequently, an appropriated system architecture and data model 
structure are proposed, taking into consideration the high security requirements that any 
health-related application or service inherently implies.  
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1. Introduction 

Today, health systems in many countries are facing some 
important sanitary challenges regarding an increasingly aging 
population, the rise of chronic diseases and the Covid-19 
pandemic. In this context, the digital transformation of the health 
sector with the development of new services supported by the latest 
technological advances is considered as an indispensable way of 
saving expenses, optimizing the resources of the sector, and 
obviously improving the populations welfare. As a result, concepts 
such eHealth and technologies as 5G or IoT have become essential 
elements in this digitalization process. 

Most of the new and innovative applications and services that 
are expected to appear in the following years would arise from the 
combination of 5G and IoT and would be generally supported on 
Big Data and Artificial Intelligence techniques. Among them, 
remote patient monitoring systems would be one of the most 
popular and deployed applications. 

This paper is an extension of the paper "5G networks in 
eHealth services in Spain: remote patient monitoring system", 
originally presented by the authors  in the 2020 IEEE Engineering 
International Research Conference (EIRCON) [1]. In addition to 
the results and achievements presented in [1], in this current article 
we  deepen in the theorical concepts behind the solution proposed, 
emphasising the  role of 5G networks. Although the general system 
architecture is the same as the one presented in [1], this paper 

extends its study providing a more detailed description of the 
involved elements and their function within the system. Finally, 
and in addition to the initial results gathered in [1],  the security 
and data privacy of the remote patient monitoring system proposed 
is analysed.  

1.1. The remote patient monitoring service: definition and 
communication requirements   

Remote patient monitoring (RPM) is an eHealth application 
that consists in the monitorization of a patient's health state with 
sensors, wearables or medical devices that measures vital and 
contextual parameters such as temperature, pulse, sugar or oxygen 
in the blood, among others [2]. Moreover, the term RPM also 
includes the applications and platforms that allows the analysis of 
medical data by means of BigData and artificial intelligence (AI) 
techniques to provide self-consultation and evaluation by doctors. 
In general, these applications are especially designed for the 
monitoring and follow-up in real time of patients with different 
illnesses, although the uses of RPM systems can be directed to 
other use cases such as the follow-up of post-operative processes. 

According to the predictions done by STL Partners [3] remote 
patient monitoring applications would be one of the main eHealth 
services in the next decade, experimenting a tremendous growth, 
following the trends of a more personalized and continuous home 
centric health care. In addition, and thanks to the use of 5G 
networks, the forecasts determine that the adoption of these kind 
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of applications could lead to more than 50 Billion USD of global 
annual cost savings for the health sector by the year 2030 [3]. 

However, these kinds of applications impose important 
communications requirements being the availability of a wide 
coverage area the most important one, as it is mandatory for a 
remote patient monitoring system to connect all the agents that 
might be involved such as patients, doctors, caregivers, or even 
patients´ family members [4]. Nevertheless, it is also crucial to 
consider the network's capacity to efficiently manage a large 
number of connected devices, as the network that supports the 
system must be able to handle an increasing deployment of devices 
without impacting the service performance. In this line, the 
security and reliability of the data transmitted must be guaranteed, 
as well as the continuity of the service so that patients are 
monitored at all times. Special attention must also be paid to 
coverage in indoor environments, as most of the sensors and 
devices deployed will be located in these environments [4]. On the 
other hand, both energy consumption and battery life of the devices 
are critical aspects to consider in order to have self-sustaining 
connected devices, whose batteries are adapted to the duration of 
the medical processes. Likewise, remote monitoring aplications 
imposes requirements related to high-speed mobility, especially in 
the case of emergency situations. 

In the following table the main communication requirements 
can be summarized. However, it is worth mentioning that these 
would considerably depend on the medical service derived from 
the system. 

Table 1: Technical requirements of RPM systems [5]-[7] 

Use case attribute Value 

Throughput < 1Mbps 

Latency <50ms 

Reliability 99,99% 

Number of devices 10-104/km2 

Battery duration (use 
case dependant) 10 years 

Security Critical 

Mobility 0-500 km/h 

Coverage Important, including indoor 

Indoor coverage 
No critical  

1-10 m horizontal, < 3m vertical  

1.2. Organisation of this paper 

This paper is structured as follows. In section 44 we have 
provided the definition of remote patient monitoring as well as an 
analysis of the requirements imposed by these types of systems. In 
section 2 we study the main technologies involved in the provision 
of the connectivity required in RPM systems whereas in section 3 
we present a RPM system architecture based on 5G networks. 
Afterwards, in section 4, a data model for the adequate treatment 
and management of the data in the system is proposed. In the next 
section, two crucial aspects such as the security and data privacy 

of the system are reviewed playing special attention to the 
advantages of 5G in this context and the possible additional 
measures that could be taken. Finally, in section 6,  the conclusions 
of the paper are presented. 

1.3. Related projects and papers 

The development of 5G networks as well as the possible 
services derived from them are still in an early stage, moving from 
the commercial verification period to the small-scale deployment 
of certain solutions. Consequently, to the best of our knowledge, 
there are no commercial systems or solutions such as those 
proposed in this paper, although it is true that in the specialized 
literature, we do find truly interesting proposals. 

In [8], the authors present a continuous monitoring system 
based on 5G networks using wearables and sensors. The devices 
measure certain vital parameters and via Bluetooth, they send the 
captured data to the smartphone, which then forwards the data to 
external servers through 5G networks. In this project, they also 
propose an intelligent algorithm for decision making and alert 
generation based on the evaluation of the measured parameters. On 
the other hand, in [9] they propose a remote monitoring system for 
smart environments based on IoT and on the existing 4G network 
infrastructures. In this article, they analyse the communication 
requirements of the system, especially those referred to the 
bandwidth, and perform a detailed study of the communication 
protocols. In this context [10] designs a home monitoring system 
based on 5G networks and Edge computing with the scope of 
treating remotely chronic diseases and to promote active aging, in 
line with the developments and advances reported in [11]. From 
another perspective, in [12] they also propose the joint use of short-
range networks and mobile networks, as an optimal way to develop 
a remote monitoring system, putting in this case special emphasis 
on the security of the system and its vulnerabilities. Finally, and 
with a more general approach, in [13], in addition to a complete 
review of 5G technology and its applicability to the healthcare 
sector, they propose a 5G network architecture capable of 
supporting multiple medical services, including patient 
monitoring. The system is characterized by the joint use of small 
cells and macro cells and the deployment of computing and 
processing servers in the edge. The requirements that eHealth 
applications impose on telecommunication networks and, in 
particular, the suitability of 5G networks to meet them are also 
presented in [13]. 

2. Connectivity Technologies 

The development of eHealth services and applications, like the 
one we are analysing in this paper, would appear from the 
combination of 5G and IoT. However, it is worth mentioning the 
important role that Big Data and Artificial Intelligence techniques 
and algorithms would play regarding the intelligent analysis of the 
data generated by these systems. Indeed, the role of data treatment 
and management platforms is considered indispensable, as they 
provide a secure and ubiquitous source of information for the 
consultation of the generated data among all the agents involved in 
a particular service [2]. 

However, in this section we focus on the main connectivity 
technologies involved in the provision of remote patient 
monitoring systems. These technologies must take into 
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consideration the requirements defined in section 1.1 and must 
satisfied them properly. 

2.1. 5G  

5G is the new paradigm of wireless communications designed 
to support a wide variety of services. 5G networks improve 
considerably the performance of the previous generations of 
mobile communications thanks to the introduction of a new radio 
interface known as "the New Radio" (NR) and the redefinition of 
the core of the network resulting in the 5GCN (5G Core Network) 
[14].  

In addition, the 5G system is defined as a service-based 
architecture (SBA) that through the recent advances in network 
function virtualisation (NFV) and software-defined networking 
(SDN) allows a flexible usage and configuration of network 
functions. As a consequence, different use cases with very diverse 
requirements can be defined by means of network slices and 
consequently multiple verticals can develop their services within a 
single physical infrastructure [15].  

The new frequency bands, which include the ultra-high 
capacity mmWaves, the new waveform used, the utilization of 
massive MIMO techniques, or the use of heterogeneous access 
networks, which supports non 3GPP standardised access networks, 
jointly with the improvements in the network architecture, allows 
5G networks to offer the following characteristics [1]:   

• Guaranteed user data rate of 100Mbps in DL and 50 Mbps in 
UL with peak rates of 20Gbps.  

• 1/10 X in end-to-end latency, reaching delays of 1 ms. 

• Service transmission reliability of >99.999%  

• 1000 X in number of IoT devices reaching a density of 1 
million terminals/km2 

• 1/10 X in energy consumption 

Finally, it is worth mentioning the recent advances in Multi-
access edge computing (MEC) technology regarding 5G networks. 
This concept enables to bring cloud computing processes and 
storage (typically performed in the core of the network) closer to 
the final users. Running these processes in close proximity to end 
users, for example in the 5G base stations, reduces network 
congestion and improves applications performance by providing 
faster and more reliable connections with lower latencies [16]. 

 Why 5G? 

The characteristics and advantages of 5G networks in the 
provision of medical services can be summarized in the following 
points: 

• Reliability and security. The ultra-reliable connections of 5G 
networks are the main driver for the utilization of this 
technology for the development of eHealth applications as 
patient´s data privacy and service continuity can be 
guaranteed. Network slices isolation, advanced data 
encryption techniques and the new and improved 
authentication mechanisms contribute to this objective. 

• High performance. As we have stated in the previous section, 
5G networks provide high average data rates and ultra-low 
latencies, fulfilling the requirement of a wide majority of 
medical services, including the one we are analysing. Massive 
MIMO with 3D beamforming and Edge computing and MEC 
(Multi-access Edge Computing) platforms are some of the 
innovations included in this field of action. 

• Ultra-high Capacity. With up to one million of devices per 
Km2,5G networks can efficiently manage the simultaneous 
connections of multiple medical devices from multiple users. 
Beside this, these networks provide 90% reduction in energy 
consumption with 10 years of battery life for low power IoT 
devices. 

2.2. IoT 

IoT ("Internet of things") consists in the grouping and 
interconnection of devices and objects through a network. As we 
can infer from this definition, RPM systems can be classified as an 
IoT application, in which the technology chosen for the provision 
of such connectivity would be 5G [1]. In 5G networks, we can 
define different categories of IoT according to their requirements 
[17]: Massive IoT, Broadband IoT, Critical IoT and Industrial 
Automation IoT. The characteristics of RPM system can be 
included within the framework of the massive IoT and Broadband 
IoT. 

 Massive IoT 

Massive IoT intends to provide connectivity to a very large 
number of devices that transmit and/or receive small volumes of 
data. These devices, that frequently rely on battery power supply, 
are usually low-cost and can be located in remote places with little 
coverage [18]. 

In this context, LTE-M (LTE-MTC) and NB-IoT 
(Narrowband-IoT), both standardized by the 3GPP [19], fulfil all 
5G requirements from both ITU and 3GPP for massive machine 
type communications. Although they are both LTE technologies, 
they are designed to coexist within the new 5G NR, thanks to 
techniques such as Dynamic spectrum sharing (DSS),  defined in 
Release 15, and the numerology used by the sub-carriers, 
compatible with the NR. 

Table 2: Technical comparison of NB-IoT and LTE-M [18]. 

Characteristics NB-IoT LTE-M 

Bandwidth 180 KHz 1.4 MHz 

Subcarrier bandwidth 15 KHz 15 KHz 

Peak data rate 250 Kbps 1 Mbps 

Latency 1.5-10 s 50-100 ms 

Battery duration (use case 
dependant) +10 years 10 years 

Operation mode FDD FDD/TDD 

Voice support No Yes 

Coverage DL (MCL) 164 dB 164 dB 
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Coverage UL Gain: 
20dB 

Gain: 15 
dB 

Indoor coverage Excellent Good 

 Broadband IoT 

Broadband IoT is a category of IoT developed from mobile 
broadband communications (MBB). The introduction of 5G with 
the NR and the new frequency bands, allows offering IoT services 
with  higher data rates and lower latencies than those offered by 
mIoT technologies, reaching peak values of tens of Gbps in 
transmission and latency values of 5ms [17]. Currently, many 
broadband IoT applications are being developed due to the already 
mentioned combination of MBB features (high bandwidth, high 
transmission speed, low latencies) with the characteristics of IoT 
services (wide coverage range, energy efficiency). 

In this context, it is worth mentioning that the 3GPP as part of 
Release 17 [20], has introduced a new concept defined as the 5G 
NR-Light. It consists in a set of modifications of the 5G NR in 
order to reduce its capabilities to efficiently develop a set of IoT 
applications that will require devices more complex than those 
used in mIoT (massive IoT) communications but less complex 
than those used in 5G NR. These devices are usually going to be 
wireless industrial sensors (with low latencies and moderate 
transmission rates), video systems, high-capacity wearables, and 
patient monitoring systems. 

3. RPM system architecture 

Remote patient monitoring systems (RPM), as previously 
discussed, allows the monitoring of an individual's health status 
using sensors and/or wearables thanks to the control and measure 
of certain relevant medical indicators and parameters. Currently, 
we can find some remote monitoring systems models and 
proposals (section 1.3) in which these devices use personal area 
networks (PAN) such as Bluetooth and local area networks as Wi-
Fi to connect to a hub (e.g. a smartphone) or a gateway. The data 
are collected and processed in mobile applications for smartphones 
that allow the patient to monitor and manage relevant medical 
information. 

However, these applications are generally not standardized and 
therefore the monitoring processes performed does not have the 
required medical rigor. The systems should be able to send, 
periodically, or in real time, this medical data to authorized third 
parties, in order to obtain a more exhaustive analysis involving 
healthcare professionals and the use of Big Data techniques. This 
will facilitate diagnosis and follow-up tasks without the patient 
having to travel to the hospital or primary care center. In addition, 
it would be possible to detect anomalous patterns in the data and 
activate alarms in emergency situations. 

Taking into consideration these aspects, an once we have 
described what is a RPM system and the main technologies 
involved, we present a possible system architecture based on 5G 
networks [1]. 

3.1. Functional high-level architecture 

The system we propose is an open multiplatform system, based 
on European standards, which will allow the continuous 

monitoring of the health state of patients, as well as the possible 
detection of new pathologies and new therapeutic approaches.  

The design of the network, responsible of providing the 
required connectivity, must be in line with the requirements of the 
proposed system where we highlight the massive creation of data 
by the end users (directly or indirectly) from multiple sources. In 
this context, the system and the network must guarantee the 
availability and security of the data so that the agents involved in 
the provision of health services can make use of the multiple 
applications and services that can be offered from the exploitation 
of these.  

In order to obtain an open and scalable solution, both the data 
model and structure and the IoT architecture are based on the ETSI 
reference architecture, particularly on the ITU-T Recommendation 
Y.2060 [21], which offers the description of a reference model for 
IoT applications. 

In the Figure 1 and taking the multilayer ETSI reference model 
as a reference, the functional high-level architecture of the system 
proposed is presented. 

 
Figure 1. Architecture of the proposed RPM system together with the ETSI 

reference layer model [1] 

3.2. Architecture description 

In this subsection we provide a detailed description of the 
different layers that define the system. The security and data 
privacy module, which covers all the layers of the system, will be 
studied in detail in section 5. 

 Sensors and device layer 

This is the physical layer of the system that encompass a set of 
devices and sensors responsible of collecting information about the 
health status of the patient and of its environment [10]. In this layer 
we can find contextual sensors, medical devices and wearables that 
transmit and/or receive information directly over the mobile 
network without the need of using local networks (LAN OR 
WLAN) or gateways (routers or smartphones). However, we must 
also highlight the role that smartphones or virtual assistants can 
play in the system, due to the considerable number of sensors that 
they have integrated. 

 Network layer 

5G networks will be the telecommunications network in charge 
of providing the connectivity in the system.  
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In our solution, we would mainly use low-cost devices and 
sensors that will perform periodic measurements of certain vital 
and contextual parameters, using narrow bandwidths. These would 
deal with very small amounts of data and will not require low 
latency values. Therefore, the best solution, as this scenario 
matches the characteristics of mIoT, is to use LTE-M or NB-IoT 
networks [1].   

On the other hand, and in order to provide high performance 
monitoring applications, we can find another group of devices 
(advanced medical devices or high capacity wearables) that will 
perform measurements and monitoring processes of higher 
capacity. Consequently, they will require higher transmission rates 
and generally lower latencies. These devices would work with 
higher data volumes, and their requirements would be similar to 
those associated with Broadband IoT applications. As a result, we 
will use the 5G NR or 5G NR-Light [20].  

Finally, we must highlight the possibility of using other 
wireless technologies, such as Wi-Fi 6, for connectivity at indoor 
environments. The new Wi-Fi standard, officially named as 
802.11ax, is capable of providing theorical peak rates of 9.6 Gbps 
and can quadruplicate the number of simultaneous connected 
devices [22]. This new Wi-Fi standard, thanks to new security 
mechanisms and to the definition of network energy efficiency 
techniques, can effectively provide mIoT communications. The 
main advantage of this technology is the greater variety of sensors 
and devices that can be used, since the Wi-Fi 6 access points (AP) 
allows the integration of other communication modules (by means 
of external cards) associated to IoT communications such as RFID, 
ZigBee, and Bluetooth [22]. In this particular case, Wi-Fi 6 could 
provide indoor connectivity and 5G networks would act as 
backhaul technology. 

This hybrid solution, which offers an optimized performance, 
is technically feasible thanks to the fact 5G network support 
multiple access technologies, even if they are not 3GPP 
standardized. 

 
Figure 2: Representation of the global system architecture 

 Edge computing layer 

The main function of IoT Edge platform is the integration and 
aggregation of the data collected in the previous layers and the 
transmission of the data to the cloud. The platform also carries out 
filtering and processing tasks in order to reduce the volume of data 
to be transmitted to the upper layers and consequently the 
bandwidth required. In this layer, a first analysis of the data can be 

made as analysing it in the proximity of the users makes it possible 
to improve the reaction or intervention in real time in cases of risk 
or emergencies and allows the execution of AI processes based on 
the collected data with very low latencies. 

 Abstraction and storage level 

The abstraction and storage layer is encompassed by the IoT 
cloud platform, which is in charge of collecting the information 
processed by the previous levels, gathering the information from 
all the IoT Edge platforms deployed in a health region (south-
bound) and integrating the semantic interoperability layer (north-
bound).  

Moreover, this platform is responsible of performing cloud 
computing tasks from the pre-processed data in the previous 
layers. At this level of the system is where the management of 
identities is performed as well as storage and administration tasks. 
The proposed platform is also where we carried out the intelligent 
analysis of the data [1]. In addition, thanks to the use of data 
models and information collection standards, the IoT cloud 
platform can manage information from various different sources 
such as IoT Edge platforms (user-generated data) or health systems 
(clinical history databases).  

 Semantic interoperability layer  

The concept of semantic interoperability layer was introduced 
and developed in the ACTIVAGE project [11], a European project 
which develops IoT solutions for Smart Living Environments. 
However, the role of this layer is crucial for the proper 
development of the system and therefore it must also be included 
in our design. 

The semantic interoperability layer allows the described IoT 
platforms to share data and exchange information with other 
external platforms thanks to the definition of interfaces and to the 
conversion of the data to a common model. Data from different 
sources are harmonized in using HL7 and the SNOMED 
vocabulary[10]. This layer also includes security and access 
control functions to the upper layers. 

 Application and intelligent services layer 

The application layer enables the provision of a wide range of 
intelligent services from the captured and processed data. They are 
categorized as intelligent because in all of them there may be data 
processes that use artificial intelligence and/or big data techniques. 
The offered services are intended for patients but also for 
healthcare personnel or even informal caregivers of the patients. 
The final services can be adapted to the socioeconomic context of 
the region in which the system is deployed. 

The most relevant medical services that can be derived from 
the proposed system are now presented. These services can address 
the main sanitary challenges considered in section 1: 

• Chronic care services. Chronic diseases are progressively 
increasing every year over the population of many countries 
[23]. The RPM system proposed is expected to allow a 
personalized management and administration of patients with 
these conditions thanks to a rigorous and continuous follow 
up of the medical and contextual parameters that reflect their 
condition. In addition, the system could favor the capacity for 
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early detection of diseases thanks to the predictive analysis of 
data running both in the Edge and in the cloud. 

• Elderly care services. In this category we can include any 
service aimed at maintaining and improving the quality of life 
of the elderly. In this line monitoring services can facilitate the 
independence of the elderly allowing them to maintain an 
autonomous life away from health institutions for a longer 
period. 

• Personal health self-management services. These are services 
aimed at people whose objective is the prevention of possible 
chronic diseases based on the detection of one or more 
conditions but in which there is still no organ damage. 

4. System data model 

The proposed RPM system, as can be inferred from the 
functional description of it, can be considered as data centric. The 
massive amount of data that the system has to handle jointly with 
the demanding security requirements that any health-related 
application imposes, demands a reorganization of the traditional 
data management procedures. The changes required in this respect, 
side with those introduced in 5G networks. 

The aforementioned shift of paradigm implies that beyond the 
management of the devices involved in the monitoring processes, 
the system must establish mechanisms and tools for the efficient 
management of the data itself. In this context, and following the 
indications reflected in [24], the system should consider the 
following aspects: 

• Data ownership. Patients should have control over the data 
generated by their monitoring devices. To this end, we must 
establish an ownership structure for the data and the devices, 
that allows to establish a relationship and association among 
them. This structure must allow the patient to manage, locally 
or remotely, the generated data. 

• Data provenance. It is essential to create an immutable record 
of the source of the data, thus establishing a unique version of 
it. The system must be able to identify the device that 
generated the data and at what time it was generated. This 
information makes possible to guarantee the authenticity and 
veracity of the information collected. 

• Data governance. Patients should be able to manage the access 
to their data, being able to grant permissions to third parties 
for external consultation. 

Therefore, we can conclude that for data management in 5G 
networks, and by extension in our system, we must manage the 
data generated and the users with access to them. One possible 
solution consists in the utilization of two separate platforms, one 
in charge of property management and the other of data storage 
[24]. 

These concepts are particularly relevant in certain processes 
and management tasks that the system must perform. In the Figure 
3, we show an example which reflects the registration of a device 
in the system and the access of an authorized third party to the data 
generated by it. In this scenario we have three entities: the patient, 
owner of the medical device, the medical device itself, which 

generates the data, and the healthcare personnel, who wishes to 
consult the generated medical data. 

 
Figure 3: System´s data management model. Based on [24] 

As part of this registration process, the patient must register in 
the system in order to be able to add and associate to his/her 
identity different medical devices. This process will allow the user 
to manage the device and control the data generated by the it. Once 
the registration is completed, and as part of the monitoring process, 
the data generated will be stored in a data storage platform. This 
platform will verify the identity of the device and the authenticity 
of the stored data, which can be consulted by the patient or by 
authorized third parties. 

5. Security and data privacy in the system 

The proposed system is responsible of the creation, 
maintenance and exploitation of the data generated by the patients. 
In this context, as we are dealing with an application framed within 
the health sector, there is a series of legal obligations related to data 
security and privacy that must be considered and therefore, the 
system must be designed in line with the General Data Protection 
Regulation (GDPR) established by the European Union. 
Consequently, the Security and Privacy (S&P) module defined in 
our system architecture must cover all the layers, from the sensors 
and devices to the final applications, ensuring three main security 
principles: confidentiality, availability, and integrity.  

In this context, 5G networks introduce a series of improvements 
in the security domain compared to previous generations of 
mobile networks. Moreover, we would define a set of specific 
security measures to enhance the system overall security. 

5.1. 5G security improvements 

5G networks offers better capabilities than other mobile 
technologies not only in terms of bandwidth, latency or density of 
devices that can be supported, but also in terms of security and data 
privacy. In this context, the main improvements are related to 
authentication procedures and to the encryption of the data in the 
network. 

Authentication and identity management are fundamental 
aspects in cellular networks. In 4G networks, authentication tasks 
are performed establishing a mutual authentication process in 
which, by means of the authentication and key agreement (AKA) 
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protocol, both the user's terminals and the network core validate 
their identities [25]. However, these processes do not include the 
encryption of the data in the access network in certain signalling 
processes, for example, when sending the user's identity. To this 
end, 5G networks encrypt the international mobile subscriber 
identity (IMSI) and extends the length of the session keys from 128 
to 256 bits, thereby improving the protection of communication 
between the device and the network core [25]. In addition, fifth 
generation networks introduce a number of specific network 
functions designed to improve the security of authentication 
processes, such as the AUSF (Authentication Server Function) or 
the SEAF (Security Anchor Function) and defines a unified 
framework with new authentication methods: 5G-AKA, EAP-
AKA and EAP-TLS [26]. This framework enables the 
authentication of a user's equipment independently of the access 
technology used, whether it is standardized by the 3GPP or not. 
This fact responds to the heterogenous access capabilities of 5G 
networks and is a concept extremely important in our system as we 
propose different access technologies as part of the solution, some 
of them non 3GPP standardized. Consequently, and in all 
situations, the user’s data privacy would be guaranteed.  

On the other hand, and considering the wide variety of medical 
devices and sensors that can that take part in the monitoring 
processes, the aforementioned authentication framework includes 
alternative authentication methods, such as the EAP-TLS, formed 
by an extensible authentication protocol (EAP) with transport level 
security (TLS). This method is expected to be considerably used 
in IoT applications as it does not require the use of (U)SIM cards 
for identity management and authentication processes. This could 
facilitate the use of low cost devices with different sizes and shapes 
[26]. 

Nevertheless, there are some other important aspects regarding 
5G networks security, such as the isolation between the access 
network and the 5GCN. In this context, in the 5G system there is a 
clear separation between these two parts, in which the access 
network performs radio management tasks, and the core manages 
and controls network resources and security[26]. This separation 
makes it possible to easily identify and isolate network elements in 
case they are under attack. As a result, the core is the responsible 
of ensuring the user authentication and the encryption of the data 
and signalling traffic, with the advanced encryption standard 
(AES), whereas the access network sends the encrypted traffic 
between the user's equipment and the core, thus protecting traffic 
at the radio interface. In addition, the definition of a service-based 
architecture in the network core allows protection mechanisms to 
be applied at higher layers, e.g. transport and application [27].  

Finally, we must mention the advantages of defining network 
slices to provide these kinds of services, not only in terms of 
network resources allocation, but also in terms of security, as 
possible failures or attacks in one slice will not affect the services 
being provided in others. To this end, mechanisms and tools must 
be developed to allow isolation between slices and to prevent 
unauthorized users from accessing both the assigned network 
resources and the information they carry. 

5.2. Specific measures 

However, and despite of the improvements in terms of security 
and data privacy that 5G networks include, the highly regulated 

healthcare sector also imposes the need of the definition of an 
appropriated data model structure. This model, which has been 
studied in the previous section, responds to the Edge computing 
paradigm, so that part of the data, before being send to the cloud, 
is processed, and managed in a secure space. Therefore, part of the 
management, processing and storage tasks of the data will be 
carried out on the IoT Edge platform. This platform will be able to 
manage, independently and autonomously, the users and the 
devices associated to them [16]. 

On the other hand, and as the system will rely on the cloud, the 
communications between the different platforms and cloud 
services must be performed securely. In this context, a research 
group of the Polytechnic University of Madrid called the Life 
Supporting Technologies group, recently proposed the use of 
distributed identity systems for this kind of purposes, with the 
scope of integrating different healthcare services [10]. The 
proposed distributed system will be the one we will use in our 
system and will be in charge of managing user identities 
anonymously. In addition, it will also incorporate smart semantic 
contracts (SSCs) to control data access, its usage and conditions. 
The SSCs will be able to unlock encrypted data only when the 
conditions of the contract are met, so it will be possible to transmit 
encrypted data between different systems without affecting data 
privacy. 

6. Conclusions 

In the following decade, and accelerated by the current 
situation, the health sector of many countries would experience a 
deep digitalization process. As part of it, 5G networks would play 
an important role as they would allow the development of new 
applications and services. Among them, we highlight remote 
patient monitoring systems that would permit to offer a more 
personalized and continuous healthcare from long distance.  

In this article, we have presented a possible RPM system 
architecture based on 5G networks. In this context, the new mobile 
communication generation offers not only a far more superior 
performance but also a more secure and reliable environment for 
the management and treatment of the generated data. In order to 
improve the general system performance, we also make use of 
other important technological advances in other fields such as IoT 
or MEC computing. The development of IoT systems, based on 
5G networks, with more accurate and enhanced characteristics and 
the improvement of MEC computing would allow to considerably 
upgrade the final performance of the system. As a result, a wide 
flexible variety of medical devices can be offered, as the system is 
inherently flexible and adaptable. 

Finally, the new enhancement in 5G networks security and data 
management together with additional security and data privacy 
measures would allow to give the system the required security. 
This aspect is crucial as 5G networks can help to achieve the severe 
regulations and security measures that health systems and 
applications suffer. 
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 This paper is an extended version of work published in IPFA 2020. In the previous paper, 
advanced physical failure analysis (PFA) techniques for rescuing damaged samples with 
cracks, scratches, or unevenness in delayering are introduced. In the present work, the 
techniques will be further exploited and summarized for the potential applications in general 
devices. The three typical rescue cases will be fully discussed through comprehensive 
analysis on the failure mechanism and the rescuing process. Compared to the conventional 
PFA techniques that normally require back-up samples, the novel rescue techniques offer 
more alternative solutions for coping with sample damage problems in delayering without 
starting over with a new sample that would waste machine time and human resources. These 
new PFA techniques involve only basic failure analysis (FA) skills that could be easily 
manipulated and FA equipment that is commonly available in FA labs, and would extend the 
scope and capability of the tradition PFA to help the FA engineers deliver FA results with 
high quality and high success rate in the daily work, especially for handling "one of a kind" 
devices. 
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1. Introduction 

Delayering by finger polishing is one of the commonly used 
physical failure analysis (PFA) techniques in the failure analysis 
(FA) labs. This technique is simple, direct, and flexible, which is 
basically mechanical polishing using fingers to press the sample 
against a rotating cloth plate with polishing slurry in between the 
cloth and the sample [1]. Before the polishing of each layer, 
reactive ion etch (RIE) is usually used to expose the metal structure 
by removing the inter-metal dielectric (IMD) for a faster removal 
rate and a more even surface of the polished sample. For 
monitoring the polishing progress, FA engineers will then use the 
scanning electron microscope (SEM) and the optical microscope 
(OM) to inspect the sample surface. A typical delayering workflow 
in PFA is shown in Figure 1. Normal process of the delayering 
completes when the target layer is reached, followed by the defect 
identification and analysis. However, if the sample comes with the 
accidental damage or the naturally generated edge rounding during 
the delayering, the problems have to be fixed to restore the sample 
to the former condition before the polishing is continued to the 
target layer. 

 
Figure 1: Illustration of a typical delayering workflow in PFA. 

The common problems encountered in the delayering include 
sample cracks, polishing scratches, and surface unevenness [2-6]. 
The sample cracks refer to the sample die breaking into pieces due 
to chipping, dropping or crushing, which would pose great 
challenges to the following polishing if the crack lines extend 
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across the defect area. The polishing scratches on the sample 
surface are usually caused by aggregated slurry particles mixed in 
the slurry solution or diamond lapping films when doing pre-polish 
sample preparation. The surface unevenness of the samples results 
from the edge effect which is a normal phenomenon in the 
delayering by both finger polishing and machine polishing [7-10]. 
For the small targets such as single memory bits or localized 
hotspot locations from electrical fault isolation (EFI), the 
unevenness will not lead to severe problem. But for the big 
inspection area or the defect location at the edge of the sample, the 
unevenness must be specifically treated to maintain the feasibility 
of the FA process. These problems could even become worse with 
the continuous development of the semiconductor devices, which 
introduces more layer stacks, smaller transistors, and softer low-k 
dielectrics. Moreover, accidents due to human error are considered 
inevitable and hard to control in the real FA work place. Hence, 
compared to the preventive practice for reducing the sample 
damage in delayering, finding rescue solutions to the problems is 
a more pressing need. 

In the previous studies, sacrificial dummy as a polishing 
balance, platinum (Pt) as an etching mask, and lateral delayering 
with adapted polishing plate were used to counteract the edge 
effect [11-13]. Other studies focused on the impact of pad 
properties [14-15], cloth roughness [16], slurry particle size [17-
18], and interaction mechanism [19-20] on the material removal 
rate and polishing uniformity. However, the unevenness problems 
have not been fully resolved because of the complexity of the issue. 
Unevenness is related to numerous factors such as force of pressing 
samples, speed of plate rotation, polishing angle, polishing 
orientation, slurry type and sample thickness, which are all 
dependent on the experience of the engineers. These variable 
parameters and different conditions of different devices would 
make it nearly impossible to operate in a standard procedure. In 
addition to surface unevenness, polishing scratches and sample 
cracks in the delayering are also dealt with in the daily FA work, 
but most of time there is no effective method of bringing the 
sample back to the normal condition. In order to fill the skill gaps, 
new techniques need to be developed. 

In this paper, we will introduce three advanced PFA techniques 
for rescuing damaged samples with cracks, scratches, or 
unevenness in delayering by finger polishing, through their 
according typical FA cases. The first case uses the diamond 
lapping film and the sacrificial dummy samples to fix the cracked 
sample for continuing the FA process with no effect from the 
cracks. The second case uses e-beam Pt deposited in SEM machine 
to repair the scratch pits in the region of interest (ROI). With the 
polishing progresses to the lower layers, the scratch features 
gradually diminish until thoroughly removed from the sample 
surface. In the third case, an innovative technique combining 
controlled slurry polishing and partial RIE was developed for 
creating an ultra-large inspection area (> 50000 μm2) with 
negligible unevenness. Compared to the conventional PFA 
techniques that normally require back-up samples, the novel rescue 
techniques offer more alternative solutions for coping with sample 
damage problems in delayering without starting over with a new 
sample that would waste machine time and human resources. 
These techniques would extend the scope and capability of the 
tradition PFA, and help the engineers deliver FA results with high 
success rate, especially for handling "one of a kind" devices. 

2. Experiments 

 The experiments of the three cases were performed on a 40 nm 
node logic device, a 40nm node static random access memory 
(SRAM) device, and a 40 nm node "snake" metal line electrical 
test (ET) device, respectively. A mechanical polisher (ALLIED 
HighTech TwinPrep 5) with a rayon flock polishing cloth 
(ALLIED Spec-Cloth) and 3 μm polishing slurry (ALLIED water 
based diamond suspension) were used for slurry polishing. A 3 μm 
and a 15 μm diamond lapping films (ALLIED) were used for the 
selective polishing on the dummy samples. A SEM system (FEI 
MagellanTM 400L) equipped with a gas injection system was used 
for the topography inspection on the sample surface and the e-
beam Pt deposition on the scratch pits. An optical microscope 
(ZEISS Axiotron) was used for the fast inspection during the 
mechanical polishing and the sample height determination. A RIE 
system (Corial 200 IL) was used to remove the IMD materials. 
TEM sample preparation was performed using a FIB-SEM dual-
beam system (FEI Helios NanoLab 450S). TEM analysis was 
performed using a 200 kV Field Emission TEM (JEOL JEM-
2100F). 

 

3. Results and Discussion 

3.1. Case 1: Using Diamond Lapping Film and Sacrificial 
Dummy to Save Cracked Sample with Target Defect Area 
Close to Gaps/Crack Lines 

The first case is about a 40 nm node logic device which suffers 
scan failure with a diagnosed trace path across an area of 283 μm 
× 71 μm. The sample was delayered halfway (at M8) in the PFA 
process when it accidentally dropped broken into multiple pieces. 
Directly continuing the delayering on the piece that contains the 
defect area would come with the difficulty of polishing and the 
high risk of missing the defects that could locate anywhere along 
the whole trace path through each layer. Instead, the broken pieces 
were glued together with two dummy samples as polishing balance 
on a substrate using wax (Figure 5a). However, when the normal 
slurry polishing on the joined sample reached V5, obvious 
unevenness was observed near the crack line and the wax gap 
(Figure 5b). The mechanism of the unevenness generating during 
slurry polishing is illustrated in Figure 2a-2c. The height difference 
between the dummy sample and the target sample without 
treatment aggravated with the progress of delayering and caused 
surface unevenness of the sample. 

Figure 3 shows a failed case of delayering where the dummy 
sample was originally higher than the target sample at M8, 
according to the focusing conditions in OM. After the sample was 
delayered from M8 to V5, severe unevenness had generated in the 
defect area and the dummy side was still higher than the sample 
side (Figure 3c, 3d), which means that the unevenness would 
further extend to the lower layers in the following polishing 
process. In the rescued case, we had to prevent the unevenness 
from extending to the defect area that would introduce the risk of 
missing the defect when the defect location or the layers were 
misjudged due to the unevenness. The unevenness in the defect 
area also posed great challenges to the layer-by-layer inspection 
for finding the defects, especially at the critical layers (V5 in this 
case) which are the interfaces between the low-k IMD layers (M5 
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Figure 3: Failed case of delayering where (a) the dummy sample was originally 

higher than the target sample at M8, according to (b) the sample focusing 
condition in OM. When the target sample reached V5, (c, d) severe unevenness 

had generated in the defect area. 

uniform surface at the critical layer, the 
unevenness would significantly deteriorate due to the great 
difference (up to 10 times) of the removal rate between the low-k 
materials and the non-low-k materials. Moreover, the sample 

inspection and the defect finding in SEM would be tediously 
prolonged because the defect area may cover multiple layers so 
that the staggered inspections on the different portions of the 
different layers in the trace path would have to be performed 
through repeated polish-and-view processes. 

 
Figure 4: TEM (across PC) images of the target location and the reference 

location. Damaged Rx and PC-CA short were observed at the target location. 
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magnification used on the OM was 100× and the numerical 
aperture (NA) was 0.9. The measurement error regarding to Depth 
of Field (DOF) was ~ 0.22 μm [21], far smaller than the particle 
size ~ 3 μm of the polishing slurry. It is worth to mention that the 
chosen dummy sample should not be thinner than the target 
sample in the first place. 

After removing the height difference between the target sample 
and the dummy sample, the unevenness was slowly eliminated in 
the subsequent slurry polishing within the V5 layer (Figure 5d). 
The sample was restored to its former evenness from V4 
downwards, and the defect of damaged Rx and PC-CA short were 
found at the PC/CA layer (Figure 5e). The mechanism of the 
rescue process is illustrated in Figure 2d-2h. Figure 4 shows the 
TEM (across PC) images of the target defect location and the 
reference location, from which we can see that CA landing on the 
PC residue caused PC-CA short and the Rx below was damaged. 
It was suspected that PC residue blocked the PC etching at the 
defect location. In summary, to rescue the cracked samples with 
the defect area close to the gap/crack lines, dummy samples as 
polishing balance need to be used and the surface of the joined 

samples must be levelled first using diamond lapping films, before 
the slurry polishing is continued.   

3.2. Case 2: Using E-beam Pt Deposition to Repair Scratched 
Sample with Scratch Pits in the ROI 

The second case involved a 40nm node SRAM device. 
Electrical bench measurement on the failed unit showed source-
drain leakage failure in an ET SRAM structure. EFI hotspot 
analysis was then performed to narrow down the ROI for the root 
cause finding in PFA. According to the detected defect location, 
the sample was delayered and viewed from the top layer. To avoid 
potential unevenness problem subject to the density difference 
between the target device region and the adjacent scribe lines, the 
thick top metal layers were removed using 3 μm diamond lapping 
film. Unfortunately, multiple scratch pits were accidentally created 
in the ROI during the lapping process (Figure 9a), which would 
introduce potential damage to the defect. The failure mechanism is 
illustrated in Figure 6a-6c. The scratch feature as a pit will extend 
from the scratched layer to the lower layers if the slurry polishing 
is directly continued without treatment. 

 

 

 
Figure 5: Successful case of sample rescue by using diamond lapping films and sacrificial dummy samples to save the cracked sample with the target defect area close to 
the crack lines. (a) The cracked samples (halfway at M8) were stuck onto a substrate together with two dummy samples as balance before the slurry polishing is continued. 
(b) When the joined sample reached V5, obvious surface unevenness was seen near the defect area, generated from the height difference between the dummy sample and 
the target sample. (c) By selective polishing on the higher dummy side using the diamond lapping films until it was the same height as the target sample, (d) the unevenness 
was slowly removed in the subsequent slurry polishing within the V5 layer. (e) The sample was restored to its former evenness from V4, and damaged Rx and PC-CA 
short were found at the PC/CA layer. 
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Figure 6: Schematic illustration of the failed case and the successful case of rescuing the scratched samples. (a-c) In the failed case, the scratch feature as a pit will extend 
to the lower layer if the slurry polishing is continued without treatment, which may damage the defect location. (d-g) In the successful case, by selectively filling the scratch 
pit with e-beam Pt, the defect location is protected from the damage of over-RIE and over-polish. Insets are the example SEM images from the failed case.  

 

 
Figure 7: Failed case of delayering where (a) the sample was scratched at M4 by 
diamond lapping films, and (b) the scratched area had been over-polished when 

the normal slurry polishing continued and reached V2. 
To solve the problem, we used e-beam Pt deposition to fill the 

scratch pits in SEM. The concept is using Pt metal patch as 
substitute for Cu to block the RIE and resist the slurry polishing on 
the next layer. The critical part of this method is the Pt thickness. 

Over-deposited Pt will leave Pt residue at the ROI resulting in 
surface unevenness in another way. Therefore, in the beginning we 
used high kV SEM to deposit thinner Pt film compared to the metal 
layer of which the thickness was determined by e-beam penetration 
depth in the SEM imaging. If the Pt were fading faster than the 
adjacent metal under slurry polishing, we would deposit extra layer 
of Pt on the ROI. For 40nm node device in this case, the Pt 
thickness was fixed to 0.1 μm. Voltage of 3 kV and current of 0.8 
nA were used for SEM. The deposition rate is 10 μm (length) × 10 
μm (width) × 10 μm (thickness) per 10 mins. 
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Figure 9. Successful case of sample rescue by using e-beam Pt deposition to repair scratched sample with scratch pits in the ROI. (a) The defect area of the sample got 
scratch damage when using diamond lapping films to remove top metal layers. (b) To block over-RIE and resist over-polish, e-beam Pt was deposited at the scratch pits to 
cover the damaged area. (c, d) After the normal RIE and slurry polishing removed V4/M4, the effect of the scratch damage on the V3/M3 layer showed greatly mitigated. 
(e) At V2 level, the sample had restored to an un-damaged condition, and (f) abnormal bright V2/M2 PVC was observed in the ROI. (g) The defect of abnormal PC/NiSi 
profile was finally found at the EFI spot location.
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With protective Pt filling the scratch pits (Figure 9b), the ROI 
slowly restored to its former evenness and no more damage feature 
was seen when the sample reached V2 (Figure 9c-9e), as shown in 
the successful rescue case. After the M2 was exposed by RIE, 
optimal surface condition for SEM inspection was obtained and 
abnormal bright V2/M2 passive voltage contrast (PVC) was 
observed at the spot location (Figure 9f). The rescue mechanism is 
illustrated in Figure 6d-6g. The delayering on the sample was then 
continued from M2 downwards by normal delayering process and 
finally found the abnormal PC/NiSi at PC/CA level (Figure 9g). 
TEM images (along PC) are shown in Figure 8. Compared to the 
reference location, the defect location has abnormal PC/NiSi 
profile and missing portion of PC which are correlated with the 
source-drain leakage. PC formation issue in the wafer process is 
suspected as the root cause. In summary, this case demonstrated 
simple method of e-beam Pt deposition for tackling the common 
sample scratching problems induced by diamond film lapping or 
other incidents in delayering. 

3.3. Case 3: Using Controlled Slurry Polishing Combined With 
Partial RIE to Remove Sample Unevenness and Create Ultra-
Large (> 50000 μm2) Inspection Area 

The third case is about an ultra-large "snake" metal line ET 
structure in a 40 nm node device that failed M4 high resistance. To 
perform PFA on the failed ET, we tried to polish the sample to V4 

and identify the physical defect that resulted in the high resistance. 
The area to be inspected is as big as > 50000 μm2 where a single 
metal line "snake" runs through the whole ET structure in the wafer 
scribe line. PVC inspection in SEM is needed to locate the defect 
position which requires intact connection in the metal line without 
any damage such as metal bridging or metal broken from the 
sample preparation. However, when the normal slurry polishing on 
the sample reached V5, obvious evenness at the ET corners was 
observed, which would potentially lead to metal smear or break if 
we continued to polish until V4.  

A failed case is shown in Figure 11. The "snake" metal line ET 
sample had uneven IMD at V5 due to the edge effect, while slurry 
polish directly proceeded upon full time RIE removing IMD. After 
M5 was removed, severe M4 unevenness and damage were 
generated. At the corner areas, the sample was even over-polished 
to M3. The failure mechanism is shown in Figure 10a-10c, where 
the IMD unevenness is consider as the root cause. Without intact 
metal line connection, PVC inspection was not possible. Even if 
the defect was not damaged, tedious inspection in SEM would be 
needed to check every piece of metal through the whole large area 
for the defect. 

Figure 10d-10h illustrates how we coped with the issue in the 
successful case. By smearing the metal lines to form an etch-stop 
area after the first partial RIE (Figure 10f), the IMD was evened

 

 
Figure 10: Schematic illustration of the failed case and the successful case of rescuing the uneven samples. (a-c) In the failed case, the edge effect induced unevenness will 
aggravate along with the slurry polishing, especially for the structure in the scribe lines. (d-g) In the successful case, by smearing the metal lines to form an etch-stop area 
after the first partial RIE, the unevenness of the IMD will be removed, which will result in an even surface in the next layer. Insets are the OM and SEM images from the 
failed case.
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out by another partial RIE (Figure 10g) to obtain an even surface 
in the next layer (Figure 10h). The SEM and OM results of the 
successful rescue case are shown in Figure 13. When the uneven 
IMD was spotted as circular halo at the ET edge, partial RIE using 
half of the full RIE time was performed to expose the outer M5 
with thinner IMD (Figure 13a). The different division of the RIE 
time is dependent on different sample conditions including via 
length and degree of unevenness. More divisions deliver better 
results in flattening the IMD. In this case, the full RIE time was 
equally divided into two halves (e.g., if the full time is 20 s, each 
half will be 10 s). The first partial RIE shrank the IMD halo by 
around 50% (Figure 13b), which means half of the M5 was 
exposed. Then we slightly slurry polished the surface until the 
exposed M5 metal lines collapsed and smeared together. The halo 
area further shrank smaller because the V5 was polished thinner or 
nicely fully removed. As a result, three different regions (smeared 
M5, exposed M5, and un-exposed M5) were generated (Figure 
13c). Since the RIE for oxide etching doesn’t chemically react with 
metal structure, the smeared M5 worked as a mask to block the 
RIE impact on the IMD4. After the second partial RIE was applied 
onto the sample, the IMD5 in the areas of exposed M5 and un-
exposed M5 was etched down until the same level as that in the 
smeared M5 area (Figure 13d). The cross-sectional view is 
illustrated in Figure 10g. 

 
Figure 11: Failed case of delayering ultra-large "snake" metal line ET where (a) 
the uneven V5/M5 was performed with (b) full time RIE which induced over-

exposure of M5 and in turn (c) over-polish on M4. 

Finally, after removing M5 by normal slurry polishing, the 
sample achieved great evenness at V4 across the whole ET 
structure without any damage to M4. PVC inspection in SEM was 
then successfully performed and the bright signal was traced along 
the single ET metal line to quickly locate the defect site where the 

PVC stopped (Figure 13e). TEM (across the metal lines) analysis 
on the defect location showed abnormal M4 pattern which was 
responsible for the high resistance failure, and lithography issue in 
the wafer process was suspected (Figure 12). In summary, slurry 
polishing combined with partial RIE is able to generally remove 
the unevenness induced by edge effect within large areas. 

 
Figure 12: TEM (across metal line) images of the target location and the reference 

location. Abnormal M4 pattern was observed at the target location. 

Table 1: Summary of PFA techniques for rescuing damaged samples with cracks, 
scratches, or unevenness in delayering. 

Types Problems Solutions 

Cracks Polishing difficulty, Edge 
effect 

Balance polishing using dummy; 
Level the joined samples using 

diamond lapping films 

Scratches Over-RIE, Over-polishing Deposit Pt on the scratched area to 
block RIE and resist polishing 

Unevenness Edge effect, Limited 
inspection area 

Smear the partial RIE exposed 
metal, and then even out the IMD 

by another partial RIE 

In this paper, advanced PFA techniques for rescuing damaged 
samples with cracks, scratches, or unevenness in delayering by 
finger polishing have been discussed, through three typical FA 
cases. The first case is on rescuing cracked samples where 
diamond lapping film and sacrificial dummy were used to cope 
with the polishing difficulty and the edge effect with the target 
defect area close to the gaps/crack lines. The second case is about 
using e-beam Pt deposition to repair the damage in ROI to the 
scratched samples and restore the sample to its even condition. The 
third case studied using controlled slurry polishing combined with 
partial RIE to remove sample unevenness and create ultra-large (> 
50000 μm2) inspection areas. These techniques are very useful in 
helping the FA engineers to tackle accidents, solve problems and 
deliver high-quality FA results, especially for handling "one of a 
kind" devices. 
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Figure 13: Successful case of sample rescue by using controlled slurry polishing combined with partial RIE to remove sample unevenness and create ultra-large (> 50000 
μm2) inspection area in the "snake" metal line ET. (a) A circular halo due to the uneven IMD at the ET edge was observed at V5. (b) M5 was partially exposed by the first 
partial RIE, and the sample was (b) slightly slurry polished until (c) the exposed M5 was smeared. (d) The second partial RIE was then performed to get rid of the IMD 
unevenness. (e) After M5 was removed by slurry polishing, the sample achieved great evenness globally through the whole ET structure. With an intact ET metal line, PVC 
inspection easily located the defect of broken M4.
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Abbreviations 

DOF          Depth of Field 
EFI            Electrical Fault Isolation   
ET             Electrical Test  

FA             Failure Analysis 
FIB            Focused Ion Beam 
IMD          Inter-Metal Dielectric 
Mx             Metalx, x is layer number 
NA             Numerical Aperture 
OM            Optical Microscope 
PFA           Physical Failure Analysis 
RIE            Reactive Ion Etch 
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ROI            Region of Interest 
SEM          Scanning Electron Microscope 
SRAM       Static Random Access Memory 
TEM          Transmission Electron Microscope 
Vx              Viax, x is layer number 
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 Research focused on training and testing of dataset after Optimizing Software Component 
with the help of deep neural network mechanism. Optimized components are selected for 
training and testing to improve the accuracy at the time of software selection. Selected 
components are required to be attuned and accommodating as per requirement. Soft 
computing mechanism such as PSO and MVO will be used for optimization. Deep Neural-
Network mechanism is performing training and testing to get the confusion metrics of true 
positive/negative and false positive/negative. The accuracy, precision, recall value and f-
score are computed to assure accuracy of proposed work. The proposed mechanism is 
making use of LSTM layer for more accurate output. Proposed research is exploring 
inadequacy of existing research and extent of incorporation of previous mechanism to soft 
computing mechanism in CBSE. 
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1. Introduction 

Research is considering the dataset of the CBSE model [1] 
where the dataset presenting software component selection is 
trained and during testing of the trained network the confusion 
matrix is produced. According to the confusion matrix the 
accuracy, F-score, Recall, and precision values are found. On the 
other hand, data set of each grade would be passed to a hybrid 
MVO-PSO optimizer to find an optimized rating for each grade to 
filter the dataset. It could be said that the optimized value for each 
result is kept to find accuracy, F-score, Recall, and precision values 
accordingly. Finally, the comparison of accuracy, F-score, recall 
as well as precision values for non-optimized dataset to optimized 
Precision, F-score, and Recall for optimized dataset would be 
performed.  

1.1. CBSE 

The method of creating various software projects in different 
categories has been examined in Software engineering. Computer 
engineering applications have often been used to achieve this goal. 
However, the dependability of the software system is a difficult job 
to predict. CBSE may be regarded as a software reliability 
mechanism that is able to handle the issue. The broad method that 
supports the creation of various components depending on current 
software research was evaluated in terms of component-based 
software engineering. The newest software is not a simple task for 

beginners, but CBSE [2] allows developers to minimize efforts 
during the creation of software. Different influence variables are 
important in the case of CBSE, such as reusability, reliability, 
component dependence, and interactions between components. 
These characteristics promote the development of new software 
and reduce system complexity. There were many software 
computing methods that tried to predict software dependability. 
There are several observations. During software development, the 
selection of component steps has been discovered. Component-
dependent design patterns of software are utilized for the recovery 
and assembly of components.  

1.2. Reinforcement Learning 

Reinforcement Learning is determined as Machine Learning. It 
is a branch of AI. Reinforcement Learning has been considered as 
a category of Machine Learning. It is also considered a branch of 
AI. Exactly permit a representative of hardware and computer 
program to mechanically identify perfect attitude in particular 
circumstances, for maximizing its efficiency. Exactly a type of 
Machine Learning method which permits representative of 
hardware and computer program to mechanically identified perfect 
attitude within a particular circumstance, for maximizing its 
efficiency. Reinforcement learning is utilized in various graphical 
games and uses a multi-agent mechanism to control the approach 
to environment exploration. It is also integrated with the company 
of abstraction methods which have the various levels to form 
powerful games dependent on artificial intelligence. 
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Figure 1: Reinforcement learning 

Agent: The performer in the learning system is an agent. All 
actions are performed by the agent in the environment. The agent 
gets a reward as per action.  

State: The state represents the current status of the 
environment that plays a significant role in assigning a reward to 
agents. 

Environment: All action of agents is performed in the 
environment and rewards are providing to the agent as per the state 
of the environment. 

Action: It is a method of representative due to which it 
communicates and exchanges its setting, in the middle of states. 
Whenever an action is executed by representatives it gives output 
inform of reward-dependent on the setting. 

Reward: A reward in RL is part of the feedback from the 
environment. When an agent interacts with the environment, he 
could observe changes in state and reward signals through his 
actions. 

1.3.  Recurrent Neural Network 

RNN network has been considered as a class of neural networks 
where interconnectivity among nodes is forming a directed graph. 
It is also creating a temporal sequence which is allowing it to show 
temporal dynamic behavior. RNN is capable to utilize their 
memory to compute sequences of inputs of different size as these 
are inherited from neural networks that are based on feed-forward. 
It is making them unable to implement operations like un 
segmented as well as interconnected consideration. RNN has been 
utilized to take into account two different broad categories of 
networks that are supporting the usual structure. Here one is having 
finite impulse. But another one is having impulse which is infinite. 
Such categories of networks have exhibited runtime actions that 
are not permanent.   

1.3.1. Long Short-Term Memory 

LSTM is a well-recognized artificial RNN. This is often used 
in the field of profound education. Feedback connectivity is 
provided by LSTM. It is not like a neural network feed. Not only 
are single data points like graphs processed. Sequences of 
information such as audio and video are also completed. In the case 
of LSTM networks, categorization is deemed appropriate. It does 
process and predicts based on information from time series. This 
is because there may be temporal delays not known throughout 
time series in important occurrences. 

1.3.2. RNN and LSTM 

An ongoing neural network is also known as an RNN. The 
category of ANN is examined. The node connections provide a 

network guided by a graph. You accomplished this with the 
sequence of time. Standard recurring neural networks have 
disappearances and explosions. LSTM networks were regarded as 
RNN types. Besides conventional units, LSTM is supported by 
special units. 

1.3.3. Resolving Overfitting Problem by Dropout Layer 

The dropout layer is playing a significant role in resolving the 
issue of over-fitting. The issue of over-fitting arises during the 
training of the neural network model. The dropout layer is used to 
handle such issues. If the training is continued, then the model 
adopts idiosyncrasies. Sometime training becomes less suitable for 
data that is new to it. This data could be different samples from the 
population. The model is considered to over-fit when it is too well-
adapted to training as well as validating data. 

Over-fitting is traced during plotting by checking the validation 
loss. The model is over-fitting when training loss is constant or it 
is decreasing. Techniques known as regularizes are used to 
minimize the influence of over-fitting. Dropout has been 
considered one out of them.  

Dropout is working by eliminating or dropping out the inputs 
to layer. These could be input variables in a sample of data that is 
the output of the previous layer. In other words, the Dropout layer 
is attached to the model among previous layers. It applies to the 
results of the last layer that have been fed to the next layer. This is 
influenced by the simulation of a huge network with various 
network structures. Dropout rate could be considered to layer as 
chances of configuring every input to layer.    

2. Literature Review 

There are several types of research in the field of component-
based software systems, optimization mechanisms, and neural 
networks. Researchers have used the SVM as a Classification 
Method for the Prediction of a defect in software with code metrics. 
Moreover, research for Performance Modeling of Interaction 
protocol for CBSD using OOPS based simulation came into 
existence. After some time, research related to software 
components selection optimization for CBSE development was 
made. Researchers applied particle swarm optimization for the 
performance prediction of the software components. Building 
models for optimized CBSE was built in several applications 
development. Some researchers did reliability estimation and 
performed prediction and measurement of CBSE. A Genetic 
Algorithm was proposed to manage SVM for predicting 
components that might be fault-prone. S. Di Martino proposed 
genetic algorithm. The objective of their research was to set the 
SVM in order to forecast components that are fault-prone. M. 
Palviainen did research to estimate reliability. They predicted and 
measured of component-based software.  

In [3], the author applied PSO to software performance 
prediction. 

In [4], the author proposed optimization model. This model has 
been developed for selection of software component. It has been 
used in development of several applications.  

In [5], the author used SVM based classifier approach for 
reusability of software components. 

INPUT 

Response 
Feedback 

Learns 

Reinforced response 

http://www.astesj.com/


A. Banga et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 62-71 (2021) 

www.astesj.com   64 

In [6], the author performed multi-objective optimization. 
They did optimization of software architectures. Authors have 
used Ant Colony Optimization mechanism to accomplish their 
objective. 

In [7], the author did estimation of software reusability in case 
of component-based system. They made used of several soft 
computing techniques in their research. 

In [8], the author proposed adaptive Neuro fuzzy model. The 
objective of their research was to predict the reliability in case of 
component-based software systems. 

In [9], the author introduced research on Test case 
prioritization. This research considered prioritization to perform 
regression testing. Research made use of ant colony optimization. 

In [10], the author proposed research on Neuro-Fuzzy Model 
in order to find & optimize the Quality as well as Performance in 
case of CBSE. 

In [11], the author presented dynamic mechanism in order to 
get software components with support of genetic algorithm. 

In [12], the author proposed LSTM-based Deep Learning 
Models. The objective of research was to perform Non-factoid 
Answer Selection. 

In [13], the author did research on multi-Verse Optimizer. They 
considered it as nature-inspired mechanism in case of global 
optimization. 

In [14], the author proposed research to detect inconsistency in 
software component. Author made use of ACO and neural network 
mechanism. 

In [15], the author presented deep learning mechanism in case 
of short-term traffic forecast. The research considered LSTM 
network. 

In [16], the author proposed multiple target deep learning in 
case of LSTM. 

In [17], the author proposed Preference-based component 
identification by making use of PSO. 

In [18], the author proposed research on deep learning in order 
to perform solar power forecasting. Their approach made use of 
AutoEncoder along with LSTM Neural Networks. 

In [19], the author presented quality assurance by soft 
computing mechanism. The research focused in field of 
component-based software. 

In [20], the author did quality prediction by making use of 
ANN. Their research was based on Teaching-Learning 
Optimization.  

In [21], the author proposed multi-objective model for 
optimization. 

In [22], the author did Component selection considering 
attributes. 

In [23], the author did software reliability prediction by making 
use of Bio Inspired approach. 

In [24], the author proposed identification and selection of 
software component. 

In [25], the author proposed model in order to predicting CBS 
reliability by making used of soft computing mechanism. 

In [26], the author proposed enhanced Ant lion Optimizer 
along with Artificial Neural Network. This research focused on 
predicting Chinese Influenza. 

In [27], the author Imoize considered software reuse and 
metrics in software engineering. 

In [28], the author focused on improvement of reusability of 
component-based software. Research considered the advantages of 
software component by making use of data mining. 

In [29], the author introduced hybrid Neuro-fuzzy as well as 
model for feature reduction in order to perform classification. 

 
Table 1: Literature review 

Author/ Year Objective of research Methodology Limitation 
U. Sharma/2012 Proposing reusability of software 

component 
SVM Slow mechanism has been proposed. 

D. Gao/2015 Implementing test case prioritization in 
case of regression testing 

ACO Research has limited scope 

G. Kumar/2015 Estimating and optimizing quality as well 
as performance in case of CBSE 

Neuro fuzzy model Need to improve the training efficiency 

S. Vodithala/2015 Proposing dynamic mechanism to perform 
retrieval of software component 

Genetic algorithm Work is suffering from limitation of 
genetic algorithm 

Ashu/ 2016 To build efficient IDS LSTM algorithm Research is not making using of optimizer 
to increase performance 

O. Bhardwaj/2018 Assuring Quality by soft computing 
approach in component based software 

CBSC Research has not considered intelligent 
approach for accurate prediction. 

P. Tomar/2018 To forecast prediction of quality by making 
use of ANN mechanism in case of 
Teaching-Learning Optimization for 
component-based software systems 

ANN The research need to do more work on 
performance and accuracy. 

L. Mu/2018 Peforming the multi-objective optimization 
model of component selection  

Multi-objective optimization The optimization of multiple objectives is 
challenging and complex operation. 

S. Gholamshahi/2019 Performing the preference based 
identification of component by making 
use of  optimization technique. 

PSO There are several optimization mechanisms 
such as MVO that could perform better 
than PSO. 

C. Diwaker/2019 Proposing prediction Model for CBSC for 
Reliability with support of  Soft Computing 

CBSC Prediction model need to be more accurate 
and reliable. 

HongpingHu/2019 Proposing improved ALO and ANN for 
Chinese Influenza Prediction 

Ant lion optimization and artificial 
neural network 

The performance of such system is slow 
there is need to filter the dataset  

A. L. Imoize/2019 Reviewing the Software Reuse as well as 
Metrics in case of software Engineering 

Software metrics The research has limited scope due to lack 
of technical work 
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G. Maheswari/2019 To improve the reusability and Measuring 
Performance Merits in case of CBSE in 
case of Data Mining 

Data mining Research considered reusability and 
performance metric but there is need to 
consider optimization mechanism. 

Himansu Das/2020 Proposing Hybrid Neuro-Fuzzy as well as 
model for feature reduction during 
classification 

Hybrid Neuro-fuzzy  Need to introduce optimization mechanism 
to increase accuracy during feature 
reduction. 

3. Problem Statement 

Many studies shown the selection of software components, but 
the optimization mechanism is required for better performance. 
PSO was used to optimize results in previous studies. However, it 
is found that MVO offers better performance. In addition, an 
intelligent model should be introduced that may allow for a deep 
learning approach using RNN based on LSTM. However, it takes 
lot of time during training and testing. Then it finds accuracy, f-
score according to confusion matrix. The optimization has been 
included to neural network model for better performance. Through 
the incorporation of the LSTM MVO-PSO hybrid method, the 
proposed study is needed to address the performance and accuracy 
problem.  

The proposed work is answer for the accuracy and performance 
issues faced in previous researches. 

4. Proposed Work 

In the proposed work, the dataset of the CBSE model is 
considered. This dataset is trained using a neural network 
mechanism. During testing of the trained network, the confusion 
matrix is produced. On the basis of this confusion matrix the 
accuracy, F-score, Recall, and precision values are calculated. On 
other hand, the dataset is classified grade-wise in order to get 

optimized value for each grade. The data set of each grade would 
be passed to a hybrid MVO-PSO optimizer in order to get the 
optimized rating for each grade. The data of each grade would be 
filtered on basis of these optimized values. In another word, the 
data above the optimized value for each result would be kept. Then 
the accuracy, F-score, Recall, and precision values are calculated 
considering this filtered dataset. Then the comparison of accuracy, 
F-score, Recall, and precision values for non-optimized datasets 
are made to optimize, F-score, Recall, and precision values for the 
optimized dataset. 

The figure illustrates the proposed system is required to train a 
component-based selection system that should be capable to 
predict with maximum accuracy. The trained model for 
component-based selection would be made with the support of 
LSTM and simulated in a Matlab environment. Existing researches 
in component-based selection have provided limited accuracy with 
limited precision, f-score, and recall value. The implementation of 
such a model is quite challenging but such research opens doors 
for innovations. There are several existing types of research that 
have contributed to the field of component-based selection. It has 
been observed that previous researches have made use of Fuzzy 
logic, Genetic algorithm, Machine learning mechanism, KNN 
classification, LSTM model. But these researches are suffering 
from accuracy issues.

 
Figure 2: Architecture of Proposed model 
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Figure 3: Confusion Matrix 

Moreover, the time consumption during training of the 
network model is more. This research motivates to development 
of a model that should be trained fast as compared to previous 
models. Moreover, previous researches have also motivated to 
increase the accuracy using a two-layer LSTM model considering 
hidden layer. The proposed research is supposed to provide fast 
training to the dataset and more accurate prediction as compared 
to previous researches. The major objective of the research is to 
study existing literature on various component-based selections. 
The study and analysis of various component-based selections 
have been performed during research. Research would propose 
component-based selection with the support of LSTM layers. 
Then simulation would be made to perform result analysis. The 
comparison of existing and proposed work is made afterward. 

Long Short-Term Memory networks have been considered as 
a category of recurrent neural networks. This is found capable to 
get taught order dependence in case of sequence prediction 
problems. This is a behavior needed in case of complicated issue 
domains like translation by machine. Long Short-Term Memory 
has been considered a complicated field of deep learning. This is 
difficult to understand Long Short-Term Memory. There has been 
little work in the field of Long Short-Term Memory. LSTM units 
are consisting of a 'memory cell'. These memory cells are capable 
to maintain data in memory for a large time. Users are moving 
from RNN to LSTM because it is introducing more controlling 
knobs. They are capable to manage the flow and mixing of Inputs 
according to trained Weights. So it provides flexibility during the 
management of outputs. Thus LSTM is providing the ability to 
manage and good results. 

4.1. Performance Parameters 

In this section, we will define the following parameters and 
confusion matrix is produced using true positive (TP), true 
negative (TN), false positive (FP), false negative (FN).  

 

TP: True positives have been considered as correctly 
predicted positive values. In other words, the value of the real 
category is true and the value of the category that has been 
predicted is also true. 

TN: True negative have been considered as correctly 
predicted negative values. In other words, the value of the real 
category is false and the value of the category that has been 
predicted is also false. 

• FP: False positive is the case when the actual category is false 
but the predicted category is true.  

• FN: False-negative is the case when the actual category is 
true but the predicted category is false.  

Parameters utilized to confirm results have been f-score, 
recall, accuracy and precision which have been explained as 
follow: 

1. Accuracy has been considered as intuitive performance 
measure. This is the ratio of correctly forecasted findings to total 
findings.  

Accuracy = (True Positive + True Negative) / (True Positive + 
False Positive + False Negative + True Negative) 

2. Precision has been considered as ratio of positive observations 
that have been correctly predicted to total predicted positive 
observations. 

Precision = True Positive / (True Positive + False Positive) 

3. Recall has been considered as ratio of positive observations that 
have been predicted in correct manner to overall findings in real 
class - yes.  

Recall = (True positive) / (True Positive + False Negative) 

Specificity 
TN/ 

(TN+FP) 

True Negative  False Positive  
Type I Error 

Sensitivity 
TP/ 

(TP+FN) 

False Negative 

Type II Error 
True Positive (TP) 

Precision 
TP/ 

(TP+FP) 

NEGATIVE POSITIVE 

NEGATIVE 

POSITIVE 

Negative Predictive 
Value  

TN/ (TN+FN) 

Accuracy 
TP+TN/ 

(TP+TN+FP+FN) 
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4. F1 Score has been weighted average in case of Precision as well 
as Recall. Score is taking false positives as well as false negatives 
in consideration. 

F1 Score = 2 x (Recall x Precision) / (Recall value + Precision) 

5. Simulation 

In this section, dataset of 629 packages have been considered 
for training purposed in research where the average rating is 
available considering factors such as number of reviews, total 
sentences, feature requests, feature requests in percentage, 
problem discoveries, problem discoveries in percentage, GUI 
Contents, Feature and Functionality, Improvement, Pricing, 
Resources, Security. A network model has been trained 
considering this dataset.  

The grade is allotted according to the average rating 

if Average Rating >4.5 then grade is A 
if Average Rating lies between 4 and 4.5 then grade is B 
if Average Rating lies between 3 and 4 then grade is C 
if Average Rating <3 then grade is D 

The classification of record counts according to grade have 
been discussed below 

Table 2: Grade wise record count before optimization 

GRADE Record count 
A 114 
B 229 
C 241 
D 45 
Total 629 

 
In order to get 100% accuracy, there is need of following 

confusion matrix 

Table 3: Confusion matrix required to get 100% accuracy 

 A B C D 
A 114 0 0 0 
B 0 229 0 0 
C 0 0 241 0 
D 0 0 0 45 

 
But of the model is trained without optimization the 

confusion matrix is 

Table 4: Confusion matrix before optimization 

 A B C D 
A 110 1 1 0 
B 1 225 2 0 
C 2 2 237 1 
D 1 1 1 44 
Total  114 229 241 45 

Considering above confusion matrix overall accuracy has 
been found 

Results 
TP: 616 
Overall Accuracy: 97.93% 

 
Table 5: Accuracy, precision, recall, f1 score in case of non-optimized dataset for 

4 classes 

Cla
ss 

N(trut
h) 

N(classifi
ed) 

Accura
cy 

Precisi
on 

Reca
ll 

F1 
Sco
re 

1 114 112 99.05
% 

0.98 0.96 0.97 

2 229 228 98.89
% 

0.99 0.98 0.98 

3 241 242 98.57
% 

0.98 0.98 0.98 

4 45 47 99.36
% 

0.94 0.98 0.96 

 
5.1. Optimization of GRADE A 

Hybrid MVO-PSO is applied in order to get the optimized 
data set for training; 

Hybrid MVO-PSO optimization of GRADE A results in  

At iteration 50 the best universes fitness is 0.30119 
At iteration 100 the best universes fitness is 0.30119 
At iteration 150 the best universes fitness is 0.30119 
At iteration 200 the best universes fitness is 0.30119 
At iteration 250 the best universes fitness is 0.30119 
At iteration 300 the best universes fitness is 0.30119 
At iteration 350 the best universes fitness is 0.30119 
At iteration 400 the best universes fitness is 0.30119 
At iteration 450 the best universes fitness is 0.30118 
At iteration 500 the best universes fitness is 0.30118 

The best solution for class A obtained by MVO is: 4.6807. 
The best optimal value for class A of the objective function found 
by MVO is: 0.30118 

Elapsed time is 6.498883 seconds. 
 

 
Figure 4: Hybrid optimization of Group A 
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After optimization 58 components have been selected where 
average rating is more than 4.6807 

5.2. Optimization for Grade B 

At iteration 50 the best universes fitness is 0.30119 
At iteration 100 the best universes fitness is 0.30119 
At iteration 150 the best universes fitness is 0.30119 
At iteration 200 the best universes fitness is 0.30119 
At iteration 250 the best universes fitness is 0.30119 
At iteration 300 the best universes fitness is 0.30119 
At iteration 350 the best universes fitness is 0.30119 
At iteration 400 the best universes fitness is 0.30119 
At iteration 450 the best universes fitness is 0.30119 
At iteration 500 the best universes fitness is 0.30118 

The best solution for class B obtained by Hybrid MVO-PSO 
is: 4.2356. The best optimal value for class B of the objective 
function found by Hybrid MVO-PSO is: 0.30118. Elapsed time is 
3.650676 seconds. 

 
Figure 5: Hybrid MVO-PSO simulation to get optimized value for grade B 

After optimization 120 components have been selected where 
average rating is more than 4.2356 

 
Figure 6: Hybrid MVO-PSO simulations to get optimized value for grade C 

5.3. Optimization of Grade C 

At iteration 50 the best universes fitness is 0.3017 
At iteration 100 the best universes fitness is 0.3017 
At iteration 150 the best universes fitness is 0.3017 
At iteration 200 the best universes fitness is 0.3017 
At iteration 250 the best universes fitness is 0.3017 
At iteration 300 the best universes fitness is 0.30149 
At iteration 350 the best universes fitness is 0.3014 
At iteration 400 the best universes fitness is 0.30134 
At iteration 450 the best universes fitness is 0.30132 

At iteration 500 the best universes fitness is 0.30131 

The best solution for class A obtained by MVO is: 3.6263. 
The best optimal value for class A of the objective function found 
by MVO is: 0.30131. Elapsed time is 3.911880 seconds. 

After optimization 139 components have been selected where 
average rating is more than 3.6263 

5.4. Optimization of Grade D 

At iteration 50 the best universes fitness is 0.30156 
At iteration 100 the best universes fitness is 0.30156 
At iteration 150 the best universes fitness is 0.30156 
At iteration 200 the best universes fitness is 0.30156 
At iteration 250 the best universes fitness is 0.30156 
At iteration 300 the best universes fitness is 0.30156 
At iteration 350 the best universes fitness is 0.30153 
At iteration 400 the best universes fitness is 0.30151 
At iteration 450 the best universes fitness is 0.3015 
At iteration 500 the best universes fitness is 0.30149 

The best solution for class A obtained by MVO is: 2.4891. 
The best optimal value for class A of the objective function found 
by MVO is: 0.30149. Elapsed time is 2.961058 seconds. 

 
Figure 7: Hybrid MVO-PSO simulations to get optimized value for grade D 

After optimization 31 components have been selected where 
average rating is more than 2.4891. After grade wise optimization 
the following components would be selected according to grade. 

Table 6: Grade wise record count after optimization 

GRADE Component count 
A 58 
B 120 
C 139 
D 31 
Total 348 

But of the model is trained with optimization the confusion 
matrix is 

Table 7: Confusion matrix produced after filter dataset considering optimization 
value 

 A B C D 
A 58 0 0 0 
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B 0 119 1 0 
C 0 1 137 0 
D 0 0 1 31 
Total  58 120 139 31 

Considering above confusion matrix overall accuracy has 
been found 

Results 
TP: 345 
Overall Accuracy: 99.14% 

Table 8: Accuracy, precision, recall, f1 score in case of optimized dataset for 4 
classes 

Clas
s 

N(trut
h) 

N(classifie
d) 

Accura
cy 

Precis
ion 

Reca
ll 

F1 
Score 

1 58 58 100% 1.0 1.0 1.0 

2 120 120 99.43% 0.99 0.99 0.99 

3 139 138 99.14% 0.99 0.99 0.99 
4 31 32 99.17% 0.97 1.0 0.98 

6. Comparative Analysis 

This section is comparing the accuracy, precision, recall and 
F1 score before optimization and after optimization. Comparison 
of accuracy for previous and optimized data set has been shown 
in table 9. 

Comparison of Accuracy for previous and optimized data set 
has been shown below 

 
Figure 8: Comparison of accuracy 

Comparison of precision for previous and optimized data set 
has been shown below 

 
Figure 9: Comparison of precision 

Comparison of recall for previous and optimized data set has 
been shown below 

 
Figure 10: Comparison of recall 

Comparison of fscore for previous and optimized data set has 
been shown below 

 
Figure 11: Comparison of Fscore 

Table 9: Comparison of Accuracy, Precision, Recall, Fscore 

Class  Accuracy 
before 
optimization 

Accuracy 
after 
optimization 

Precision 
before 
optimization 

Precision 
after 
optimization 

Recall 
before 
optimization 

Recall after 
optimization 

FScore 
before 
optimization 

FScore after 
optimization 

1 99.05% 100% 0.98 1.0 0.96 1.0 0.97 1.0 

2 98.89% 99.43% 0.99 0.99 0.98 0.99 0.98 0.99 

3 98.57% 99.14% 0.98 0.99 0.98 0.99 0.98 0.99 

4 99.36% 99.17% 0.94 0.97 0.98 1.0 0.96 0.98 

 
7. Conclusion  

It has been concluded from simulation that the optimized 
dataset is capable to produce more accurate result as compared to 
non-optimized mechanism. Research has considered training and 

testing of dataset after Optimizing Software Component by deep 
neural network mechanism to improve the accuracy at the time of 
software selection. Deep Neural-Network mechanism has 
performed training and testing to get the confusion metrics of true 
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positive/negative and false positive/negative. Training has been 
performed using LSTM neural network mechanism to produce 
confusion matrix for getting accuracy, F-score, Recall and 
precision values. Simulation result concludes that the accuracy, F-
score, Recall and precision values in case of optimized 
mechanism are better than non-optimized mechanism.  

Table 10 shows that proposed work is providing high 
reliability and feasibility as compare to previous research models. 

Table 10: Comparison of proposed work to existing researches 

 Prediction of 
quality using 
ANN based on 
Teaching-
Learning 
Optimization 
in component-
based software 
systems [20] 

PCI-PSO : 
Preference-
Based 
Component 
Identification 
Using Particle 
Swarm 
Optimization 
[17] 
 

A Hybrid 
Neuro-Fuzzy 
and Feature 
Reduction 
Model for 
Classification 
[29]  

Proposed 
work 

Optimization 
    

Use of 
Neural 
network 

    

CBSE 
    

Performance 
    

Accuracy 
    

Reliability 
    

Feasibility 
    

8. Scope of Research 

Such research could play a significant role in the field of 
software development, AI, big data processing, and many other 
fields where prediction is the major objective. Such a mechanism 
is suitable to provide an efficient and accurate approach to 
perform forecasting and decision-making in different areas. 
Moreover, further researches could use this research as a base in 
order to get more fruitful results. 
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 Just as industry is dynamic, constantly evolving according to the state of technology, 
economics, politics and so on, so must be, higher education. Studies have shown that higher 
education, for the past century, has constantly adapted to the dynamic skill and knowledge 
requirements of industry. This adaptation, however, is not always timeous and precise 
resulting in a widening gap between industry skill requirements and the skills that 
graduates receive during tertiary learning. This gap can be narrowed if higher education 
develops futuristic models that prepare students for not only the present day, but the future 
as well. Higher education in the fields of science, technology and engineering in particular, 
are in critical need of this future-prediction approach given the high levels of constant, and 
in some cases, even accelerating change or dynamics. This study develops a concept for 
industrial engineers of the future and demonstrates that is it possible to better prepare 
graduates for the uncertain future, by predicting some key skill requirements of industry 
ahead of time from information of yesterday and today.  
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1. Introduction 

To enrol students for the Industrial Engineering qualification, 
and to provide the students with education for the set number of 
years, without taking in to account, the future of the profession, 
would be unfair practice. The same is in fact true for many other 
higher education qualifications, especially those in engineering. 
The reason for this is the dynamic nature of industry, the economy 
and even society as we know it. In the twenty-first century, it is 
therefore critical that higher education incorporates aspects of the 
futuristic profession, into the lessons of today, for the benefit of 
not only the students, but also the respective industry, and not only 
for today, but tomorrow as well.  

This study discusses the concept of ‘industrial engineers of the 
future’. It is well understood that the industrial engineering 
profession today is not as it was ten years ago. Similarly, the 
industrial engineering profession of 2030, ten years from now, may 
not be as that of the present day. If then, the higher education 
system is preparing tomorrow’s engineers today, a tomorrow that 
presents different challenges demanding different solutions, 
substantial effort is required in ascertaining tomorrow’s industry 
characteristics in today’s education program. 

In [1], the author elaborates that industrial engineering is multi-
disciplinary, fully fledged and increasingly becoming more and 

more dynamic. The author points out that the growth of this 
profession was expedited in the twentieth century by the 
manufacturing sector, as well as government and service 
enterprises. The industrial engineering profession is widely 
understood to be dynamic, with a future dependent not only on the 
ability of the engineers to meet the respective economic and 
industrial operational demands, but also dependent on the ability 
of the engineers to innovate and actually drive the economic and 
industrial operational trends. To best answer the research 
questions, it is necessary to first approach the study from a more 
general point of view, considering the engineering discipline as a 
whole. 

Technology is one certain part of engineering, that continues to 
evolve with time. This has been the case even over the past century. 
Curriculum therefore needs to prepare future engineers for a work 
environment that is in constant evolution, characterized by 
constant updates to the technologies used in engineering. In [2], 
this constant evolution is presented, demonstrating where the 
profession of industrial engineering is coming from. 

This paper contributes to the question of where the profession 
is headed. Taking the software engineering profession for 
example, open-source technologies are topical and are highlighted 
as a basis for the future engineer. In [3], the author discusses 
artificial intelligence as having reshaped technology significantly 
over the past decades, and being posed for future dominance. Such 
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are the factors to consider in ensuring that students today, are 
optimally oriented for tomorrow. 

In [4], the author demonstrates how the future of engineering 
is one closely aligned to environmental sustainability as well as the 
well-being of humans. With growing demand for technologies, 
products and systems that are environmentally friendly and health 
friendly are also seeing growth in demand. This briefly 
demonstrates that engineering is not static but rather dynamic. If 
the trends of engineering can be anticipated or predicted, it is in the 
best interest of the students and overall economy and industry. 

1.1. Problem statement 

Conventionally, South African higher education is not 
adequately future oriented or future proof. This contributes to 
education lagging behind the dynamics of industry instead of 
overtaking industry in order to shape-out society and technological 
trends. The problem is that higher education lacks robust systems 
and mechanism that are capable of identifying and strategically 
accommodating elements of the future of the respective profession 
into today’s education. 

1.2. Research question 

Given the dynamic nature of industry, can we develop a 
concept for industrial engineers of the future, in order to provide 
career-oriented future-proofing for industrial engineering 
graduates? What are the key factors to consider when developing 
the concept of industrial engineers of the future? 

1.3. Concluding remarks to introduction 

The paper is structured as (a) Introduction which provides 
some background information of the research, as well as the 
problem statement and the research question. (b) Literature review 
(c) Research methodology (d) Discussion and findings; and (e) 
Conclusions and recommendations. The literature review provides 
a view of some aspects of the industrial engineering profession that 
form a strong basis for the future of the profession. The research 
methodology therefore pivots on these aspects to create a complete 
concept.  

2. Literature review 

The literature survey of this work is structured to initially assess 
past trends of the industrial engineering profession. The idea is to 
appreciate the fact that the profession is indeed dynamic, shifting 
decade after decade in terms of skill areas. The next step then, is 
to establish a projection of the competences that will shape the 
industrial engineering profession of tomorrow. 

2.1. Industrial engineering trends 

The industrial engineering profession, as hinted by the title, is 
industry driven. In [5], the author illustrates how the future of 
industrial engineering is heavily influenced by customer demands 
and expectations. The demands and expectations of the customer 
are on a trajectory of rapid growth, giving rise to the need for 
constant improvement in production processes as well as 
operational systems, in order to minimize cost yet maximizing 
quality. Industrial engineering is key in realizing this goal.  

In [6], authors show that Internet of Things (IoT) is a key part 
of tomorrow’s industry. Industrial engineers of the future are 
therefore expected to embrace the concept of IoT. At curriculum 
level, it is presented that it is necessary to adjust curriculum to take 
more consideration of IoT in order to produce graduates who are 
more oriented for the work environment of today and also 
tomorrow.  

In [7], the authors explore the value of interdisciplinary 
competences to the future of industrial engineering. It is shown 
that, due to the diversity of industrial engineering work, which 
continues to evolve, interdisciplinary skills are a critical aspect. A 
teaching method which emphasizes interdisciplinary scope and 
teamwork is proposed. In [8], the authors explicitly demonstrate 
how approaching engineering from an interdisciplinary 
perspective promotes technological development for national 
prosperity.  

In [9], the authors take a look at how the circular characteristics 
of the economy affect the future of industrial engineers. It is 
demonstrated that the industrial engineer of the future is one to 
master concepts of circular economy strategies. It is proposed that 
circular economy concepts be realized in curriculum through 
collaborative design project works. 

2.2. Projection 

Analysing trends in the industrial engineering profession is 
only the first step in developing the concept of industrial engineers 
of the future. The next step is to project those areas of the 
profession that are likely to take the forefront, in the years to come. 
This involves prediction of those skills and competences that are 
likely to see increased job market demand. In [10], authors explore 
the idea of predicting future needs of the industrial communication 
field. In [11], a method to measure educational alignment to 
industry is proposed, further alluding to the relevance of the topic.  
This study predicts that the following competences are critical for 
the industrial engineer of the future: 

1. Innovation and entrepreneurship 

2. Sustainable development 

3. Digital technologies   

Collectively, these three competences are identified to shape 
the industrial engineer of the future. 

2.2.1. Innovation and entrepreneurship 

The national and even global call for an improved 
entrepreneurship environment means that the economy can 
anticipate growth in small to medium enterprise establishments as 
well as innovation and development, especially from the youth 
population. In [12], authors show that as for engineering education, 
this call has largely been answered, with entrepreneurship 
education being integrated into engineering degrees. In [12], the 
authors analyse the impact of entrepreneurial competence in the 
engineer of the future, to identify and appreciate the role of 
entrepreneurship education in economic development. Results of 
the study indicate that the future of the engineering profession 
strongly demands entrepreneurial competences, especially at 
graduate level.  
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In [13], the authors point out that over the past few decades, the 
engineering job market has generally become more competitive. 
The authors further show that trends indicate that the job market 
will in fact become even more competitive in the near and long-
term future. It is therefore critical to invest in entrepreneurship 
competences for the future engineers. In [14], authors argue that 
entrepreneurial competences are so vital for the future engineer 
that there is need to globally standardize how entrepreneurial 
concepts are incorporated into engineering curriculum.  

In [15], the authors actually argue that entrepreneurship 
education cannot be separated from engineering education. A 
successful career in engineering, as the world races Industry 4.0, 
would be heavily centred on entrepreneurship competences. In 
[16], authors in order to safeguard the career, propose the 
synchronization of the engineering and business courses. This is 
shown to potentially promote entrepreneurial competences 
towards the required level.  

2.2.2. Sustainable development  

The Sustainable Development Goal (SDG) initiative is a global 
movement and one that has massive influence on the economic 
future of South Africa, as with every other country. The SDG 
initiative calls for intensive transformation for every country, 
affecting the operations of the entire national value chain including 
government, private sector, industry, civil society and science [17] 
and has become the cornerstone of business across the world. 
Businesses are increasingly aligning more and more towards 
sustainable solutions, and massive investments are increasingly 
being channelled towards research into sustainable solutions for 
example in the field of electrical vehicles. Since the turn of the 
century, massive strides have already been made towards the SDG 
initiatives and it has never been more certain that sustainable 
development is the heart of the future global economy, as 
enterprises start to reflect sustainability concepts through internal 
objectives and visions. In [18], authors show that the concepts of 
environmental and social sustainability, are the most commonly 
discussed.  

While the market is becoming more competitive, operational 
costs are generally increasing. This makes it important to be able 
to optimize business operations, systems or products. This includes 
improved loss control systems, price management, product 
development/improvement, resource management and so on. 
Sustainable development concepts are expected to be a significant 
part of the work of the industrial engineer of the future. In [19] 
authors reiterate that a cleaner/greener industry has huge economic 
implications and highlight that the growing advocacy for 
sustainable production will continue to grow into the future. In 
[20], the authors show that renewable energy projects have 
national-scale economic impact, and such projects deserve 
national support. The authors also highlight that the demand for 
renewable energy solutions will continue to rise into the future. In 
[21], authors conduct a survey on public statements of mining 
associations and the extent to which statements relating to 
sustainability are incorporated into policy, and the survey reveals 
that while the mining industry has allowed a sustainability shift, 
more needs to be done. The study shows that, out of 61 
associations, 67 percent had public statements on sustainability.  

 

In [22], the authors also highlight that sustainability concepts 
have been pivotal in the mining industry since the year 2010, and 
that it has become necessary for professionals in the mining 
industry to appreciate and accommodate sustainable mining 
practices. In [23], authors discuss how sustainable development is 
so key for the future that the concept of sustainable development 
should not be localized to the private sector only, or to engineering 
and science only. The authors show how, at national level 
economics, implementing strategic sustainable development 
objectives may contribute to improved trade deficit management.  

In [24], the author discusses the steel-making process, 
revealing how the use of the by-products contributes to sustainable 
development. Literature suggests that slag from the iron and steel 
industries, when used to complement cement, improves the micro-
structure of built concrete. In [25], authors study the current state 
of the hotel industry and show that more innovation is required to 
meet the sustainability demands of the industry, especially given 
the sophistication of customer requirements. Innovative controls 
are required to improve waste and power management, to make 
operations more sustainable. 

2.2.3. Digital technologies  

Industry 4.0 places automation at the centre of 
industrialisation, and digital technologies form the basis for 
automation systems hence the need for emphasis on digital 
technologies for the industrial engineer of the future. The twenty-
first century is characterized by growing popularity of digital 
technologies, defined by electronic tools, machines, systems, and 
software that generate, process and utilize data. The manufacturing 
sector is particularly going through a fourth revolution and this 
calls for more strategic approaches to industrial engineering 
education, and engineering in general. In [26], authors discuss how 
Industry 4.0 calls for digital technologies, especially in the area of 
Internet of Things (IoT), big data, cloud computing as well as data 
analysis and processing.  

In [27], the author highlights that in this digital era, there is 
more need to implement systems that can commercialize higher 
education research, that is to say, systems that can transfer 
academic work to industry. In [28], authors study the trends in 
industrial maintenance services and point out that the fourth 
industrial revolution will see the concept of ’big data’ becoming 
key to efficient industrial maintenance management, in the near 
future. In the medical field, surgical processes have seen 
automation, patient profiles have been digitized for improved 
access to information, such as medical history [29]. In [30], 
authors, amidst the COVID-19 pandemic, discuss digital 
technologies that may ensure better patient isolation, by creating 
automated virtual centres to minimize physical crowding at 
hospitals and clinics.  

Finance and economics have both been substantially 
transformed by digital technologies. In [31], authors propose the 
use of advanced digital mathematical models and algorithms to 
assess the feasibility of engineering projects in order to support 
capital investment decision making. The proposed digital system 
is proven to be robust and able to process large amounts of diverse 
data. In [32], the authors trace the age of digital marketing 
technologies in the sales of industrial services. The authors 
illustrate that smart systems have gained massive ground in 
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industry over the past decade and such technologies are still on the 
rise.  

In [33], internet marketing is compared to traditional marketing 
and it is shown that internet marketing is a superior marketing tool 
in today’s economy, and more so, tomorrow’s. In agriculture, the 
present and future have never been more digital. Agriculture across 
the entire planet has been redefined by automation and robotics, 
information communication technologies, drones and sensors as 
well as digital surveys and advanced climate and environment 
modelling technologies. In [34], authors show how digital 
technologies have brought about solutions to the challenge of 
access to the market in farming, especially for the small-holder 
farmer. In [35], authors introduce the concept of ’Agriculture 4.0’ 
with alignment to that of ’Industry 4.0’, highlighting that the era of 
Agriculture 4.0 has begun and is characterized by advanced digital 
and biotechnological innovations in agriculture. As the world 
becomes more and more digital, the threat to information security 
however, worsens. Cyber-security is therefore a key area of 
technology today, and even more, in future, as new cyber-security 
threats continue to evolve [36].  

We therefore identify a gap, that while it is evident that the 
industrial engineering profession is dynamic, no structures have 
been set up yet, to explicitly allow the concept of future industrial 
engineers to be incorporated into curriculum. 

3. Methodology 

The Fourth Industrial Revolution (Industry 4.0) is summarised 
by automation, smart technology solutions, internet of things and 
improved machine communication. Understanding the 
requirements of Industry 4.0 is the first step in determining and 
developing the concept of the industrial engineer of the future.   
The requirements may be clearly spelt out by investigating the 
needs of the different players in this Industry 4.0 dimension. A 
survey is therefore conducted to establish the skill and knowledge 
requirements of the industrial engineer of the future, based on 
current dynamics of the industry. The survey responses are a 
collection from fifty-eight South African and Zimbabwean 
engineering and technological companies, 65% being start-ups. 
The idea of including more start-ups in the survey is not only the 
fact that start-ups are easier to reach (the Harare Institute of 
Technology alone host a start-up hub with over fifteen enterprises) 
but also that such are the players expected to reshape the industry 
of tomorrow.  

A quantitative approach is taken for the study, involving the 
analysis of the distribution of the future skill and knowledge needs 
of the engineering business processes of the respondent 
companies. A quantitative approach is adopted because real data 
from real enterprise specialising in various engineering works and 
projects will reflect a realistic and measurable index of the 
requirements of the future engineer.   

The feasibility of this approach can be referenced to a study 
conducted in [10] which reviews technological trends of industry 
4.0 and the impact thereof, on industrial communication.  

The following assumptions are made: 

• As current players in industry, engineering companies do 
provide reliable insight as to the futuristic trends in skill and 

knowledge requirements, based on the operations being 
carried out today, and the possible improvements. 

• Start-up type companies represent industrial players in a drive 
to penetrate the industry with innovative solutions and hence 
amplify the reflection of the future industry. 

 
Figure 1: Twentieth century industrial engineering function trends - adopted from 

[2] 

The illustration above proves that the industrial engineering 
profession is indeed under evolution. The next step is therefore to 
predict where this evolution is headed towards by means of survey 
data.   

3.1. Data collection 
Data is collected from an industrial survey with practising 

companies, to determine, from an operational perspective, the 
needs of the future industry. 
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3.2. Data evaluation 

To evaluate the data, a comparison is made, against a recent 
study which investigated the technological trends of industry 4.0 
and the impact of these trends on industrial communication. 
Reference is also given against the general directives surrounding 
industry 4.0. The evaluation shows acceptable levels of data and 
method reliability.  

4. Discussion and findings 
 

The general trend of the past century is that industrial 
engineering saw a shift from industry/factory functions to more 
commercial functions. The industrial survey conducted in this 
work, with enterprises practising engineering, aims to extend the 
trends given in [2] beyond the year 2025, and also to close the gap 
partially, from the year 2000 to-date. It is established that the 
period between the year 2000 to-date was generally characterised 
by growing diversity and flexibility within the industrial 
engineering profession. This period saw a rise in demand, 
particularly, for such competences as those aligned to:  

 
• financial sustainability 
• environmental friendly business processes  
• process, system or product optimisation  
• risk and loss control 
• product and system development  

 
This trend can actually be cross-referenced to the general 

global developmental priorities and goals. Risk management and 
loss control in particular, are two areas that both the private sector 
and government have prioritised over the past two decades. The 
idea of loss control has been globally received as a means to 
increase profits, without necessarily increasing product pricing, 
especially given the competitiveness of today’s market. Impacts of 
the United Nations Sustainable Development Goals (SDGs) have 
significantly affected industry across the planet, especially in terms 
of business management and operations. The decade from the year 
2020 has been set as the ’Decade of Action’, with respect to the 
SDGs and this global campaign is expected, and is already 
affecting industry. Consequently, this goes to affect several 
professions, with industrial engineers included. This makes it vital 
for the education system to incorporate and prioritise sustainability 
concepts. It is in fact common at present day, for job functions to 
involve duties to do with operational sustainability, for example an 
industrial engineer at a mining company will typically be tasked to 
develop systems to manage power usage. With growing popularity 
of the UN SDGs, the majority of project support initiatives today, 
as well as project funding schemes, both locally and 
internationally, are typically set to prioritise projects with elements 
of sustainability. Figure 2 is an extension to Figure 1, illustrating a 
forecast beyond the year 2025 in terms of industrial engineering 
skill and knowledge needs, based on the survey conducted.  

Figure 2 depicts the functions that are predicted to top demand 
as far as the industrial engineering profession is concerned. It is 
seen that the key function areas of innovation, optimisation 
techniques, sustainability, automation, digital systems and 
business development score high in terms of demand. Innovation 
relates to business development and collectively form the basis for 
the business growth, especially in the case of starting and early 

stage enterprises, such enterprises that today employ more people 
than formal established enterprises. Optimisation and automation 
relate to advanced industrial decision-making tools and digital 
technologies that empower machines to execute tasks in a manner 
that more effective, accurate or efficient than the human 
counterpart. This narrows down the key concepts to innovation, 
digital technologies and sustainable development.  

 
Figure 2: Extended industrial engineering function trends 

The projections presented by Figure 2 call for the educational 
systems to incorporate the predicted elements into curriculum 
more explicitly. While curriculum is under constant management 
for the purpose of better addressing the evolving needs of the 
industry, this study proposes an improvement, characterised by 
prioritisation of some three aspects of industrial engineering 
education. The three aspects are: 

1. Innovation and entrepreneurship  
2. Sustainable development  
3. Digital technologies  
 
These economic aspects are projected to dominate the future of 

the industrial engineering profession. Academic prioritisation of 
these aspects is expected to better orient the industrial engineer for 
the future. The discussion presented in this work is summarised by 
Figure 3, which illustrates the three aspects above as pillars for the 
future of industrial engineering students. 

 
Figure 3: Illustration of the concept of the industrial engineer of the future 

0 20 40 60 80 100

Human safety

Finance engineering

Manufacturing & production

Strategic planning

Research

Loss control

Engineering design

Climate sustainability

Business development

Automation & digital systems

Operational sustainability

Process optimisation

Innovation

Percentage

Sk
ill

 a
re

a

http://www.astesj.com/


P. Chikasha et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 72-79 (2021) 

www.astesj.com     77 

As with any structure, a foundation is necessary. This 
foundation is proposed from the perspective of graduate attributes. 
In [37], authors define graduate attributes as the qualities that a 
university or college community agrees to develop in the students 
during their study period at the respective institution. These 
attributes exceed academic competences and technical skills 
reaching over to qualities that prepare graduates for social good, in 
a global economy that is dynamic and with an unknown future. The 
most common and typical graduate attributes include: 

• Effective communication 

• Strong citizenship 

• Leadership skills 

• Problem solving skills 
 

 
Figure 4: Graduate attribute distribution 

Today, graduate attributes have become a core element of 
tertiary learning outcomes and integration of generic attributes into 
university or college curriculum is on a world-wide rise, especially 
towards promoting development of skills that better equip students 
for the work environment and also for self-employment. Higher 
learning institutions have therefore over the past few decades, 
placed 57 increasing value on developing graduate attributes and 
ensuring that the attributes are reflected within graduates. 

In [38], authors show that one challenge is that some lecturers 
or educators may not see or perceive the value and essence of 
developing graduate attributes and may thus consequently be 

reluctant to realise graduate attribute obligations throughout their 
teaching experience. For graduate attributes to be effectively 
implemented, curriculum is one place to look at. 

In this study, an investigation into the trends of distribution of 
demand for graduate attributes is made for the industrial 
engineering profession. The study outline is to collect data from 
industry through a survey to determine the attributes that 
employers seek when recruiting industrial engineers. Input data for 
this survey is collected from an on-line job advertisement platform. 
For each industrial engineering job post, recruiters typically 
highlight the following:  

• job description  

• minimum qualification  

• desired personal attributes  

Such on-line platforms therefore provide diverse information 
for survey. In [39], authors show that is it possible and effective, 
to collect education management control data from job 
advertisement platforms. One hundred job post samples are 
processed to produce the distribution depicted by Figure 4. 

Figure 4 shows that, from the attribute study conducted, the 
communication attribute is most critical for the industrial engineer. 
In [40], authors conduct a study to determine the most demanded 
gradate attribute. By cross-referencing the survey results in Figure 
4 above (industrial engineering profession),  with those presented 
in [40] (general multi-profession study), it is possible to determine 
any reciprocity as well as any data disagreement too. The strategy 
is to therefore compare the top attributes sought by industry, as 
presented in [40], against findings from Figure 4. Table 1 outlines 
the comparison. 

Table 1: Comparison of findings from graduate attribute study 

Literature [40]  Figure 4 

1. communication 

2. teamwork 

3. citizenship 

4. critical thinking 

5. problem-solving 

 

1. communication 

2. problem-solving 

3. office skills 

4. teamwork 

5. reporting skills 

 

 

 
Figure 5: Final illustration of the concept of the industrial engineer of the future 
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It can be observed from this combined analysis, that the 
communication attribute is of highest priority, not only from the 
industrial engineering perspective, but also in a general sense. The 
problem solving and teamwork attributes are also of high priority. 
Analysing the attributes presented in Table 1 deeper, reveals that 
of the top attributes, the aspect of communication is in fact 
represented in 50 percent of the given top attributes. 

The pillar diagram is therefore revised to present the industrial 
engineer of the future as depicted by Figure 5 below. 

This figure shows that the industrial engineer of the future is one 
to master digital technologies, innovation and sustainable 
development, over and above, the attribute of effective 
communication. The advantage of the proposed concept is that the 
concept interprets the state of the real industry of today to produce 
a pathway for students to follow today, in order to fit into industry 
tomorrow and to make the necessary knowledge and skill 
contribution that will be required. This study considers real 
industry data (survey). The disadvantage is that industry, 
economics and society being dynamic, the requirements of today 
and those of 2030 may not be the same, hence the need for an 
evolutionary approach as an extension to the proposed solution.  

4.1. Way forward 

Today, there is worldwide concern for sustainable 
development, with emphasis on the ‘three Ps’ that is, the People, 
Planet and Profit, where businesses ensure not only the well-being 
of shareholders through profits, but also the well-being of the 
people and the planet. This study proposes curriculum to 
incorporate these three Ps. In the context of South Africa, the main 
economic, environmental, social and political factors (in the sense 
of sustainability) that need to be considered are proposed as: 

• Women empowerment 

• Youth empowerment 

• Graduate unemployment 

• Electricity shortage 

• Environmental pollution 

• Increasing fuel price 

• Climate change 

• Import substitution (indigenisation) 

It is proposed that these topics become mark points for student 
work, especially projects. Design solutions for example, could be 
evaluated from an environmental perspective, towards 
determining potential impact on the planet. 

In the case of innovation, over and above the inclusion of an 
innovation/entrepreneurship course within engineering 
curriculum, it is noted through this study, that there is need to 
improve the entrepreneurial experience of the engineering student 
during the study process. To achieve this goal of promoting 
entrepreneurship through curriculum, this study proposes that a 
unique case-study approach be taken, where learners are tasked 
with a target number of practical industry-based freelance work 
projects, as part of the study experience. These projects are set to 
be sourced from online freelance work advertising platforms, 

reflecting the true nature of the needs of the industry. Each 
industrial engineering student is required, after completing a 
project, to present the project for evaluation in class, by both 
lecturers and students. The projects are then evaluated according 
to: 

1. Project scope and objective 

2. Technological aspect 

3. Deliverables 

4. Complexity 

5. Approach 

6. Financial perspective 

This proposal ensures that innovation and entrepreneurship are 
better accounted for by curriculum, especially given the prevailing 
trends where entrepreneurship is rapidly growing as a source of 
employment across various industries. 

5. Conclusions 

The skill and knowledge requirements of any profession evolve 
over time, according to various contributing factors such 
technology, economics, politics and so. In order to maintain 
relevance of higher education, it is important to adapt education to 
the prevailing industrial requirements. It is even more important to 
actually predict where the industry requirements’ evolution is 
headed, and to then manipulate higher education accordingly. In 
this study, the concept of the industrial engineer of the future is 
discussed. Based on an industrial survey, this study shows that 
there are three key knowledge areas which will shape the industrial 
engineer of the future. These three are innovation and 
entrepreneurship, sustainable development and finally, the digital 
technologies.  

It is recommended that the industrial engineering education 
lifecycle takes these three knowledge areas as knowledge areas of 
high priority for the benefit of graduate industrial engineers. Future 
research is recommended to allow scheduled updates and trend 
analysis tools to measure the precision of the model of the 
industrial engineer of the future as predicted today. 
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1. Introduction  

Nowadays, there are several questions about the capacity of 
middle-sized cities to face the phenomenon of globalization 
successfully, and the way they get inserted and participate in it. 
These peculiarities might reflect a difference in terms of 
competitiveness and the assessment of its meaning, to lay the basis 
for decision-making when public policy design and planning [1]; 
this enables to forge development and welfare in terms of the 
collective needs and the environment in which middle-sized cities 
interact [2]. Likewise, in [3], it is mentioned that these cities have 
advantages over large cities, which is why they should perform 
essential functions for territorial balance. 

Cities are not only spaces for the production of goods and 
amenities, but places that generate knowledge, create new ideas 
that define new forms of social relationships. It is essential to 
understand their process of the conformation since it marks their 
daily life or, in some cases, subsistence, also the rate of growth, 
well-being, and progress. Their analysis, consequently, is not 

exclusive to a particular discipline. It is necessary to incorporate 
different approaches for their better understanding, because into 
them dwell more than 50% of the population in the world, and in 
the case of Mexico, more than three-quarters of the population [1], 
[4] and [5]. 

This research addresses an evaluation of the connotation of 
development in middle-sized cities through a systemic 
methodology. They demand urgent evolution, which considers 
their competitive environment and the formalization of 
instruments to articulate current elements of the territory. The 
challenge is even more significant when incorporating the best 
practices of the competitive mean due to the restrictions derived 
from weaknesses and threatens. Besides, there are local 
specifications which difficult the transition to modern cities. 
Therefore, it is important to plan their future according to the 
guidelines brought out by the study. 

We present a temporary positional matrix with the highlights 
emanated from the SWOT and PESTEL analysis, composed of 
four quadrants where the initiatives point out priorities and 
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strategic lines to define an urban development project according to 
the temporary spatial horizons. 

1.1. The concept of development as a guideline for the use of the 
territory 

Faced with the new environment for the development and use 
of the territory of cities Sesmas [6], sets three main scenarios: 
contextual (integrated by the processes of globalization and 
decentralization), strategic (linked to a new organization and 
territorial management), and political (regarding a modern State, 
capable of territorial leadership, via the different policy 
instruments) (Figure 1). 

 
Figure 1: Scenarios that define the territory 

Source: Author’s elaboration based on Sesmas [6] 

On the other hand, the concept of development is a frame of 
reference that gives the general guidelines that have an impact on 
the conformation of the territory and competitiveness. Economics 
was the first discipline to use this idea, almost as a synonym for 
economic growth. However, concerning Geography, it acquires 
social nuances that make it closer to the 'non-economic' needs of 
populations [7]. 

The word development comes from the Greek α νά πτυξη 
(anaptise) and means “unfold” or also “discover”. Therefore, 
development is a set of potentialities that each social group 
possesses and must reveal. This etymological interpretation of the 
concept shows that progress and welfare of the population do not 
depend exclusively on external factors, but on latent endogenous 
potentialities which await to be "brazen" or "discovered" [7] and 
[8]. In this regard: "If ultimately we consider development as 
expanding the capacity of people to perform activities freely 
chosen and valued, it would be entirely inappropriate to exalt 
human beings as instruments of economic development" [9]. 

Therefore, in the search for development, the construction of 
utopias is essential since the transition might, at some point, go 
through one crisis [10]. In this way, a fundamental premise is to 
build a guideline that enables coexistence, socio-economic 
organization and competition of space, within a broad and global 
structural coherence. 

1.2. Growth approaches for the development of cities worldwide 

Since 1987, when the Brundtland Report established the 
concept of sustainability and sustainable as an adjective of 
development and, as part of the global lexicon [11], several 
tendencies arose about it and its focus on human settlements which 
allude to three approaches: smart growth, new urbanism, and 
ecological city. 

Approaches to smart growth and new urbanism have become 
words of recognition incorporated in the United States (U.S.) into 
development planning goals and policies. Also, ecological cities 
have been less influential in the U.S. than the other two approaches 
[12]. However, in other parts of the world, this approach has 

received much attention to developing urban areas, particularly in 
Europe, Canada, Australia, and New Zealand [13] and, recently, 
Asia [14]. 

Smart growth represents an attempt to curb the expansion and 
its physical expression, ought to be integral and address issues such 
as protection of natural resources, diversity of homes - where the 
economic development depends on local capacity - and citizen 
participation [15]. 

Regarding New Urbanism, it is a design that, is oriented 
towards what represents a community architecture that is more 
humanized in scale and character [16] and [13] centering on 
tangible assets, urban landscapes, and design districts to improve 
the quality of life. It is composed of mixed uses, of a more compact 
configuration, a consistent and sensitive architecture to its place 
[17], abundant common open spaces (both: functional and natural) 
and, friendly as well as pedestrian-oriented inner circulation [18]. 
Multidisciplinarity is a relevant affair in New Urbanism in the U.S. 
[19]. Its processes include planners, developers, architects, 
engineers, government officials, investors, and community 
activists, as well as general stakeholders. Its goal is developing 
communities that do not exceed the limits of nature for livelihood, 
which is the load capacity. The gathering of these elements 
supports the concept of ecological cities. Thus, Ecocity Builders 
[20], - defined colloquially as Eco-city - in terms of land use 
policies, have the following objectives: to maximize urban density, 
reduce energy consumption, protect biodiversity, reduce travel 
distances and maximize options of transportation. Similarly, its 
principles are a way of giving shape and meaning to the concept of 
sustainability. 

Based on the above, the following are crucial elements for the 
development of sustainable city planning since they allow carrying 
out result evaluations of the different policies implemented [21]: 

• Level of urban competitiveness. 

• Importance of services and industry with high degrees of 
innovation. 

• Demographic changes 

• Growth of middle-sized cities. 

• Growth and, metropolitan concentration (sustainability). 

• Decreasing urban-rural differentiation. 

• Growth of the informal sector. 

• Urban governance. 

• Climate change and, city matters. 

In [22], the author affirms the need for political will to create 
tracking systems based on precise indicators such as those in 
Dongtan, China or, Cambridge, England that have become icons 
of sustainable and competitive development; highlighting as well 
Stockholm, Sweden, and Hamburg, Germany, for being awarded 
in 2010 [23] and 2011 [24] respectively, for fulfilling the indicators 
of the European Green Capital Award. 

1.3. Middle-sized cities 

In recent decades, medium-sized towns have experienced a 
rapid sweep of spatial growth, changing their growth patterns in 
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terms of coverage, land use, and fragmentation of the urban 
landscape, where it is substantial to understand urban growth 
processes and their relationship with sustainability. By the year 
2025, 13.6% of the population will live in megacities, and 42.4% 
in middle and small cities, which will require more resources for 
its operation, with the premise that currently, they have less 
technology and means to mitigate pollution and cope with urban 
dynamics, which attenuates their management effectiveness [25]. 

Medium-sized cities currently seem to constitute a suitable 
means that promote a development that adapts to new 
interpretations. On the other side, facing the risk of increasing gaps 
between large metropolitan and rural areas seem to be the ideal 
instrument for achieving more balanced development in the 
territory [26]. 

Thus, according to Ganau & Vilagrasa [27] and Brunet [28], 
intermediate cities present defining features: 1) they are non-
metropolitan centers, but they have sufficient critical mass and the 
will to transform themselves and be well equipped; 2) they are 
nuclei that can act as intermediaries between the big city and rural 
spaces and 3) they might be capable of generating growth and 
development in their immediate surroundings and of balancing the 
territory against metropolitan macrocephaly. Bellet and Llop [29] 
point out that these can act as providers of specialized goods and 
services, as well as centers of social, economic, and cultural 
interaction for their environment. Local governments of middle-
sized cities present a large number of interconnections with their 
surrounding territory and other cities. With the pressure for 
urbanization, which comes hand in hand with progress, affecting 
their peripheries and localized municipalities near the big cities 
[30], becoming the reason why the challenges of local 
governments in middle sized cities on urban planning are very 
complex [31]. 

1.4. Growth of Latin American medium cities 

In the Latin American case, the growth of cities has been in 
cycles. Figure 2 shows how they changed from a very compact 
territorial body to a sectorial perimeter and from a polarized city to 
a fragmented one [32]. In the last phase, globalism had a vast 
influence on them, reflecting dramatic changes in their urban 
structure and development [33]. This circumstance made it 
necessary to expand the traditional model for urban development, 
establishing new phases [34]. 

In [35], the author refer that physically, growth in Latin 
American cities has been quite peculiar. In the middle of the '90s, 
its expansion was oil stain type. That is, in continuous extension. 
At present, most cities have adopted scattered growth patterns 
throughout the territory, generating an uncontrolled peri-
urbanization [36] featuring this process -due to fast changes in the 
city- with lack of regulation. 

New developments began in rural areas [37], where the value 
of the land was lower along with urbanization would generate 
more added value. But as it did not have any supervisory body 
other than the market itself, the quality concerning the new 
developments began to decline considerably, configuring new 
areas of cities with much more precarious standards than the 
previous ones. These new difficulties bring a profound process of 
crisis and transformation which, comes mainly from the necessity 

of adapting to new national economic and social conditions and 
also to the recent characteristics of urban development [38]. In this 
regard, [39], mention that regional development in Latin America 
has led to a vaster expansion and diversification of the system of 
cities because between 1950 and 2000, it went from 314 to 1851 
towns with more than 20,000 populations. This more complex 
urban network forms a social and territorial base more prone to 
regional development, detecting that medium-sized cities (50,000 
to 500,000 inhabitants) and small cities (20,000 to 50,000 
inhabitants) are expanding rapidly in terms of nodal multiplication, 
which confirms the trend towards a more robust and complex 
urban system. 

 
Figure 2: Transition of the development models of the Latin American City 

Source: [33] 

The development analyses reflect that the urbanization of cities 
allows greater prosperity in society (table 1). 

Table 1: Level of urbanization and gross domestic product 

Country 
Level of 

urbanization 
2010 

GDP per 
cápita 
USD 

Argentina 90,0 9.952 
Bolivia 62,0 1.134 
Brasil 87,0 4.375 
Chile 89,0 6.248 

Colombia 75,0 2.879 
Ecuador 67,0 1.705 

Guatemala 50,0 1.700 
Haití 50,0 391 

Jamaica (2007) 54,0 3.028 
México 78,0 7.116 

Perú 72,0 2.990 
Venezuela 94,0 5.969 

Source: [40] 

In [41], the author mentions that middle-sized cities have the 
challenge of assuming a decisive role when it comes to 
redistributing better progress in the countries, which should have 
the function of articulating large cities and those of provincial rank, 
besides, to have a substantial impact on economic integration and 
territorial cohesion. 

1.5. Growth of middle-sized Mexican cities 
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Mexican cities, as all the Latin American ones, have been 
characterized by having an accelerated growth of their urban areas, 
but not of urbanization. For many decades the new spaces 
incorporated into Mexican cities were occupied by their 
inhabitants with minimal services and infrastructure, and, in some 
cases, they were just nonexistent.  

Each city solved this relevant gap of services and infrastructure 
over time according to their urbanization processes [42].  

Thus, a centralist-productive structure propitiates changing 
migratory flows, which at the same time; delimit the short 
existence of middle-sized cities. Besides, policies to support 
middle-sized cities have been unsuccessful. The Mexican 
government created a priority stimulus for medium-sized and 
small towns to counteract the weightiness of Mexico City, 
Guadalajara, and Monterrey, but it did not provoke the expected 
territorial deconcentrating, demonstrating its failure. Although the 
number of medium-sized cities increased, it was not due to policies 
for a territorial reorganization of land, but growth logics [43]. 

In [44], the author points out that there is not enough 
information to analyze the development of medium-sized cities, so 
he proposes a scheme by growth zones through development time, 
identifying three “T” periods (figure 3): 

(T1) Space developed until 1920, which is an urban space that 
represents the origin of the city. A regular layout of large 
properties, high construction density with predominantly 
commercial and service land uses. But, with some embedded 
sectors like housing. 

(T2) 1950 to 1970. Space developed during periods of high 
rates of urban population growth in Mexico. At first, the area 
probably lacked infrastructure, but it incorporated it over time until 
achieving all the services and infrastructure. 

(T3) 1990 to 2000. The features of this period are urban spaces 
with new subdivisions of low-income housing; warehouses, and 
industrial parks, large peripheral roads, and access to the city. 

ET. Spaces in transition. 

 
Figure 3. Characteristic periods of the urban space of Mexican middle-sized cities. 

Source: [44] 

In [45], the structural model of mid-sized cities in Mexico 
relies on the colonial urban layout (checkerboard shape), 
describing that the development phases occurred in the 
following way: Traditional city, Fragmented city, Regional 
Conurbation Metropolis. In this last phase, there is no spatial 

unit in the metropolitan area, where the urban elements were 
interwoven with each other and arranged on top of them. 
Mexican cities must follow the policies established by three 
federal laws: The General Law of Human Settlements (LGAH), 
the Housing Law, and The General Law of Ecological Balance 
and Environmental Protection (LGEEPA). The LGAH delegates 
the responsibilities of design and urban planning to the 
municipalities, limiting itself to establishing procedures for 
development plans. 

The outlook for the growth and development of cities for the 
coming years seems encouraging. That is due to the nascent 
policies and programs of the sector. However, it will depend on 
their proper implementation, coordination between the different 
political actors, federal and local institutions, as well as the 
continuity between the administrations, pointing to 1) the urban 
planning, 2) land use planning, 3) management, 4) 
implementation, 5) monitoring and control and, 6) improvement. 

1.6. Metropolitan Zone of Pachuca (MZP) 

The MZP is south of the state of Hidalgo. It is a middle-sized 
city in the range of 500,000 inhabitants and, it communicates 
with Mexico City through Federal Highway number 85. Table 2 
shows the municipalities it comprises and figure 4 the 
delimitation of the Municipalities of the MZP. 

Table 2. Characteristics of the municipalities that make up the MZP 

Municipality Population Area 
(ha) % Area 

Epazoyucan 14,693 14,070 11.77 
Mineral del Monte 14,640 5,339 4.47 

Mineral de la 
Reforma 150,176 11,393 9.53 

Pachuca de Soto 277,375 15,398 12.88 
San Agustín 

Tlaxiaca 36,079 29,713 24.85 

Zapotlán de Juárez 18,748 11,686 9.77 
Zempoala 45382 31,962 26.73 

Total 557,093 119,561 100.00 
Source: Author’s elaboration based on [46] 

 
Figure 4: Delimitation of the Municipalities of the MZP [46] 
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According to the National Urban System [47], the level of 
urbanization of the state of Hidalgo is defined by the hierarchy, 
location, and degree of functional integration of each city, as 
shown in figure 5. 

 
Figure 5: Urban System of the State of Hidalgo from the MZP 

Source: Author’s own elaboration based on [47] 

1.6.1. Trends in urban expansion 

The rapid growth of the MZP can be seen in the spread of its 
territory, indicating greater incorporation of hectares for urban 
purposes. In 2000, the conurbation area was 7,918 ha., which 
increased to 14,907 ha. in 2010. It is an increase of 6,989 ha. and 
represents an 88.2 % rise. The type of urban expansion manifests 
itself from two modalities: 

A) Expansion by informal growth 

Those made in irregular human settlements, which are in 
areas subject to natural hazards, for example: on steep slopes, in 
floodable areas, or vulnerable soils. On the other hand, the 
irregularity condition prevents them from having amenities, 
such as water, drainage, electricity, paving, garbage collection, 
lighting, surveillance, or adequate public spaces furthermore 
legal land property affairs. This situation contributes to the fact 
that their inhabitants present critical social lags, low school 
levels, poor health services, overcrowding, and deteriorated 
housing quality. 

B) Expansion in disjointed housing complexes in the urban 
area continues. 

Another type of recent urban expansion is the creation of 
housing facilities located in the urban periphery, characterized 
by the massive construction of housing, under one or two 
designs of predominant typology, whose promotion is through 
national institutional housing funds (Infonavit and Fovissste) or 
other organizations, to the eligible population. Although this 
housing estate has a better quality of construction and 
architectural settlements, many of them have problems in terms 
of the provision of public services such as regular water supply, 
public lighting, surveillance or -due to their remoteness-, public 
transport, which represents higher expenses for its inhabitants 
and a reduction in the quality of life. It does not imply that 
occasionally, some of these subdivisions are in areas subject to 
natural hazards. For example, in flood-prone zones, with 
consequent affectations for the inhabitants and the buildings 
they inhabit. 

These growth patterns have different effects regarding 
municipal procurement: 

a) They represent relevant increases in their population, with 
the consequent escalations in demand for public works, 
goods, and services. 

b) They imply an increase in the maintenance and expansion 
of urban infrastructure and public facilities. 

c) The lack of mechanisms for using the land and urban 
planning caused the habitation of areas at risk or productive 
zones. It translates into more work and more actions for 
their maintenance. 

d) Irregular urban sprawl brings conflicts around the property, 
especially if there are no property titles or complete property 
regularization processes. 

e) Municipal administrations face more limitations at getting 
resources when there are no up to date instruments for 
collecting local taxes related to property. 

1.6.2. Land ownership regime 

There are in the MZP a lot of communal agricultural centers 
that comprehend to 109.375 ha. several of these suburbs are near 
urban centers, where a big part of urban sprawl relies on vast 
extensions of minor lands known as “ejidos” which are a legal 
figure in the Mexican normativity that allows groups of small 
owners to use the land for no urban purposes: 

A) The location of the “ejidos” where the proportion of 
parceled land is in the proximity of urban centers, represents 
possibilities of alienation for urban uses. Besides, there is 
some delay in the operation of public property records, 
which allows registering the “ejidos” as private property 
and not as collective goods, which generates irregular 
mechanisms for land buying and selling. 

B) The territorial expansion of urban “ejido zones” and the lots 
destined for human settlements on communal lands may 
also constitute forms of conversion to urban land or, for the 
regularization of illegally established human communities 
[48]. 

1.6.3. Regulatory framework 

The institutional action on urban planning derived from the 
publication in Mexico of the General Law on Human 
Settlements of the year 1976 and, the establishment and 
operation of the Ministry of Human Settlements and Public 
Works, promoted the development and publication of the State 
Program for Urban Development and Territorial Planning of the 
State of Hidalgo (PEDU and OTEH), as a pioneering initiative 
of the urban and regional planning system, undertaken in 
Mexico as part of the national policy on the territory. Its 
premises highlight the need for regeneration and exploitation of 
natural resources in the context of urbanization, the need for 
prevention and risk and vulnerability in cities (urban 
emergencies); to promote an adequate public administration for 
the urban development, the need for participation of the society 
on urban issues and, promoting financing for public works 
specifically in the municipal order. 
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Thus, the contributions of regulatory scope, stand on the 
adequacy of the public administration in the levels of 
municipalities and the state, regarding urban development, 
infrastructure to support the supply of energy and, the need to 
establish ways to promote the financing of municipal works. 
However, the dynamics and social and demographic structure 
offer a different picture, forcing to define specific policies to 
face enormous challenges such as the urbanization in the 
southern part of the state, where the MZP is. 

The urbanization process of the Valley of Mexico in the State 
of Hidalgo is the most evident influence that obliges to rethink 
the territorial strategy. As a derivation of this reality, are critical 
situations such as connectivity, occupation of land without 
aptitude for urban development, and the consequent increase and 
sustained, long - term, costs of urbanization aside from 
considering the capacities and abilities that municipal 
governments must have to face their constitutional 
responsibilities in terms of development and freedom [49]. 

1.6.4. Cities within their competitive environment 

The MZP competes for resources, investments, users’ 
attraction, and infrastructure with the metropolis of Querétaro, 
Mexico, Puebla, and Tlaxcala. These cities are megalopolis -
except for Tlaxcala-, which have grown better and have 
absorbed over time the small towns and surrounding 
municipalities. The expansion has been irregular because those 
cities have functioned as axes of development in the country, 
altogether with their spatial distribution of economic activities 
and population [50]. 

On the other hand, medium-sized cities have taken on the 
great importance, because they became escape valves for the 
growth of large cities, which, in the case of the MZP, has been 
forced to work as a bedroom city and has had to adapt to the 
policies and strategies of big cities. This brought the 
construction of large residential areas south of Pachuca City and 
the municipality of Mineral de la Reforma. 

The MZP connects with the highway Arco Norte (North 
Arch) that communicates with the main cities of Central Mexico: 
Tlaxcala, Puebla, and Queretaro; and also allows to reach the 
port of Veracruz and, towards the north, with the most 
industrialized cities in the country. 

The IMCO competitiveness index [51] ranks the villages 
where the MZP competes in the region as follows: 1. Mexico 
City; 3. City of Queretaro; 23. The towns of Puebla-Tlaxcala and, 
47 City of Pachuca, which is considered a middle-sized city with 
a medium-low level of competitiveness. Best-rated cities stand 
out for their diversified economy for hosting large companies, 
having socially responsible companies; good quality urban 
services; good quality universities; use of financial services, 
airlines and, bus lines. Nevertheless, they face greater insecurity, 
high population density, higher costs for public services, and 
traffic congestions. 

Therefore, this study’s purpose was to characterize 
transitional strategies towards the structural basis for adopting 
the model known as New Urbanism. Its importance relies on 

identifying the main elements that allow doing a benchmarking 
with neighboring cities, which we did through the systemic 
approach. 

2. Methods 

According to [52], a systemic approach is necessary to study 
cities since they are complex adaptive systems. Meanwhile in 
[53], the author indicate that urban environments have socio-
environmental variables that should be studied systemically. The 
Systems Approach considers the whole system in the search of 
means to achieve a goal and its choice [54] and [55]; it represents 
optimization and efficiency in a network of complex interactions 
within a dynamic environment, likewise to study cities. It relies 
on interdisciplinary and transdisciplinary studies. It also 
considers the Cybernetic approach, which is a resource of 
transdisciplinarity which serves to distinguish the two main 
subsystems at any system: the management or driver and, 
productive or conducted, comprising the fundamental 
relationships of these: of information and those of execution [56]. 
 

 
 

Figure 6. Multidisciplinary Systemic Methodology for the study of Middle-sized 
Cities 

Source: Author’s own elaboration (2021) 

Thus, [57] describe that, in the dawn of the XXI Century, 
people, regions, and cities face new challenges that require 
interventions based on multidisciplinary methodologies which 
enable to project and try to control facts, because the challenges 
are too many and too powerful to let them happen randomly. The 
conceptualization of the context, the diagnosis, the planning, and 
the operation, result in this way, fundamental tools to achieve 
the sustainability of the development of the current and future 
regions and cities asides to ensure equity and participation of the 
regional society. Figure 6 shows the systemic methodological 
design of the study. 
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Table 3: Impact of MZP with its environment 

Strengths (S) Weaknesses (W) 

1. Growing and 
articulation of the 
primary 
communication 
routes. 

2. Equipment 
availability at 
different service 
levels. 

3. Development of 
industrial parks and 
the promotion of 
innovation. 

4. Stable political 
system. 

5. Availability of 
natural, human, and 
cultural resources. 

6. Sufficient supply at 
different educational 
levels. 

7. Rating of the MZP as 
a safe zone. 

1. Obsolete regulations to use 
the territory (territorial 
ordering) at the state, 
regional, and municipal 
levels. 

2. Regulatory framework out 
of date of urban growth at 
different levels (national, 
regional, metropolitan, 
suburban, population, and 
areas of interest). 

3. Growth over “ejido” zones 
and conflicts over land 
ownership and use. 

4. Regional inequity in the 
provision of basic services. 

5. Low quality of life. 
6. Poor economic diversity. 
7. Stable but reduced work 

market. 
8. Poor management of 

political actors. 
9. Insufficient inputs and 

suppliers.        

Opportunities (O) Threats (T) 

10. Location near 
the Valley of Mexico. 

11. Proximity to 
highways, to 
industrial and energy 
infrastructure 
corridors nationwide. 

12. Location within 
the state of equipment 
and infrastructure of 
regional and national 
importance. 

13. Application of 
national and 
international 
standards and best 
practices regarding 
development.  

14. Territorial expansion 
of the metropolitan area of 
the Valley of Mexico. 

15. Increased 
competitiveness of near 
metropolitan areas (State of 
Mexico, Queretaro, 
Tlaxcala, Puebla). 

16. Better management 
capacity in other entities to 
expedite the location of large 
companies. 

Source: Author’s own elaboration (2021) 

We identified and analyzed relevant facts to establish 
grounds for a general plan of development and growth. We took 
as a basis the framework of multifactorial analysis known as 
PESTEL to categorize the Political, Economic, Socio-cultural, 
Technological, Ecological, and Legal fields. We also used the 
SWOT competitiveness analysis to establish the Strengths (S), 
Weaknesses (W), Opportunities (O), and Threats (T) of the MZP, 
interrelating Strenghts-Opportunities (SO), Strenghts-Threatens 
(ST), Weaknesses (W) and Weaknesses-Opportunities (WO). 
Based on both, a temporal scheme by quadrants is proposed, to 
identify the impacts and times necessary in acting on 
competitive priorities, which facilitates their study to identify the 

possibilities and restrictions inherent to development from the 
perspective of New Urbanism. 

We applied the systemic approach and multidisciplinary 
analysis for the methodological design.  We validated 
instruments and collected information through the technique of 
transdisciplinary consultation with experts and random selection. 
We also used brainstorming and comparative analysis 
techniques to evaluate the competitiveness of the MZP and 
determine the transition path to the reference model city. 

3. Results 

This section may be divided by subheadings. It should 
provide a concise and precise description of the experimental 
results, their interpretation, as well as the experimental 
conclusions that can be drawn. 

Table 3 shows the cross-impact of MZP with its environment. 
To set the relevance of the impacts, the following values were 
used: 3 = High impact, 2 = Medium impact, 1 = Low impact and 
0 = No impact. 

Table 4 describes the results concerning the strategic direction 
pro-posed as a result of the analyzes carried out.  

Table 4: Crossing of impacts SO, ST, WO and WT 

 O1 O2 O3 O4 T1 T2 T3 
S1 3 3 3 3 1 3 0 
S2 2 3 3 1 1 2 0 
S3 3 3 2 2 2 2 0 
S4 3 2 2 2 3 2 2 
S5 3 2 0 2 1 2 0 
S6 1 1 0 2 1 2 0 
S7 3 2 2 3 3 3 0 

Sum 18 16 13 15 12 16 2 
W1 3 0 2 2 3 3 3 
W2 3 1 2 3 3 3 3 
W3 1 1 1 2 3 1 0 
W4 1 1 0 3 2 1 0 
W5 0 0 0 2 2 1 0 
W6 0 2 0 2 2 2 0 
W7 1 0 0 2 2 1 0 
W8 3 2 3 3 3 3 3 
W9 2 2 1 2 1 3 2 
Sum 14 9 9 21 21 19 11 

Table 5: Impact analysis 

 O T 

 

 

 

 

SO 1 

Possibilities of improving 

regional articulation 

around the Valley of 

Mexico and the North 

ST 1 

The development of 

industrial parks, political 

stability, and security of 

the area enables comp 
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S 

Central and Gulf of 

Mexico regions. 

SO2 

Possibilities of attracting 

large companies due to 

their proximity to 

communication routes, 

qualified workforce, and 

availability of 

infrastructure. 

SO4 

Development of conditions 

to apply national and 

international benchmarks 

and best practices in the 

different fields of 

competitiveness, 

depending on the type of 

city under view. 

anies to consider the MZP 

as an option for its 

establishment, which can 

attenuate the growth of 

the metropolitan area of 

Mexico City. 

ST2 

The expansion of the 

network of 

communication routes in 

an environment of 

political stability and 

security makes the MZP 

more attractive compared 

to the metropolitan areas 

considered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

WO 1 

The adaptation of the 

regulatory framework and 

more effective government 

management will facilitate 

taking advantage of the 

proximity to the 

Metropolitan Zone of the 

Valley of Mexico 

(MZVM). 

WO4 

More effective government 

management, the existing 

communication network, 

and the strategic location 

of the MZP concerning 

energy infrastructure will 

allow its promotion as a 

supplier of the industrial 

WT 1 

Through effective 

government management, 

it is necessary to adapt the 

regulatory framework that 

contemplates 

systemically, all factors of 

the territorial organization 

to expedite the permits for 

the establishment of 

companies. 

WT2 

Through effective 

government management, 

it is necessary to adapt the 

regulatory framework that 

considers all the factors of 

territorial ordering and 

urban expansion; that 

 

 

 

 

 

 

W 

corridors of the central 

region of the country. 

 

makes the MZP attractive 

for the establishment of 

companies compared to 

other areas. 

WT3 

The region has not been 

favored by companies 

that have sought a place 

to establish themselves 

and have selected other 

alternatives. That is the 

reason why it is relevant 

to review the 

management, the policies 

adopted, the land 

regulation, adaptation of 

the regulatory framework, 

and the leadership of 

political actors. 

 
Source: Author’s own elaboration (2021) 

From the analysis of tables 4 and 5, we highlight that the SO 
quadrant is the one with the highest impact (62 points); which 
indicates the ability to develop offensive strategies with the 
limits in ST (30 points) since there are no elements enough to 
counter threats from the competitive environment. Therefore, 
government management, the periods of government (which 
truncate the learning curve), the long-term planning (support 
targets), quality infrastructure, and the regulatory framework are 
the points that need a reorientation to detonate development and 
growth in the region. 

For the PESTEL analysis we identified each of the 
perspectives and the level of impacts based on threats and 
opportunities, as shown in Table 6. 

In this analysis we point out that the highest weaknesses 
occur in the legal and ecological aspects, with better positive 
effects on the economic and socio-cultural areas. However, the 
resulting graph shows a stronger trend in positive aspects, which 
favors the development possibilities of the MZP, based on its 
socio-cultural, technological, and economic advantages. Figure 
8 shows the initiatives arising from these analyses, which consist 
of four quadrants, according to impacts and the degree of priority 
we identified. 
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Table 6: PESTEL 

 
Source: Author’s own elaboration (2021) 

 

 
ST= Short term, MT= Medium term LT= Long term 

Figure 8: Situational timing for SWOT analysis initiatives 

 
Figure 9: Proposed transition for the Metropolitan Zone of Pachuca (MZP) 

Figure 9 shows the transitional projected strategic lines of 
action identified for purposes of valuation and relevancy to 
establish the guidelines and spatiotemporal horizons for the set 
up with the proposed urban development of the MZP. We should 
note that, in the analyzes, the SO quadrant is limited (3 
opportunities to work) concerning the other three quadrants (7 
distractions). It represents the requirement to direct and 
adequately manage the necessary resources to strategically 
counteract the threats and weaknesses we exposed in the study. 

The connotation of development urgently requires evolution, 
considering the formalization of instruments capable of 
articulating current glimpse in the territory. However, the 
challenge is tougher when attempting to incorporate the best 
practices of the sphere because of restrictions on the weaknesses 
and threats. In addition to that, some peculiarities forecast urgent 
attention, for example, land tenure, provision of services, 
conceptualization, and design of the society of the MZP along 
with equipment and transportation, which are only part of the 
current joint. 

The MZP is currently moving into modernization, so it is 
important to plan its future according to this study. A primary 
approach consists of moving into the Model of New Urbanism 
since its innocuous characteristics are necessary for this option, 
as exposed in figure 9. 

4. Conclusions 

The lack of tools to identify and set the trend in urban 
development and land use show the urgency to define ways to 
conceptualize and implement the target image of a middle-sized 
city as required in the MZP, considering international references 
in an adequate dimension, for their implementation at different 
levels of analysis, planning, and execution. 

The international benchmarks provide alternatives to the 
conditions in the conformation of urban clusters that could be 
useful. However, each territory-region has its dynamics, which 
is in the function of the environment in which it competes. 
Therefore, it is necessary to establish the magnitude of the 
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implied factors, including their elements and environmental 
aspects that interact to reach the development.  

The intense relationship and dependence that the MZP has 
with Mexico City, which is the largest in the country, represents 
a major challenge, where the management of the territory must 
obey a planning around urban development and land use, under 
a context of competitiveness, with a perspective towards 
sustainable development. 

The planning of the MZP, as has been done so far, has led to 
a time lag in the face of a constantly changing territorial and 
urban reality, it is necessary that there be proper management to 
adapt to the dynamics of modern times. 

The systemic treatment, -based on a methodology that 
involves the study area, referents of model cities, 
competitiveness of surrounding cities, treatment of feedback 
through the PESTEL and SWOT matrices-, gives a reasonable 
approach to the status and support for decision-making, which is 
linked to the situational temporality of the actions based on the 
analysis of the impacts, which is vital to project the growth and 
development of a middle-sized city.  

Thus, the preceding, applied to the Metropolitan Area of 
Pachuca, allowed defining the characteristics necessary to 
transition to the New Urbanism Model.  

As limits for future studies remain the changing environment 
of the MZP due to political trends in the different government 
levels and the inner dynamics of the mean, which depends on 
the features of the territory where it competes, implying its 
resources in the search for development. 

Author Contributions 

All authors have read and agreed to the published version of 
the manuscript. 

Conflicts of Interest 

The authors declare no conflict of interest 

References 

[1] E. Cabrero, Retos a la Competitividad Urbana en México. México: Centro 
de Investigación y Docencia Económicas (CIDE), 2013. 

[2] IMCO, Índice de Competitividad Urbana 2010: Acciones Urgentes para las 
Ciudades del Futuro, Instituto Mexicano para la Competitividad A. C., 2010. 

[3] M. Garrido, J. Rodríguez, E. López, "El papel de las ciudades medias de 
interior en el desarrollo regional. El caso de Andalucía", Boletín de la 
Asociación de Geógrafos Españoles, 71, 375-395, 2016. doi: 
10.21138/bage.2287 

[4] G. Garza, M. Schteingart, Desarrollo urbano y regional. El Colegio de 
México, 2010. 

[5] F. Carrión, La ciudad construida, urbanismo en América Latina. Facultad 
Latinoamericana de Ciencias Sociales (FLACSO), 2001. 

[6] R. Sesmas, “Reseña-Crecimiento económico y desarrollo social: una 
contribución al estudio del territorio”, Economía, Sociedad y Territorio, 
11(35), 265-271, 2011. doi: 10.22136/est002011127 

[7] G. Berton, “Apreciaciones conceptuales del término desarrollo”, Huellas, 13, 
192-203, 2009. 

[8] C. Torres, “Planeación y Desarrollo Territorial, Metodología para su diseño”, 
Austral de Ciencias Sociales, 3, 141-158, 1999. doi: 
10.4206/rev.austral.cienc.soc.1999.n3-10 

[9] A. Sen, Ética y desarrollo: la relación, BID, 1998. 

[10] J. González et al, “La territorialización de la política pública en el proceso 
de gestión territorial como praxis para el desarrollo”, Cuadernos de 
Desarrollo Rural, 10(72), 243-265, 2013. doi: 10.11144/Javeriana.cdr10-
72.tppp 

[11] E. Minea, “Territorial Attractiveness – A Long-Term Issue for Public 
Policies”, Juridical Current Journal, 58(3), 101-110, 2014. 

[12] T. Saunders, “Ecology and community design: lessons from Northern 
European ecological communities” Alternatives, 22(2), 24-29, 1996. 

[13] J. Edwards, M. Edwards, “How Possible is Sustainable Urban Development? 
An Analysis of Planners’ Perceptions about New Urbanism, Smart Growth 
and the Ecological City”, Planning Practice and Research, 25(4), 417-437, 
2010. doi: 10.1080/02697459.2010.511016 

[14] ARUP, Cities. Shaping a better world by shaping cities, 2014. 
[15] J. Gavinha, D. Sui, “Crecimiento inteligente-breve historia de un concepto 

de moda en Norteamérica”, Scripta Nova, 7(46), 39, 2003. 
[16] D. Godschalk, “Land use planning challenges. Coping with Conflicts in 

Visions of Sustainable Development and Livable Communities”, Journal of 
the American Planning Association, 70(1), 5-13, 2004. 
doi.org/10.1080/01944360408976334 

[17] P. Katz, The New Urbanism: Toward an Architecture of Community. 
McGraw-Hill, 1994. 

[18] S. Wheeler, Planning for Sustainability, Routledge, 2013. 
[19] Congress for the new urbanism, “Canons of Sustainable Architecture and 

Urbanism”, 2011. 
[20] Ecocity Builders, "Why eco-cities", 2014. 
[21] E. Moreno, “Indicadores para el estudio de la sustentabilidad urbana en 

Chimalhuacán, Estado de México”, Estudios Sociales, 22(43), 161-186, 
2013. doi.org/10.24836/es.v22i43.51 

[22] L. Farias, El transporte público urbano bajo en carbono en América Latina. 
Innovación ambiental de servicios urbanos y de infraestructura: hacia una 
economía baja en carbono. CEPAL-Naciones Unidas, 2012. 

[23] Eco-inteligencia, Estocolmo, referente de sostenibilidad, 2011. 
[24] Comisión Europea, Ciudades del mañana-Retos, visiones y caminos a seguir. 

Unión Europea, 2011. 
[25] C. Henríquez, Modelando el crecimiento de ciudades medias. Hacia un 

desarrollo urbano sustentable, Ediciones UC, 2014. 
[26] J. Michelini, C. Davies, “Ciudades intermedias y desarrollo territorial; un 

análisis exploratorio del caso argentino”, Documentos de Trabajo GEDEUR, 
5, 1-26, 2009. 

[27] J. Ganau, J. Vilagrasa, “Ciudades medias en España: posición en la red 
urbana y procesos urbanos recientes”, Mediterráneo Económico, 3, 37-73, 
2003. 

[28] R. Brunet, “Des villes comme Lleida. Place et perspectives des villes 
moyennes en Europe”, Bellet, C. y Llop, J. M. (comp), Ciudades Intermedias. 
Urbanización y sostenibilidad. Lleida, Milenio. 108-124, 2000. 

[29] C. Bellet, J. Llop, “Miradas a otros espacios urbanos”, Scripta Nova, 8(165), 
1- 30, 2004. 

[30] C. Bellet, E. Olazabal, "Formas de crecimiento urbano de las ciudades 
medias españolas en las últimas décadas", Terr@ Plural, Ponta Groosa, 14, 
1-19, 2020. doi: 10.5212/TerraPlural.v.14.2013229.013 

[31] G. Salazar, F. Irarrázaval, M. Fonck, “Ciudades intermedias y gobiernos 
locales: desfases escalares en la Región de La Araucanía, Chile”, EURE, 
43(130), 161-184, 2017. doi.org/10.4067/s0250-71612017000300161 

[32] A. Borsdorf, “Cómo modelar el desarrollo y la dinámica de la ciudad 
latinoamericana”, EURE, 29(86), 37-49, 2003. doi.org/10.4067/S0250-
71612003008600002 

[33] A. Borsdorf, R. Hidalgo, “Städtebauliche Megaprojekte im Umland 
lateinamerikanischer”, Geographische Rundschau, 57(10), 30-39, 2005. 

[34] J. Bähr, A. Borsdorf, “La ciudad latinoamericana. La construcción de un 
modelo Vigencia y perspectivas”, Ciudad, urbanismo y paisaje, 2(2), 207-
222, 2005. 

[35] F. Sabatini, G. Cáceres, J. Cerda, “Segregación residencial en las principales 
ciudades chilenas: tendencias de las tres últimas décadas y posibles cursos 
de acción”, Eure, 27(82), 21-42, 2001. doi.org/10.4067/S0250-
71612001008200002 

[36] C. De Mattos, “Globalización, negocios inmobiliarios y transformación 
urbana”, Nueva Sociedad, 212, 82-96, 2007. 

[37] J. Hernández, B. Martínez, J. Méndez, “Reconfiguración territorial y 
estrategias de reproducción social en el periurbano poblano”, Cuadernos de 
Desarrollo Rural, 2(74), 13-34, 2014. doi:10.11144/javeriana.CRD11-
74.rter 

[38] O. Figueroa, “Transporte urbano y globalización. Políticas y efectos en 
América Latina”, Eure, 31(94), 41-53, 2005. 
http://dx.doi.org/10.4067/S0250-71612005009400003 

http://www.astesj.com/


M. Oscar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 80-90 (2021) 

www.astesj.com     90 

[39] J. Da Cunha, J. Rodríguez, “Crecimiento urbano y movilidad en América 
Latina”, Latinoamericana de Población, 3(4-5), 27-64, 2009. doi: 
10.31406/relap2009.v3.i1.n4-5.1 

[40] ONU, Estado de las ciudades de América Latina y el Caribe. ONU-Habitat, 
2010. 

[41] B. Iglesias, "Las ciudades intermedias en la integración terriotiral del Sur 
Global", Revista CIDOB d´Afers Internacionals, 114, 9-132, 2016. 
doi.org/10.24241/rcai.2016.114.3.109 

[42] Fundación Idea, SIMO Consulting y Cámara de Senadores, México 
compacto: Las condiciones para la densificación urbana inteligente en 
México, 2014. 

[43] J. Castillo, E. Patiño, “Ciudades medias”, Elementos, Ciencia y Cultura, 
6(34), 29-33, 1999. 

[44] G. Álvarez, “El crecimiento urbano y estructura urbana en las ciudades 
medias mexicanas” Quivera, 12(2), 94-114, 2010. 

[45] C. Göbel, “Una visión alemana de los modelos de ciudad. El caso de 
Querétaro”, Gremium, 2(4), 47-60, 2015. 

[46] INEGI, Panorama sociodemográfico de Hidalgo 2015, Encuesta Intercensal. 
INEGI, 2015. 

[47] SEDESOL, La expansión de las ciudades 1980-2010. México 135 ciudades. 
SEDESOL, 2012. 

[48] A. Aguilar, I. Escamilla, Peri-urbanización y sustentabilidad en grandes 
ciudades, Porrúa 2011. 

[49] E. Villegas, “Las Unidades de Planificación y Gestión Territorial como 
Directriz para la Zonificación Urbana”, El Ágora-U.S.B., 14(2), 551-581, 
2014. doi.org/10.21500/16578031.67 

[50] C. Pérez, “Expansión de la ciudad en la zona metropolitana de Pachuca: 
procesos desiguales y sujetos migrantes e inmobiliarios”, Territorios, 38, 41-
65, 2018. doi.org/10.12804/revistas.urosario.edu.co/territorios/a.5577 

[51] Índice de competitividad Urbana (IMCO), ¿Quién manda aquí?, IMCO, 
2014. 

[52] J. M. Fernández-Güell, Planificación estratégica de ciudades: Nuevos 
instrumentos y procesos 10, Reverté Segunda edición, 2019. 

[53] A. Posada-Arrubla, Á. D. Paredes-Buitrago, G. E. Ortiz-Romero, "Enfoque 
sistémico aplicado al manejo de parques metropolitanos, una posición desde 
Bogotá DC-Colombia", Revista UDCA Actualidad & Divulgación 
Científica, 19(1), 207-217, 2016. 

[54] L. Von Bertalanffy, Teoría general de los sistemas. Limusa, 1996. 
[55] J. P. Van Gigch, "General systems theory", Systems Research and 

Behavioral Science, 14(2), 149-150, 1997. 
[56] O. Gelman, G. Negroe, "Papel de la planeación en el proceso de conducción" 

Boletín IMPOS, Instituto Mexicano de Planeación y Operación de Sistemas, 
11(61), 1-17, 1981. 

[57] A. Miguel, J. Torres, P. Maldonado, Fundamentos de la planeación urbano-
regional. México; Instituto Municipal de Investigación y Planeación de 
Ensenada (IMIP), 2011. 

 

http://www.astesj.com/


 

www.astesj.com     91 

 

 

 

 

 

New Neural Networks for the Affinity Functions of Binary Images with Binary and Bipolar Components 
Determining 

Valerii Dmitrienko, Serhii Leonov*, Aleksandr Zakovorotniy 

Modeling, System Control and Artificial Intelligence Team, Computer Engineering and Programming Department, National Technical 
University "Kharkiv Polytechnic Institute", Kharkiv, 61002, Ukraine 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 01 December, 2020 
Accepted: 22 June, 2021 
Online: 10 July, 2021 

 The Hamming neural network is an effective tool for solving problems of recognition and 
classification of objects, the components of which are encoded using a binary bipolar 
alphabet, and as a measure of the objects’ proximity the difference between the number of 
identical bipolar components which compared include objects and the Hamming distance 
between them are used. However, the Hamming neural network cannot be used to solve these 
problems if the input network object (image or vector) is at the same minimum distance from 
two or more reference objects, which are stored in the weights of the connections of the 
Hamming network neurons, and if the components of the compared vectors are encoded 
using a binary alphabet. It also cannot be used to assess the affinity (proximity) binary 
vectors using the functions of Jaccard, Sokal and Michener, Kulchitsky, etc. These source 
network Hamming disadvantages are overcome by improving the architecture and its 
operation algorithms. One of the disadvantages of discrete neural networks is that binary 
neural networks perceive the income data only when it’s coded in binary or bipolar way. 
Thereby there is a specific apartness between computer systems based on the neural 
networks with different information coding. Therefore, developed neural network that is 
equally effective for any function of two kinds of coding information. This allows to eliminate 
the indicated disadvantage of the Hamming neural network and expand the scope of discrete 
neural networks application for solving problems of recognition and classification using 
proximity functions for discrete objects with binary coding of their components. 

Keywords:  
Hamming neural network 
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1. Introduction  

Hamming distance XR between arbitrary binary vectors 
),,,,( 21 pnppp jjjJ = ),,,( 21 qnqqq jjjJ = is 

determined by the number of binary digits in which the compared 
vectors do not match [1]. This distance is often used to assess the 
proximity of discrete objects, which are described using binary 
alphabets with binary {0, 1} or bipolar {–1, 1} components. On 
the basis of bipolar neurons, a discrete Hamming neural network 
has been developed [1], which is successfully used to solve 
problems of recognition and the proximity measure of binary 
objects, the components of which are encoded using alphabet 
elements {–1, 1}, estimation. However, the evaluation of the 
measure of proximity of the compared objects (binary bipolar 
vectors) is carried out only by the most noticeable signs - different 
binary digits. At the same time, more "subtle" features for 

compared objects are ignored, which are often used to assess the 
similarity of binary vectors using the affinity (similarity) functions 
of Russell and Rao, Dice, Kulchitsky, Yule, etc.  

In particular, in works [2–5] a brief description of these 
functions and their application is provided to compare different 
objects. In studies [2] they are used in the development of artificial 
immune systems, in works [3] and [4] they are used in the 
development of recognition systems for various objects. In this 
case, the characteristics of such objects are encoded by binary 
features. In work [5] given function is used to classify 
microorganisms. 

In works [2–5], it is described and used not more than 15 
commonly used functions. Although their total number is 
noticeably higher. So, in research in mathematical biology [6], 20 
functions are used, and with hierarchical clustering, the set of 
random binary data (Hierarchical clustering Result of Random 
Binary Data Set) 76 different functions are indicated [7]. Once 
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again it indicates the relevance of the application of this approach 
for the classification and assessment of the proximity of various 
objects, which is described by a plurality of binary features. 

2. Problem Statement 

The template is used to format your paper and style the text. 
All margins, column widths, line spaces, and text fonts are 
prescribed; please do not alter them. You may note peculiarities. 
For example, the head margin in this template measures 
proportionately more than is customary. This measurement and 
others are deliberate, using specifications that anticipate your 
paper as one part of the entire proceedings, and not as an 
independent document. Please do not revise any of the current 
designations. 

Analysis of recent publications on the theory and application 
of neural network Hamming [1 – 10] shows that the Hamming 
network has distinct disadvantages. In the architecture of the 
Hemming neural network, highly specialized layers of neurons are 
used: neuron layer calculating only the dot product of binary 
bipolar vectors; a neural network that allows you to select only one 
reference image from the network memory. This image is at the 
minimum distance from the input image in connection with this 
network 

– It cannot work with the binary input data, when the measure 
of proximity of objects is estimated using finer characteristics than 
the Hamming distance. In particular, using the distances [2 – 5, 7]; 

– It cannot recognize objects, if they are at the same minimum 
distance from the two or more reference objects [1]; 

– cannot switch from processing information encoded using a 
bipolar alphabet to processing information presented using a 
binary alphabet and vice versa. 

All this requires the development of a new Hemming neural 
network with a more advanced architecture. 

When comparing objects with qualitative features encoded 
using a binary alphabet, for each pair of objects (binary vectors) 

),,,,( 21 pnppp jjjJ = ),,,( 21 qnqqq jjjJ =  in works [2 
–5] four variable: a, b, f, g are used (table 1). 

The variable a is used to count the number of bits with 
coinciding unit components of the vectors Jp and Jq. The variable 
b is needed to determine the number of binary digits of vectors   Jp 
and Jq., in which both vectors have zero components, at the same 
time that means these objects do not have encoded with zeros in 
the same bits features. 

The number of unit components that an object (vector) Jp  has, 
but vector Jq. does not have, is determined using the variable f.  The 
variable g, on the contrary, counts the number of unit components 
that the vector Jq. has, but are absent in the second vector Jp. 

From the analysis of the Table. 1 it follows that an increase in 
the variable a unambiguously indicates an increase in the similarity 
(affinity) of the compared vectors. There is no such unambiguity 
with an increase in the variable b, since an increase in this variable 
can indicate both an increase in the similarity of the compared 
objects, and their belonging to different classes (if there is no 
similarity in the variable a). As for the measure of proximity of 

vectors Jp and Jq with respect to the variables f and g, it is 
symmetric with respect to these variables. An increase of these 
variables indicates the differences between the compared vectors 
increase. 

Table 1: Variables for comparing binary vectors with binary components 

 Jp  

Jq  1 0 

1 ∑
=

=
n

k
pkqk jja

1
 qk

n

k
pk jjg ∑

=
−=

1
)1(  

0 ∑
=

−=
n

k
pkqk jjf

1
)1(  ∑

=
−−=

n

k
pkqk jjb

1
)1)(1(  

Variables a, b, f and g from Table 1 are used in a number of 
well-known binary object similarity functions, in which the 
presence or absence of features is determined by the components 
of the binary alphabet. As an example, we can note the affinity 
(similarity) functions of Sokal and Michener, Jaccard and 
Needham, and so on. Using the variables f and g, one can easily 
determine the Hamming distance between binary vectors  Jp and Jq  

 .gfJJR pqX +=),(  (1) 

Variables a, b, f and g, as well as the affinity functions of Sokal, 
Michener, Jaccard, Needman, Hamming distance can be calculated 
using a new neural network based on binary neurons. The 
disadvantage of this neural network is the impossibility of 
processing information presented using the bipolar alphabet, as 
well as the inability to calculate the Hamming distance using the 
above affinity functions of Sokal and Michener, Jaccard, etc. 

3. Generalized Block Diagram of a Hamming Neural 
Network  

Since the theory, architecture and algorithms for the 
functioning of the Hamming network are described in detail in 
modern literature [1, 6 – 10], we will give only a generalized block 
diagram of the neural network (Figure 1) and a brief description of 
its functioning. 

In the Hamming neural network, the input image 
),,,( 21

*
n

*** jjjJ =  is fed to the inputs of X-neurons, which are 

multipliers of the bipolar image components .J*  Each Z-neuron 
stores one of the m reference images in the scales of its relations 

),,,( 21 knkkk jjjJ = , m,k 1=  and compares this image with 

the input ),,,( 21
*
n

*** jjjJ = . As a measure of the similarity of 
the compared images (bipolar vectors), their scalar product is used 
[1, 8] 

 ∑
=

−==
n

i
kk

*
iki

*
k bajjJJ

1
, (2) 
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where ak and bk are, respectively, the number of identical and 
different components of the compared vectors (images) kJ  and 
J*. 

Since ak + bk = n, the scalar product (2) can be written in the 
form 

 naJJ k
*

k −= 2 . (3) 

From relations (2) and (3) it is easy to obtain 

 ∑
=

+=+=
n

i

*
iki

*
kk jjnJJna

12
1

22
1

2
. (4) 

Relation (4) can be regarded as a description of the input signal 
of a neuron kZ  (Figure 1), which has a displacement of n/2 and n 
inputs, that perceive the components of the input image 

),,,( 21
*
n

*** jjjJ =   through neurons lX  ( nl ,1= ). In this 
case, the output signals of the X-layer elements repeat their input 
signals: 

 *
linpXloutXl jUU == , nl ,1= , (5) 

where 

 






−=−

=+
=

.jif

jif
U

*
l

*
l

outXl
1,1

,1,1
 (6) 

Each element of the X-layer is associated with the input of each 
neuron of the Z-layer. The scales of these relations contain 
information about m reference images mJJ,J ,,21  , stored in 
the neural network. The scales of relations nkkk www ,,, 21   
contain information about the k-th reference image kJ . 

Z-layer elements compute their output signals 

 kZinpZoutZk aUgU k == )( , mk ,1= ,  
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where Zg – function of activation of neurons of the Z-layer; ka  – 
output element’s kZ  signal, that arrives at the input of the neuron 
of the Maxnet network [1, 8]. From the output signals of the Z-
layer elements, the Maxnet neural network, using an iterative 
process, extracts a single maximum signal greater than zero. Since 
the output signals of D-layer neurons are calculated by the ratio  

 






≤

>
==

,0,0

,0,1
)(

Maxnet inpDi

inpDi
AoutzoutDi

Uif

Uif
UgU

i
, mi ,1= , (7) 

then at the output of the Z-layer of D-elements there will be only 
one single signal, which indicates which reference image is closest 
to the input vector *J . 

Analysis of the architecture of the discrete neural network 
shown in Figure 1 shows, that the layers of the network elements 
function relatively independently of each other. In particular, the 
layer of Z-neurons that determine the similarity functions of the 
input and reference images using the dot product can be replaced 
by blocks or neurons that calculate the similarity functions using 
other relations. In particular, the input bipolar signals and neurons 
of the X- and Z-layers can be replaced with binary. 

The relative independence of the functioning of the main layers 
of the Hamming neural network from each other makes it possible 

to propose the use of binary neurons in the first layer of the network 
to work with binary input images (vectors). And also, to propose 
more "subtle" comparisons of input and stored in memory images 
using a variety of similarity (affinity) functions, modified using the 
Hamming distance (1) XR . 

The purpose of the article is to develop a generalized 
architecture of the Hemming neural network, which allows you to 
process input information that can be specified using both bipolar 
and binary alphabets. Also, based on the new architecture, the 
development of methods for solving problems of recognition and 
classification of binary objects is shown. In this case, the Hamming 
distance is used, as well as the functions of Jaccard, Sokal and 
Misher, Kulchinsky, etc. 

4. Analytical Relationships Connecting Similarity 
Functions for Binary Objects and Hamming Distance  

Since similarity functions for binary vectors (objects) and for 
objects described using the bipolar alphabet are used to assess the 
similarity of binary objects, then there should be dependencies 
connecting the similarity functions for binary objects (vectors) and 
the Hamming distance. Table 2 shows the aforementioned classical 
affinity functions (first column of Table 2) and similarity 
functions, modified using the Hamming distance (second column 
of Table 2). 

 Simple analytical relationships for determining the Hamming 
distance through the classic similarity functions Russel and Rao,

Table 2: Relationship between Hamming Distance and Similarity Functions for Binary Objects 

Classic similarity functions Similarity functions using Hamming 
distance 

Hamming distance expressed in terms 
of binary similarity functions 

Russell and Rao similarity function 
)(1 gfba/aS +++=  

XRba
aS
++

=1  )(
1

ba
S
aRX +−=  

Sokal and Michener similarity 

function 
gfba

baS
+++

+
=2  XRba

baS
++

+
=2  )(

2
ba

S
baRX +−

+
=  

Jaccard and Needham similarity 
function )(3 gfa/aS ++=  XRa

aS
+

=3  a
S
aRX −=
3

 

Kulchitsky similarity function 

gf
aS
+

=4  XR
aS =4  

4S
aRX =  

Dice similarity function 
)2(5 gfa/aS ++=  XRa

aS
+

=
25  a

S
aRX 2
5

−=  

Yule affinity function 

))/((6 fgabfgabS +−=  
Bulky expression gfRX +=  

Correlation 

217
)])()()([( /fbgbgafa

fgabS
++++

+
=  

 

Bulky expression gfRX +=  
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Table 3: The Values of the Similarity Functions for the Compared Binary Vectors 

 a b f G S1 S2 S3 S4 S5 S6 S7 RX 

Values of similarity functions 
for vectors J1 and Jk 

5 5 2 0 5/12 10/12 5/7 5/2 5/12 1 5/√35 2 

Values of similarity functions 
for equal vectors 

J1 = Jk 
7 5 0 0 7/12 1 1 ∞ 5/12 1 1 0 

Numerical values of similarity 
functions for vectors J1 and Jk 

with opposite components 
0 0 7 5 0 0 0 0 0 – 1 1 12 

 

Sokal and Michener, Jaccard and Needham, Kulchitsky, Dice were 
shown in the third column of the Table 2 for the first time ever. It 
was not possible to obtain simple analytical dependences 
connecting the Yule similarity function 6S  and the correlation 
coefficient 7S . But it is possible to determine the Hamming 
distance by functions 6S  and 7S  can using the relation (1). 

Example. Let's perform the comparison using functions a, b, f 
and g, 1S  – 7S  some vector’s pairs: 

1) J1 = (111001110001), Jk = (101001100001); 

J1 = Jk = (111001110001); 

J1 = (111001110001); Jk = (000110001110). 

The calculation results are shown in Table 3. 

Analysis of the calculation results shown in Table 3 shows that 
the similarity functions S1 – S5 depend on the compared vectors. 
The values of these functions for vectors with opposite 
components take the minimum values, and for vectors with the 
same components, on the contrary, the maximum values. 

If the compared vectors 1J  and kJ  do not all coincide and not 
all are opposite in their components, then the similarity functions 
S1 – S5 take their values between the data of the second and third 
rows of Table 3, that is, between its maximum and minimum 
values. The function S6 practically obeys this rule, and the 
calculated values of which, given in the first and second lines, 
coincide. 

As follows from the data Table 3 and the third column of the 
Table 2, the Hamming distance in comparison with the similarity 
functions S1 – S5 behaves in a certain sense opposite: using the 
functions S1 – S6 the similarity of the compared objects (vectors) is 
calculated, and using the Hamming distance, on the contrary, the 
difference of objects (vectors), therefore the Hamming distance 

XR  takes the maximum value for vectors that do not have any of 
the same components and the minimum distance (equal to zero) 
for vectors in which all components are the same. 

The affinity functions are not limited to the ratios given in 
Table 2 [2 – 5]. A significant number of these similarity functions 
indicate the absence of one universal function suitable for 
comparing any binary objects with binary information encoding. 
The choice of one similarity function for solving a specific 

problem is determined, as a rule, by repeated modeling on the 
initial data in the space of features encoded using a binary alphabet. 

5. New Neural Networks that Recognize Binary Images 
with Binary Components  

The generalized block diagram of the Hamming neural 
network in Figure 1 clearly shows that the three main layers of a 
neural network can change and function almost independently of 
each other. In particular, instead of the Maxnet network, another 
neural network can be used that selects one or several identical 
maximum signals (if any). This allows you to find reference 
images that can be at the same minimum distance from the input. 
It also follows from the network architecture (Figure 1) that the 
layer calculating the measure of proximity of the input and 
reference images can calculate various measures of proximity. The 
relative independence of the main layers of the Hamming neural 
network makes it possible to propose neural networks for working 
with binary images (vectors) and using various affinity functions 
given in Table. 2, between the input and reference binary images. 
The Hamming distance can also be used (1). The classical 
architecture of the Hamming neural network [1, 6] for calculating 
the closeness measure of the input and reference vectors involves 
the use of the scalar product of two bipolar vectors [1, 8], one of 
which is a vector of connection scales, and the other is an input 
vector. In this case, the sum of the products of bipolar components 
does not contain any zero terms. If the scalar product of two binary 
vectors Jq  and Jp is calculated in the classical Hamming neural 
network, then it is calculated as follows 

)()(
1

gfbajjJJ
n

i
piqipq +−+== ∑

=
, 

where variables (a, b, f, g) are defined by relations from Table 1. 

Thus, if only one neuron is required to calculate the scalar 
product of two bipolar vectors using a classical neural network, 
then to calculate the scalar product of two binary vectors, you must 
first calculate the variables a, b, f and g using the relations given in 
Table 1. 

In Figure 2 a block for calculating the variable b from Table 1 
via neuron Z is shown: 

 ∑
=

−−=
n

k
pkqk jjb

1
)1)(1( , (8) 
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where ),1( qkj− ),1( nk =  – scales of neuron relations; )1( pkj−

, ),1( nk =  – neuron Z input vector components; n – number of 
neuron relations scales Z. 

With the help of neurons ∑1, ∑2, …, ∑n  the components 
),1( 1pj− , ),1( 2pj− , …, )1( pnj−  of the input vector for neuron 

Z are computed. These components are accordingly communicated 
with the scales ),1( 1qj−  ),1( 2qj−  …, )1( qnj− , which allows us 
to calculate the variable b. 

 
 

Figure 2: Neuron to calculate a variable b  

If in Figure 2 to the inputs of neuron Z to apply input signals
,1pj  ,2pj  …, pnj  instead of signals calculated by summing 

elements ∑1, ∑2, …, ∑n  of signals ),1( 1pj−  ),1( 2pj−  …, 

),1( pnj−  then neuron Z will calculate the variable f. To calculate 
the variable g (see Table 1) in Figure 2 it is necessary to replace 
the scale coefficients ),1( 1pj−  ),1( 2pj−  …, )1( pnj−  with the 

corresponding scale coefficients ,1pj  ,2pj  …, pnj . 

To obtain from the neural network shown in Figure 2, the 
neural network calculating the variable a needs to leave only one 
neuron Z with relation scales ,1qj  ,2qj  …, qnj , to the inputs of 

which these ,1qj  ,2qj  …, qnj  signals, respectively have to be 
sent. 

Having neurons or neural components for calculating the 
variables a, b, f and g, using table. 2 easy to get neural network 
architectures to compute any affinity function like Dice function 

5S  (Figure 3). 

The neural network for calculating the affinity function 5S  of 
the input vector and the reference vector is shown in Figure 3. The 
network has three layers of neurons. On the first layer of the 
network, the functions a, f and g are calculated. On the second 
layer, based on the calculated functions a, f and g, the sum 2a + f 
+ g is calculated, which is used by the division unit to calculate the 
similarity function 5S . 

 
Figure 3: A neural network calculating the Dice function 5S  

Similarly, neural network architecture can be obtained for 
calculating any other affinity functions. Figure 4 shows the 
architecture of a neural network that calculates the correlation 
coefficient 7S , the formula for calculating which is given in the 
very bottom line of the table. 2. With the help of this coefficient 
the similarity of the input vector and the reference vector, stored in 
the memory of the neural network, is estimated. 

The neural network (Figure 4) for calculating the correlation 
coefficient has six layers of neurons. On the first layer, using 
blocks of neurons 1 – 4, functions a, b, f and g are calculated, which 
on the second layer are used to calculate intermediate variables ab, 
(a + f) (a + g), (b + f), (b + g), fg using blocks 5 – 10. On the third 
network layer (fig. 4) for calculating intermediate variables (a + f) 
(a + g) and (b + f) (b + g) the results of calculations, respectively, 
of blocks 6, 7, 8 and 9 are used. On the fourth network layer, the 
intermediate variables of the third network layer are used to 
calculate the radical expression in the denominator of the 
correlation 7S coefficient formula (Table 2). The fifth layer of the 
neural network is required to determine the numerator and 
denominator of the correlation coefficient 7S , which is calculated 
on the last layer of the neural network. 

5.1. Binary Neural Networks with the Transformation of Input 
InformationRrepresented Using the Bipolar Alphabet. 

The architecture of neural networks for determining the Dice 
5S  function and the correlation coefficient 7S , as well as other 

similarity functions, given in Table 2, in the general case can be 
represented in the following form (Figure 5). 
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Figure 4: Neural network for calculating the correlation coefficient 7S  (the formula for calculating the coefficient 7S  is given in the bottom line of the Table. 2) 

The neural network shown in Figure 5 has four layers of 
neurons. Both binary and bipolar signal vectors can be applied to 
the network input (B-neuron layer). If binary signals ,(0,1)

1pj  ,(0,1)
2pj  

…, are fed to the input of the neural network, then all bipolar 
components of the vector ( ,1,1)(

1
−

pj  ,1,1)(
2
−

pj  …, )1,1(−
pnj ) are equal 

to zero. If nonzero bipolar components are fed to the network 
input, then all components of the input vector ( )1,0(

1pj , )1,0(
2pj , …, 

)1,0(
pnj ) are equal to zero. When specifying input information using 

a binary alphabet, the first three layers of neurons are used in the 
function. In this case, the input vector of binary signals ( )1,0(

1pj , 
)1,0(

2pj , …, )1,0(
pnj ) arrives at the first inputs of neurons B1, B2, …, 

Bn. Second inputs of B-neuron layer are connected to the outputs 
of the neuron layer, which converts the input bipolar signals 

)1,1(−
pkj , n,k 1=  to binary )1,0(

hkj , n,k 1= . 

Since the input information to the network defining the 
similarity function comes in binary form, the input vector ( )1,1(

1
−

pj

, )1,1(
2
−

pj , …, )1,1(−
pnj ) has to have all zero components. In this 

regard, zero signals )1,0(
1hj  = )1,0(

2hj  = … = )1,0(
hnj  = 0 also appear 

at the output of layer 4 of the neural network. Therefore, the second 
inputs of neurons B1, B2, …, Bn will receive zero signals from the 
outputs of the elements of layer 4. B-layer neurons have activation 
functions of the form 

 (0,1))( jhiinpBiinpBioutBi jUUU ==ϕ= , ni ,1= , (9) 

where outBiU , inpBiU  – respectively, the output and input 

signals of the neurons of the B-layer. In this regard, the output 
signals of the neurons of layer B repeat the input signals of the 

neural network (0,1)
1pj , (0,1)

2pj , …, (0,1)
pnj  and are used to calculate 

the variables a, b, f and g on the second layer of the neural network, 
which are necessary to determine a specific similarity function 

dS . 

If the input information at the inputs of the neural network 
shown in Fig. 5, comes in the form of a bipolar vector 1,1)(

1
−

pj ,

1,1)(
2
−

pj , …, 1,1)(−
pnj , then the neurons of layer 4 convert bipolar 

signals into binary according to the ratio 
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Figure 5: Architecture of neural networks for determining similarity functions 1S  – 7S  when the input information using binary or bipolar alphabets is specified 
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The signals 1hj , 2hj , …, hnj  from the outputs of the 
neurons of layer 4 arrive at the second inputs of neurons B1, B2, …, 
Bn , the first inputs of which receive zero signals )1,0(

1pj , )1,0(
2pj , 

…, )1,0(
pnj , since the information necessary to determine the 

similarity function, in this case, is set in bipolar vector ( )1,1(
1
−

pj ,
)1,1(

2
−

pj , …, )1,1(−
pnj ). 

Thus, the architecture of the neural network shown in Figure 5, 
provides the computation of similarity functions for both binary 
and bipolar input signals. Obviously, a block of neurons can be 

synthesized in a similar way, which transforms input information 
from a binary alphabet into a bipolar one. 

Similar blocks for transforming input information from one 
alphabet to another can be used at the inputs of any neural 
networks.  

6. Conclusions  

Binary and bipolar alphabets are used in various information 
technologies and methods for solving problems of recognition, 
classification, and estimation of the proximity of various binary 
objects. However, there is certain isolation in the application of 
methods based on different alphabets. The estimation of the 
measure of proximity of the compared bipolar vectors (objects, 
images) is mainly carried out using the dot product of vectors or 
Hamming distance. On their basis, the Hamming neural network 
has been developed and widely used. However, the Hamming 
neural network cannot be used when the recognition problem can 
have several solutions, to solve problems in cases where the 
components of binary vectors or images are encoded using a binary 
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alphabet. It cannot be used to estimate the affinity of binary vectors 
using the functions of Jaccard, Sokal and Michener, Kulchitsky, 
etc. In this regard, based on the generalization of the architecture 
of the Hamming network, new neural networks have been 
developed using binary coding of input information and the above 
similarity functions for binary objects. This expands the area of 
application of neural networks for solving problems of recognition 
and classification of input information using proximity functions 
using more "subtle" signs of proximity of discrete objects with 
binary coding. At the same time, when describing the general 
architecture of the generalized Hemming neural network, it is 
noted that the Maxnet network can be replaced by a neural network 
that allows you to define several solutions (if they exist). This 
allows, if necessary, to synthesize neural networks that allow 
obtaining a predetermined number of solutions in advance. 

The idea of developing blocks for converting input information 
from one binary alphabet to another made it possible to propose 
not only a generalized Hamming network working with input 
information encoded using both binary and bipolar alphabets, but 
also modifications of any other binary neural networks that have 
worked so far with input information encoded with just one binary 
alphabet. 

Thus, the scientific novelty of the results obtained is as follows.  

For the first time, on the basis of the Hamming neural network, 
is proposed the concept of constructing new neural networks for 
solving problems of classification and recognition of binary 
objects using different distances and proximity functions. In doing 
so, the following principles are used: 

1) adaptation of the first layer of neurons that determine the 
similarity functions of the input and reference images depending 
on the applied distances. This has allowed to develop a unified 
approach to the synthesis of neural networks that use different 
similarity function; 

2) replacement Maxnet neural network in a neural network that 
can allocate one or more identical maximum signal. This allows 
you to select one or more reference images that are at the same 
minimum distance from the input image. 

Also for the first time obtained the architecture and algorithms 
of functioning the neural network that can process the input 
information provided by both the bipolar and in binary form. 

In real conditions some uncertainties while specific features 
comparison can be arisen with the binary objects’ juxtaposition. 
For example, while the fruits or plants juxtaposition the color can 
be changed in different time intervals. In this case there could be 
uncertainties, that will be described with the third truth state. 

Wherein, the third truth value could be interpretated in 
different ways [11 – 14]: 

– like the intermediate value between truth and false; 

– like the lack of information; 

– like a specific paradoxical or even meaningless value, that 
gives such a meaningless value too; 

– like values of three-valued paraconsistent logics, in which the 
third truth value can be interpreted in some statements as both true 
and false at the same time; 

– like uncertainty of the three-valued logics, that describes 
quantum mechanics interpretations, etc. 

The theory of making solutions' development in conditions of 
binary objects is a promising direction in our opinion. 
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 Lab sessions in Engineering Education are designed to reinforce theoretical concepts. 
However, there is usually not enough time to reinforce all of them. Remote and virtual labs 
give students more time to reinforce those concepts. In particular, with remote labs, this can 
be done interacting with real lab instruments and specific configurations. This work proposes 
a flexible configuration for Remote Lab Sessions, based on some of 2019 most popular 
programming languages (Python and JavaScript). This configuration needs minimal network 
privileges, it is easy to scale and reconfigure. Its structure is based on a unique Reception-
Server (which hosts students database, and Time Shift Manager, it is accessible from the 
internet, and connects students with Instruments-Servers) and some Instrument-Servers 
(which manage hardware connection and host experiences). students always connect to the 
Reception-Server, and book a time slot for an experience. During this time slot, User is 
internally forwarded to Instrument-Server associated with the selected experience, so User is 
still connected to the Reception-Serer. In this way, Reception-Server acts as a firewall, 
protecting Instrument-Servers, which never are open to the internet. A triple evaluation 
system is implemented, user session logging with auto-evaluation (objectives accomplished), 
a knowledge test and an interaction survey. An example experience is implemented, 
controlling a DC source using Standard Commands for Programmable Instruments. This is 
an example regarding how systems enable students to interact with hardware, giving the 
opportunity of understand real behaviour. 
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Flex design 
Minimal network privileges 
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1. Introduction  

In Engineering learning, Lab sessions act as a reinforcement 
of theoretical concepts, taking a really important role in student 
education, e.g. manipulate diodes in lab, examine threshold and 
only positive conduction, gives an additional level of knowledge, 
increasing student interest and making putting in order some of 
theory studied. However, there is usually not enough time to put 
in practice all theoretical concepts, due to time limitations to 
access to physical lab sessions. In this line, more experiences can 
be offered, expanding lab access time to 24/7, this is Remote Labs. 

Sometimes, Remote Lab concept is put together with Virtual 
Lab (a simulated experience). When these two options want to be 
compared, few concepts should be considered, as stated in [1]. 
There, cost and effect over learning are studied. Conclusions of 
that work postulate that the increase of the cost of Remote Lab is 
compensated by the improvement in the learning process, due to 

students are more involved when they feel that they are interacting 
with real equipment. 

Remote labs allow students to access expensive lab 
Instruments, and specific configuration, any time, in order to put 
in practice concepts studied in theoretical lessons. Remote access 
to labs instruments is gaining attention in order to grant access to 
students, which cannot be there (medical problems, case of force 
majeure, or other excused absence). Nowadays, at 2020 globally 
outbreak of COVID-19 is one of those cases of force majeure, 
which has turn into remote as more activities as possible. 

First option for Remote Labs is to use a commercial equipment, 
as VISIR, as stated in [2], [3], which is a matrix of connections 
and components, where student can change connections. This 
same philosophy can be applied to matrix connections to servers, 
for networking lab [4]. In other situations, Remote labs are mixed 
with virtual labs, an example is Easy Java Simulations (EJS) as 
stated in [5]. This system, designed for simulated experiences 
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(virtual labs), can be connected with hardware (oscilloscopes, 
engines, sensors, etc.) to perform an interactive experience. 

There are too non-commercial systems in Remote Labs, e.g., 
as stated in [6], [7], where Labicom, a complete new system was 
designed. Server, client, solutions, all ad-hoc solutions are 
designed. 

Even a compact solution has been developed, all integrated in 
a Raspberry Pi, as stated in [8], hosting a webserver, with an 
Arduino as sensor interface. 

Other implementations, as the stated in [9], proposed a 
complete system for flexible Remote Lab testing, based in Lab 
Server and Web Server. It is a good approach for distributed 
systems, due to all communications are done throw the internet. 
However, it requires for each Lab Server, external access, if it is 
in a corporate network, it is a complex, or impossible 
configuration. 

Even there are different approaches for Remote Labs, centred 
in collaborative work, as stated in [10]. This work is centred in a 
system where few students can work together in the same 
experience. 

With a general study of the work, as stated in [11], it can be 
observed that these solutions are only a part of the problem, and 
it is demonstrated that a system structure stable, flexible and 
scalable is needed. 

However, all reviewed Remote Labs systems are not enough 
flexible, due to hardware compatibility are limited, or web 
interface are not enough intuitive. The aim of this work is to 
design a structure and function of a Remote Lab system for 
engineering learning, flexible, in order to be able to connect any 
Instrument (with computer interface), scalable (in order to add 
nodes) and with the required data security level. 

With that objective, servers are designed using the 
programming language Python, one of the most popular 
programming languages with several libraries, which allows 
interacting with almost any device. In addition, it can be set up as 
a web server, providing sufficient level of security and 
simplifying and ensuring data storage. The user interface is 
designed in HTML and JavaScript, introducing a fluid and 
asynchronous experience. 

This work is structured as follows: in section II general lines 
and objectives of this project are given; then in section III the 
system structure is explained, followed in IV, where the relation 
with learning and examples are explained, the evaluation methods 
for learning outcomes are explained in section V, finally 
conclusions are given in section VI. 

2. System Objective 

The aim of this work is to present a complete Remote Lab 
solution which can implement experiences related with 
engineering learning. This system must manage user login, and 
user data, guaranteeing their privacy, and must have a time shift 
manager, in order to create time slots for remote experiences, 
allowing users to book them. In addition, networks requirements 
needed for the implementation in a complex network must be 
minimal, due to University networks are usually really complex. 

This proposal must allow students the interaction with Lab 
Equipment from anywhere (from the internet). For that, only one 
Student can use each lab site at time. With this aim, time-slots are 
set, in order to coordinate students access. With this, Lab 
Instruments can be used beyond the Lab sessions hours. 

2.1. Basic System Design 

Experiences offered in remote experinces should be 
addequated to lessons. So it should be configurable, with the 
posibility to have some experiences in the same lab site, allowing 
to offer multiple remote experiences with the same equipments. 

In reation with network requirements, learning labs use to be 
in complex networks, wich any special requiremnt (as direct 
access to a computer from the internet) is a risk for all the network. 
For that, only one system would have direct acces from the 
internet. This single system would manage user data, login and 
book system, at the time proxy conection to lab sites. Systems 
connected to lab equipments are in internall network, so it does 
no suposse a risk to the network, and only requiere a static IP. 

User (student) connects to this single computer, for book a 
experince, in a specific time slot, for take the experince, or for 
take the evaluation excercises. All user interaction is done via this 
computer (connections, forwardings, data transmissions, or other 
procedures to connect user with remote lab station), so user seem 
to interact always with the same server, in the same web-site. 

Aim of this remote lab system is to reinforce of theoretical 
knowledge, so test learning result is one fo the most important 
things in the process. The most dificult thing is to know if the 
experience has been done as designed (without any interaction 
problem). Interaction problems cause difficulties in perform 
laboratory practice and difficulty in acquiring knowledge, and 
aspect as camera quality is essential for a propper interaction. In 
order to know if some kind of problem in experince design 
(interaction site, software conectors, conection speed, camera 
quality, camera ilumination, etc.) could cause problems at taking 
the experience, a fast survey must be done for every user after take 
an experience. 

Moreover, knowledge is evaluated in a multiple way. 
Examinig the experince itself (steps accoplished, time taken, total 
time in finish experince, tries for step, etc.) and an auto-evaluation 
is geenrated. And after the experince, a knowledge test must be 
take by user. This test include the knowledges concepts included 
in the experince, in order to confirm that experience has helped in 
reinforce that knowledge. 

For a fair use of the systen, a limit at booking time slots must 
be considered. Deppendig on the number of users and time slots 
availables for take each experince, more or less condittions should 
be applied. It is recommended a limit of only one time slot booked 
by user, but sometimes, it should be considered additional limts 
as one try for each experince by user (at least until all users have 
done that experince). Time slots are created, and number of 
remote lab stations are limmited. So this limits are really importat 
in some situations. 

Time slot sould not be the same for all experinces, and even 
some experinces can be done simultaneously, if both use different 
equipments connected to the same remote lab station. Roles for 
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that situations are implemented in remote lab stations. Time slots 
are calculated according to expriences time length, taking in 
consideration that some time is needed among time slots for 
intialize instruments. 

Remote lab stations have instruments grouped by experinces 
compatibility, this is a set of instruments that can be used for many 
experiences. They are designed as much flexible as possible, but 
with just the needed instruments, in order to create as much as 
remote lab stations as possible. This is, a remote lab station can 
be done with a controlable DC source, a Fuction generator, a 
Multimeter and a Oscilloscope. These equipments can be used for 
a huge set of experiences in the areas of electronics (analog and 
digital). However, many experiences can be done only with a DC 
controlable source and mutimeter, and many others just with a 
function generatorn an oscilloscope and a fix DC source. So with 
almost same Lab Instruments, two lab stations can be done (for a 
lower set of experiences) or one (for a higher set of experinces, 
including more complex ones). Deppending on the kind of 
experiences wich want to be done, and the number of users, 
Instruments are gruped in one way or another. 

With that, a clear idea of the system has been given, now a 
description of the system implementation is going to be done. 

3. System Structure 

Proposed remote lab system structure is organized around two 
types of servers, as explained before. One single server, which 
manage the whole system, and one server per remote lab station. 
All of then must have implemented a web-server, for enable the 
user web interaction, in addition with the application 
programming interface (API) interaction. This is a machine-
machine interaction, via web-request. For this propose, servers 
need a back-end programming, and web interface needs a front-
end design and programming. 

For the back-end (all procedures and services done by the 
server, hidden by the user, as web server itself, camera stream, 
user login, data management, etc.), Python language have been 
selected. This is a really extended and supported language, in 
continuous development, with many packages, which gives many 
extra functionalities to it. In particular, a framework for web-
server creation have been selected, Flask, which manage user 
login, connections, interactions, and more. This will be explained 
in more detail in both server types description. 

For front-end (user interaction experience, including 
visualization and data interchange with backend), in web sites 
HTML and CSS are used for design appearance of websites, and 
JavaScript is used for introduce “programming” in web sites. 
While HTML and CSS design the content and structure, this 
design is static, and only can change at web site refresh. 
JavaScript allow elements resize and reorganize at window size 
change, update data without refresh all the website, even process 
data inside the browser, in the user computer. 

 Moreover, Python and JavaScript are the most popular 
languages in 2019 as stated in [12], [13], which grant many 
support and community. A schema about languages used are 
shown in Figure 1. 

 

3.1. Instrument-Server 

First, remote lab station will be examined. These stations are 
composed of a set of instruments, components and connections, 
and a server, which manage that hardware. That server is named 
Instrument-Server, and host remote lab experiences and manage 
the communication with instruments, using a module named 
Instrument-connector.  

Instrument-Server is a web-server with many functions, with 
the back-end designed in Python, relation with hardware is done 
in an easy way with calls to Instrument-Connector. This module 
involves all procedures to communicate with hardware. Python 
has libraries for exchange data via GPIB, USB, and LAN, using 
VISA protocols, RS-232, and many others, with them, and 
Instrument documentation, a set of functions are designed for each 
Instrument, for access to all needed functions. Sometimes, 
procedures would be a single line, others a set of command 
exchange. Finally, from Instrument-Server, Lab Instrument 
interaction is done as a single call to Instrument-Connector.  

The specific structure of this module depends of the specific 
hardware connected, but if we have a GPIB interaction with a 
Multimeter, from Instrument-Server there would be an instruction 
“read_voltage()”. Inside Instrument-connector, in the address 
selected for the instrument, some order are sent (mode voltmeter, 
range-auto, read) and then return is taken from GPIB bus from the 
address of the Multimeter. All this sequence, with time among 
them, watchdogs, and other specifications of GPIB, and error 
handle, are managed by the method read_voltage()”, which is 
simply called from the Instrument-Server and returns the voltage. 

In relation with data, Flask gives a package, called, Flask-
SQLAlchemy, which allows the use of Object-Relational 
mapping (ORM) of databases. This is defining a data set as an 
object (a programming class), linked with a database. Schema for 
tables, interaction instructions, or other database operations are 
hidden by the programmer, and a programming object is 
manipulated. Moreover, instructions are the same for different 
database types, as SQLite, PostgreSQL, MySQL, Oracle, MS-
SQL, Firebird, Sybase and others. That gives freedom to not only 
change database server, even change database technology, 
without changing code. 

In order to provide beautiful, flexible and configurable front-
end, a HTML design, structured with CSS is done for the basic 
structure, with JavaScript for content reaction. In order to allow 
in-frame video streaming, and variable exchange with the back-
end (with instrument-connector and data storage) without the 
needed of refresh the site, "Asynchronous JavaScript and XML" 
(AJAX) is used. 

JavaScript and, in particular AJAX, allow to implement a 
complete program in the user we browser. When this is join with 
API interaction with the back-end, experience is half front-end 
half back-end. This allows front-end access data, but only with the 
filter considered by API, so non-illegal (non-allowed by design) 
actions can be done with back-end data or over Instrument-control. 

User interaction and functions related are implemented in the 
front-end (in JavaScript) and steps (values, validation, sequences, 
steps done, etc.) are implemented in back-end. In this way, user 
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cannot modify variables related with the progress or grade of the 
experience. 

 
Figure 1: Basic structure of technologies in the Remote Lab system 

A lab experience is a set of data in back-end and front-end. 
Back-end has all connections needed with hardware, steps, goals 
for evaluation, etc. All of them are functions, which can be called 
via API, in order front-end can use them. Front-end has the user 
interaction web site, with all its functionalities, and use back-end 
API to get the data related with the experience and for interact 
with the hardware. It is important to understand that some 
experiences proposed are similar, (e.g. frequency response 
(components, amplifier, filters, etc.) involve function generators 
and oscilloscope) so same web interface can be used, only must 
be changed the component connected. For these situations, part of 
the interface can be parametrized and loaded used parameters 
associated with the remote lab experience. 

Sometimes, a lab experience only uses part of the instrument 
connected to the Instrument-Server. This let free a set of 
instruments, and if there exists a remote lab experience which use 
only those instruments, there could be interesting give to students 
the opportunity of take both experiences at the same time. With 
this option, number of user, which can take remote lab sessions, 
would be increased. This can be done with an 
“instrument/hardware requirement” in any remote lab experience. 
At any lab experience booking, instruments associated to that 
experience are booked, and rest of experiences are checked. If any 
of them are possible, their time slots are let free for booking, in 
other case, time slots overlapped with the one booked, are booked, 
as “Instrument-Server booked, experience not possible”. 

Some remote lab experiences would need test-boards, which 
are connected with the Instrument-connector and are controlled as 
another instrument, controlling sources, switches, and detecting 
its presence or not. Experiences associated to test boards are only 
available when test-boards are connected to the system. 

As indicated before, requirements for Instrument-Server is a 
computation system, which can run Python and can interact with 
the Instruments present in that Lab Site. Depending on those 
instruments and its requirements, in relation with the 
communication, Instrument-Server can be implemented in a 
Single-Board Computer as Raspberry pi (Rpi), or ever, using 
alternatives to Flask, in a microcontroller as ESP32 with 
microPython, but this option is more complex, proposed system 
recommends hardware which support Flask. For a usual set of 
instruments, taking in consideration that an Instrument-Server has 
one client at time (in addition with communication with main 
server) a Raspberry-pi V3b has enough computation power and 

interfaces to interact via LAN, and USB Instruments, even with 
the camera streaming. In relation with computers, there are not 
needed for Instrument-Connector a high computational power 
system, with at least 2-4GB RAM (depends on the OS), 1 core 
with 2 GHz, Windows 10, Linux or OSX works fine. 

3.2. Reception-Server 

In relation with the single server, which manage all the system, 
it is named Reception-Server. This server is point where the user 
interacts, and all its experience is managed inside this system. 
This server is this link among users, out of the University network 
and Instrument-Servers, in University Local Network. This server 
need special network configuration, due to it must be reachable 
from the internet, so it must have a domain or sub-domain 
associated, at the same time to it can access any system in the 
University Network, in order to reach Instrument-Servers. 
Actually, only are exposed common web ports (80, 443) to the 
internet. 

Reception-Server host the user database and manage the user 
login system using the capacities of Flask-User. This extension 
manages user authentication, sing up, user validation via email, 
and even gives a basic web-interface (customizable) for all steps. 
This solves programmer all user related tasks. As all user-logging 
systems, passwords are not stored. It is stored in database the 
result of a calculation done over the combination of password and 
username, called hash. 

Reception-Server host the Shift Manager. This is a compound 
of databases entries and interactions. Lab technician must create 
time slots duration per lab experience, set available experiences, 
and Instrument-Servers available time, in order to create available 
time slots. When time slots are created, they can be booked, with 
the restrictions sets by the fair use rules. Fair use rule ensure that 
all users can access all experiences. As indicated before, a basic 
fair use rule is a limit of simultaneous booking (one per user). 
Depending on the number of users and the number of time slots 
available per experiences, a maximum number of tries per user 
per experience can be set. That rules can be one or two, or a 
complex rule as one until everyone has done the experience, or 
one in this time range, giving in a time period the chance to 
everyone, and then, giving the chance to any user to repeat an 
experience. These rules may seem complex, but they are simple, 
having in the database a register of all experiences taken, with date, 
user, and other data of interest. Only reading the database with the 
proper filters, all conditions can be tested, and every condition 
check can be implemented with the condition as a zero limit avoid 
its application. 

Reception-Server is a manage server, it does not host any 
instrument or experience. However, it need to know the 
Instrument-Servers, which are present in the network. This 
implies the IP address, API commands and related ports (common 
for all Instrument-Servers), Instruments and experiences available, 
time range in which they can be used, etc. Periodically test 
connection is done in order to detect sudden disconnections. As 
Reception-Server is designed for manage the whole system, some 
configuration of Instrument-Servers can be change from 
Reception-Server, as Instruments available, time range in which 
system can be used, experiences available, fair use rules, etc. 
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Reception-Server is the endpoint for the user experience in 
any moment. User registration, booking time slots, and take tests, 
actually is done in Reception-Server. However, remote Lab 
experiences are host in Instrument-Servers, whose are not 
reachable by users. This is solved with a forward done by 
Reception-Server. Instrument-Server associated with the lab 
experience shows its web-interface, and Reception-server create 
a SSH tunnel, creating a forward of that web-interface to an 
Iframe (a web-site object) inside the main interface of the 
Reception-Server. With this, user still in Reception-Server, and 
can interact with Instrument-Server. SSH port forwarding can be 
done with openSSH, and Python has a module to manage it, so 
connections can be created easily, and stopped when needed by 
the back-end. As no ports want to be open, a redirection to a URL, 
under the Reception-Server domain is done. 

Users must register in the Reception-Server, and include its 
identifier in the Learning Management Systems (LMS), as 
Moodle, is it is used in lessons. With this, data can be packed and 
prepared to be uploaded to the LMS automatically. 

When a user books an experience, data is exchanged with the 
related Instrument-Server, and an instrument compatibility check 
is done. In that moment, non-compatible experiences are detected, 
and all time slots overlapped with the booked one, are booked as 
“Instrument-Server booked, experience not possible”, as 
indicated before. User booking (time slot, experience, and user 
identifier) is registered in Instrument-Server, in order to prepare 
the experience, at the booked time. 

If a booked time slot is un-booked, a search for “Instrument-
Server booked experience not possible” books in overlapped time 
slots, for the same Instrument-Server. For each one, an instrument 
compatibility test is done with time slots overlapped with them. 
Slots booked as “Instrument-Server booked, experience not 
possible” (it could be possible that next or previous time slot of 
other experiences are booked, overlaps with tested time slot, and 
are not compatible), if results non-compatible, time slot still 
booked as “Instrument-Server booked, experience not possible”, 
if not, time slot is change to free for be booked. 

3.3. General Concepts 

One of the most important part of the remote lab experience is 
the camera. This implies a live streaming during the experience. 
It is important to understand that, depending on the camera quality, 
and the frame per second (fps) sent, data flow involved could be 
too high. Therefore, it is important to control these two parameters, 
and adjust them, according to the experiences. If only slow 
changes are expected, 5-10 fps could be enough, but for watch an 
Oscilloscope, at least 20 fps are needed. Quality should be revised 
for each experience, depending the surface the camera is 
recording; in order to information streamed can be read. 

Even when SQLAlchemy disconnect partially programming 
of database with ORM, database type used could include more or 
less options in those ORM. In particular, classical SQL databases 
as SQLite, MySQL or Oracle, are pure relational databases. This 
implies a strong data relation and order, and a very fix data 
structure. All data are organized in tables; each row of each table 
has the same number of columns (cells). Each cell is one data, of 
one data type. Each one of them has its particularities. However, 

there is another database type, PostgreSQL which works as same 
as they are, and include a special data type JSON and JSONB, 
which are data structures, in a cell, where any number of data 
(non-limited to the number of columns), each one labelled with a 
key. Moreover, JSONB included search functions, as seen in SQL 
instructions for search data in column. This kind of variable is 
useful for store interaction logs, tries, goals, steps of experiences, 
and other data in a flexible way. Taking one table of experiences, 
instead one table per experience. For that reason, PostgreSQL is 
the database selected. Actually, this procedure, which is done by 
the database engine, can be done in a more basic way, with blob 
(binary large object) or text variables, and load there JSON 
variables. Then, recover and decrypt the data into a python 
variable. Anyway, if a usual relational database wants to be used, 
and only relational data want to be stored, data, which is stored in 
each step, is fixed and one data model (table) per experience is 
introduced. 

Instrument-Server usually have direct connections with Lab 
Instruments, as USB, or GPIB. This kind of Instrument-Servers 
are not hot swap. However, if connections with all Instruments are 
done via LAN, Instrument-Server could have a redundant copy, 
and, in case of fail, change the destination for forwarding from the 
main system to the backup one. Most Usual situation is the first 
one, so a periodical complete backup of all systems for all 
Instruments Servers is highly recommended. 

In relation with the Reception-Server, this server has not any 
specific hardware connected, so a redundant server can be 
connected, with a periodical copy of the database. If the main 
Reception-Server disconnect from the network, the redundant one 
takes its place. For Instrument-Servers, this rule could be 
implemented in Reception-Server, but in this case, we need a 
previous server, which redirect the data, or implement routing 
rules. 

With all presented, a stable and scalable system is obtained, it 
is easy to configure (almost all configuration in Reception-Server, 
even of Instrument-Servers) and programming, with a base of 
required programming languages. General system structure and 
data flow is shown in Figure 2.  

 
Figure 2: System global structure and data flow. 

As indicated before, user traffic ends at Reception-Server and 
is Reception-Server that reaches Instrument-Servers. Reception-
Server only has opened ports 80/443, so it is safe against attacks. 
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System cannot be properly defined as free of use or non-
proprietary, even when all languages and packages in the core are 
free of use and distribute, due to Instrument-Connector may 
require privative drivers. Designed system core has not copyright 
lock or charge, all modules are free of use (some of them “”as is”, 
without modifications), including author references or copyright. 

4. Integration in Engineering Sessions 

In engineering teaching, there are too much knowledge to 
communicate to students, but as technical teaching, many of that 
knowledge is related with real world aspects, interactions, cause 
and consequence. In engineering, it explains how things work, 
including how the physical laws on which the function of those 
things are based work. Even in most situations complex 
mathematics support those explanations, real examples can be 
done in Labs, and students can see a real world example of those 
theoretical concepts that they are been studding, only supporting 
by numbers. 

This is the reason of Lab sessions in university education, give 
students real examples of theoretical concepts studied. However, 
an engineering student must study many concepts, and this 
implies more theoretical hour than lab session hours. In addition, 
in a two hours’ theoretical session, many concepts can be 
explained, and in a two hours’ Lab session, only few concepts can 
be put in practise, due to they must be examined careful with Lab 
experiences. 

For all explained before, there is not enough time to put in 
practise all concepts explained in lessons, and that is not the best 
for students. Searching a learning improvement, more lab time is 
needed, but there is not available lab time or professors. This can 
be solved with remote lab experiences. Even when students are 
not touching hardware, it has been proved in [1] that remote lab is 
a better solution than simulated lab, when no access to lab is 
possible. 

Moreover, in special situations, as seen with the globally 
outbreak of COVID-19, even programmed physical lab session 
may not be possible, or may be reduced. For those situations, 
remote lab experiences are a great option. 

The point is to configure a lab station, for work all time as 
remote lab station, and even lab stations used for lab sessions, 
could be set to remote lab stations out of Lab session hours. This 
requires a configuration, which must be done for the Lab 
technician. With these options, students can take remote lab 
experiences any time, with a station exclusively remote, or only 
out of lab hours, with flexible lab stations. As same as the fair use 
rules, this depends on the number of students, and instruments and 
stations available. 

As indicated before, remote labs stations are designed for a set 
of experiences, due to in most areas of engineering, same set of 
instruments are needed for take all experiences in a subject, or in 
a part of a subject. E.g. in electronics, if DC bias point is studied, 
a controllable DC power source, Voltmeters and Amp meters are 
needed for almost any test. This kind of experience could be 
behaviour of a capacitor or inductor in DC, in bias point, resistor 
V-I response, amplification of a transistor without polarization 
(beta calculation), polarization of a transistor, amplification of an 
Operational Amplifier in DC, etc. With a Function generator, 

constant level DC power sources (5V, 12V), and an Oscilloscope, 
AC response can be studied, with experiences as amplification in 
AC of an Operational Amplifier, amplification of a polarized 
transistor, frequency responses of filters, frequency response of 
components. In addition, mixing, VCO (voltage controller 
oscillator), limits of Operational Amplifier in relation with feed 
voltage, effect in transistor amplification of polarization voltage, 
etc. 

As seen, in electronics, there are few equipment, very common 
in many experiences, and there are others, as pulse generators, 
clocks, counters, which can give other experiences. The 
difference among experiences are the components connected to 
them and the configuration (connections among instruments) 
needed. A common design can be done for all experiences and 
Instruments. Creating experience boards, where only instruments 
must be connected, and a connection with Instrument-Server, in 
order Instrument-Connector can detects it and make available 
experiences. 

4.1. Experience Board 

An example of that common design is done, throw the 
schematic design of a board for an experience with an Operational 
Amplifier (LM358), as inverter with variable gain, and switchable 
to open loop. 

First, common elements must be described, starting with the 
computer communication capacity of the board are shown in 
Figure 3. 

 
Figure 3: Communication system of test board. 

Chip ATtimy85 is a low cost DIP-8 chip, which can be 
configured with a special bootloader for load Arduino code from 
USB, without the needed of a USB-RS232 conversion chip, even 
a serial communication. This chip works with 5V, so even with 
the USB power can be feed, so only with the elements required 
for the safe connection for the data transfer (1 pull-up resistor, 
zener protection diodes, and current limit resistors) chip can be 
connected with a USB connector. 

This chip has few terminals, most interesting ones, I2C 
communication. This kind of communication allows connection 
of some devices to a single port (two wires, with pull-up). 
Nowadays there are digital elements, as ADC, digital 
potentiometers, DAC, current meters, and some wind of sensors, 
with I2C interface; so many elements can be integrated. Use of 
external ADC and DAC instead internal of ATtiny85 make easy 
the design, in order some of them have an analogue level and a 
digital level, so they can communicate with chip in 5V, and 
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operate in 20V. This is the case of the digital potentiometer 
selected for this board, which will be explained later. 

In relation with lab instruments connections, as seen in Figure 
4, most commons instruments in electronics are DC controlled 
power source, Function Generator and Oscilloscope. DC source 
has two outputs, each out with two connections type banana, 
Function Generator has an output type BNC connector, and 
Oscilloscope has two inputs type BNC. 

 
Figure 4: Connections to Instruments of test board. 

This connections, join with the ATtiny85 are the base of most 
test boards (unless other instruments are required, as counters or 
pulse generators, but those are special experiences, special boards 
are created, with more connections).  

 
Figure 5: Inverting amplifier with Operational Amplifier experience. 

Figure 5 shows the components related to the specific 
experience, a digital potentiometer, with I2C communication, 
which can work up to ±18 V, and a LM358 Operational Amplifier, 
with a maxima power feed of ±16 V. As positive and negative 
voltage want to be controlled, both DC inputs are used, one for 
positive and the other for negative voltage. With that objective, 
negative output of DC1 and positive output of DC2 are connected 
together to GNDA (analogue ground). Now DC1 controls positive 
voltage and DC2, negative voltage. 

As DC power source can generate more than ±16 V, voltage 
is limited with zener diodes, to that level, protecting the board. 
Digital potentiometer requires that digital ground be in the range 
of analogue voltage, so a resistor divider is done, from limited 
voltage, and the middle point is connected to the digital ground.  

As LM358 has two Operational Amplifiers, one is used as 
input buffer, and then, as input resistor a constant resistor is used. 
Digital potentiometer has a limit of ±12.5mA, and input resistance 
(R1) is the one, which set the current. Fixing the current to a level 
under the limit, for the extreme input, system is stable. Digital 
potentiometer is used as feedback resistor (R2), and its impedance 
could be from 0 to 10kOhms, taking negative amplifications 

(inverting) lower and upper to one. Digital potentiometer can 
disconnect terminals, so feedback resistor can be removed, 
examining Operation amplifier in open loop. For ensure a proper 
measure a load resistor is included. 

As seen this board structure is flexible in its design, and can 
be change to many electronics experiences, even integrating some 
in the same board. A price evaluation is done, showing in Table 1 
common elements for some experiences, and in Table 2 specific 
elements for this experience. 

Table 1: Price related to common elements 

Element €/unit Units € 

ATtiny85 1 1 1 

USB connector 0.5 1 0.5 

Diodes 0.16 2 0.32 

Resistors 0.03 5 0.15 

Banana 
connectors 

2 4 8 

BNC connectors 2 3 6 

Total 15.97 

Table 2: Price related to specific experience elements 

Element €/unit Units € 

LM358 0.6 1 0.6 

MCP45H51 1.31 1 1.31 

Diodes 0.16 2 0.32 

Resistors 0.03 5 0.15 

Total 2.38 

 

As seen in tables, whole experience, including common and 
specific elements does not require expensive elements, being all 
needed components 18,35€. However, as common elements can 
be used for some different experiences, edge connectors can be 
included between common and specific part, creating a test 
system, with a common part, and a changeable experience. In this 
situation, experience must identify itself for the computer, and it 
is done including an EEPROM memory, with I2C communication, 
in the test board. Edge connector has a cost of 3€ (only one is 
needed, male edge connector is part of the board and EEPROM 
chip has a cost of 0.1€. With this increase, and minimal design 
changes, same interface board to PC and instruments (the most 
expensive part) can be used to some experiences board. At the 
same time, this change allows to replace interface board or 
experience board, if any of them fails, and is not needed to replace 
the whole board. 

PCB design for higher frequencies must be done carefully, in 
order not to introduce coupled effects. Some experiences, as the 
one proposed in this board, are designed for frequencies up to 
1MHz. This make them sensitive to track routes, even to track 
shapes. This point is the actual develop point, ensure no 
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interaction is done, in interface board (for all Oscilloscope or 
Function Generator frequency range) and in experience board (for 
all frequency required in the experience). 

This is an iteration process, due to each new design must be 
implemented and tested, and take some time. For that, this line of 
test board will not be implemented jet, up to all test finished.  

4.2. Experience example 

Remote lab experience which has been implemented as example 
is a DC power supply control using Standard Commands for 
Programmable Instruments (SCPI) (the base of the VISA 
protocol), connected with the General-Purpose Instrumentation 
Bus (GPIB). Communication with many lab instruments ends in 
a VISA commands exchange, throw different busses. This 
experience gives to students the chance to experience and 
understand this communication. As indicated before, the camera 
streaming is the base of the remote lab experience, an in this 
situation is recording the front panel of the DC power supply. 
Whit that, students can see in any moment the reaction of the 
Instrument to any command sent to it (errors, changes in display, 
changes in operation mode, etc.). For this remote lab experience, 
simple interaction page has been designed, which in seen in 
Figure 6. 

Power supply connected in this situation is Agilent E3646A 
DC power supply, and it can be seen in the camera-streaming box, 
al left. This experience has steps, oriented as questions, which can 
be answered in any order. Those questions are listed in the combo-
box under the camera streaming, and the selected one is the one, 
which must be answered. Depending on the question, should be 
answered in the proper answer box (at the right of the question 
combo-box), or interacting with the proper SCPI command with 
the instrument. 

 “Instrument Bus” text box is the point where the user must 
write the instructions to be sent to the Instrument, when the button 
“SEND” is clicked. In this field, responses taken from the 
instrument, when “RECEIVE” button is clicked, are shown too, 
being the SCPI interaction point. When “SEND” and “RECEIVE” 
are clicked, in addition to interact with “Instrument bus”, Output 

Status is updated. This value indicated communication status, 
related to data send process (if information has been delivered, if 
Instrument can be reached, if there are data to be read, after an 
instruction with data return, in the instrument and another 
instruction has been sent), in other words, indicated 
communication OK, or ERROR (with ERROR specifier).  

In case of ERROR for instructions, there are two options, 
“CLEAR ERROR” erase error vector in the Instrument, clearing 
error indicator in front panel. Other option is “RESET” 
completely the Instrument, clearing errors and putting all settings 
to defaults values. If ERROR is related not to be able to reach 
instrument, maybe GPIB configuration, which can be configured 
in “CONFIG” should be revised. There, GPIB address of the 
instrument, and for the controller should be set. Bus has to be 
“INITIALIZE”, at experience start, or after each configuration 
change. 

There only left “HELP” where a popup with information 
related with experience interaction and with the experience, 
procedure and steps are explained. In addition, 
“PROGRAMMING MANUAL”, where a popup is opened which 
the programming manual of the Instrument, with all instructions 
needed for the experience. 

When a proper answer has been done for a step (with the 
proper interaction with the Instrument or with the proper answer 
in the answer box), the background for it turn into green in the 
combo-box. When all steps are green, experience finished with a 
pop-up, but Instrument-Server still connected during reserved 
time-slot, for interaction with the Power Source. 

With this, experience is explained. Evaluation is detailed in 
following section. 

5. Learning Results 

As part of experience design, goals are defined (pass all steps 
in experience time, pass steps with less than n tries, take less than 
a specific time in pass the whole experience, take at least two tries 
in at least three steps, for ensure student is not copy another 
student answers, etc.). Those goals can indicate a mark, related to 
experience evolution, as same as a when students fill a form with 

 
Figure 6: Main web interface GPIB SCPI experience 
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measures and answering questions in Lab sessions. This is an 
auto-evaluation, during the remote Lab session, which is 
complemented with evaluation activities. 

First, it is vital to know if there has been any problem or 
difficulty in user interaction with the remote system. For that, a 
quick survey, related to remote interaction is done, where “Easy 
to use”, “Camera quality”, “Response time” and “Proper time slot 
for experience” are asked, and must be evaluated in the range of: 
Not work, Very Poor, Poor, Adequate, Good, Very Good. In any 
moment, if system receive some Poor or Very Poor in an area, a 
warning is raised to administrator, in order to revise the 
experience or connection. If “Not work” is marked, an Error is 
raised to user experience register, in order to mark as not valid this 
try, and open an additional one. In addition, this must not be an 
anonymous survey, due to in case of Very Poor or even Poor, 
difficulties could be get to develop the experience, and that should 
be considered. 

Auto-evaluation, gives information about how students 
follows experience steps. However, Lab experiences and remote 
Lab experiences, are oriented in reinforce theoretical concepts. 
Proper succeed in remote Lab experience is ensure those concepts 
has been understood. With that objective, a fast knowledge quiz 
is take by students, after take the remote Lab experience, related 
with the concepts reinforced in the experienced. This test is used 
for set the mark of the experience, joint to the auto-evaluation. 
Moreover, it is an indication for evaluate the experience, if none 
student passes this quiz, experience should be re-designed, due to 
it is not reinforcing the concept as desired. 

As time during which can be in connection with Instrument-
Server is limited by time-slots, survey and quiz could be a 
problem, due to they take time of experience. For that reason, 
these exercises are implemented in Instrument-Server, due to they 
are related to the remote Lab experience, but users perform them 
in Reception-Server. When experience ends, this is when user 
pass all steps, or time slot ends, Instrument-Server send to 
Reception-Server evaluation activities. From this moment, user 
can perform them during an assigned time (by default 1 day), 
without the needed of connection with Instrument-Server. 

With all that, evaluation is take in two levels, during the 
experience, automatically, and after the experience, with survey 
and quiz. At the same time, student evaluation helps for the 
evaluation of the experience itself, detecting point to change or 
improve, or in the other hand, validating the functionality of the 
experience. With all these, remote lab experience is continuously 
evaluated, by survey, and using student’s marks. 

Additionally, all Student interactions with remote lab 
experience, are logged and saved in order to revise auto evaluation 
protocols, or if needed to manual revision. 

6. Conclusions 

A remote lab system has been designed, with the capacity of 
interact with almost any hardware, due to Instrument-Connector 
can be designed for interact with almost any kind of protocol or 
driver. It is easy to scale, adding or removing Instrument-Servers, 
with a simple enter in the Reception-Server, the single 
administration Server. Even the management of the system, 

composed with many servers, have been simplified, and almost 
all of it is done in the Reception-Server. 

In relation with remote experiences, as Instrument-Connector 
can interact with almost any hardware and the combination of 
HTML+JavaScript can create a huge set of visual experiences in 
the web browser, almost any experience can be implemented. 

Special network requirements (the most complicated part in 
complex infrastructure network) are only needed in Reception-
Server, where external access are needed, with a domain and 
common web ports opened (80 and 443). Instrument-Servers only 
need to be in the same network than the Reception-Server. 

As educational experience, evaluation system is designed, as 
a multi-step evaluation. First, goals are set during the experience, 
and that implies an auto-evaluation, join to a log of the user 
interaction with the experience. This is used to revise possible 
errors in steps or auto-evaluations. At experience ends, two fast 
exercises must be taken. One is a fast survey, about user 
interaction, in order to detect possible problems in camera quality, 
latency, time associated to the experience, information done, etc. 
The other one is a short quiz related to the theoretical concepts 
related with the experience, in order to confirm that experience 
has been useful and has reinforce those concepts. 
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 Identification of Kamphaeng Saen beef cattle is important of the registration and 
traceability purposes. For a traditional identification methods, Hot Branding, Freeze 
Branding, Paint Branding, and RFID Systems can be replaced by genius human. This paper 
proposed a Kamphaeng Saen beef cattle identification approach using muzzle print images 
as an Animal Biometric approach. There are two algorithms used in the system: Scale 
Invariant Feature Transform (SIFT) for detecting the interesting points and Random Sample 
Consensus (RANSAC) algorithm used to remove the outlier points and then to achieve more 
robustness for image matching. The image matching method for Kamphaeng Saen beef 
cattle identification consists of two phases, enrollment phase and identification phase. Beef 
cattle identification is determined according to the similarity score. The maximum 
estimation between input image and one template is affected from two perspectives. The first 
perspective applied SIFT algorithm in the size of the moving image with the rotating image 
and applied Gabor filters to enhance the image quality before getting the interesting points. 
For a robust identification scheme, the second perspective applied the RANSAC algorithm 
with SIFT output to remove the outlier points to achieve more robustness. Finally, feature 
matching is accomplished by the Brute-Force Matchers to optimize the image matching 
results. The system was evaluated based on dataset collected from Kamphaeng Saen (KPS; 
47 cattle, 391 images), Nakhon Pathom and Tubkwang (TKW; 39 cattle, 374 images), 
Saraburi, Thailand. The muzzle print images database was collected between 2017 and 
2019, in the total of 765 muzzle print images from 86 different cattles. The experimental 
result is given 92.25% in terms of accuracy which better than a traditional identification 
approach. Therefore, muzzle print images can be used to identify a Kamphaeng Saen beef 
cattle for breeding and marking systems. 
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1. Introduction  

Kamphaeng Saen (KPS) beef cattle breed has been developed 
from a cross breed of Thai native cattle, Brahman and Charolais. 
Kamphaeng Saen beef cattle is suitable for tropical environment in 
Thailand and produce a high quality of meat [1]. The establishment 
of the breed is the results of the long-term effort of the research 
and development team of the Department of Animal Science, 

Faculty of Agriculture, Kasetsart University (KU), which was 
initially through the research project of the beef cattle by Prof. 
Chran Chantalakhana since 1969. The composite breed of 25% 
Thai native (N), 25% Brahman (B) and 50% Charolais (C) showed 
the superior genetic potential under the local Thai farming 
environment [2, 3, 4] shown in Figure 1. The native cattle are 
known to be superior in their high fertility in terms of regular 
estrous cycle and conception rates. The native cows produce high 
calving percentage even under sub-optimal feeding. Due to a small 
size and slow growth rate, the native cattle have not used in 
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commercial fattening system. Hence, crossbreeding between an 
exotic breed, the Brahman, and Thai native cattle was made to 
improve size and growth rate in the crossbred. In terms of beef 
quality, beef from Brahman is less desirable than beef from 
temperate cattle such as Charolais [5]. Although, Charolais is not 
well adapted to hot climate, but its growth performance and beef 
quality are favorable [6]. The breed formed by intersemating of the 
crossbred followed by selection will be named after the district 
where it was developed [7]. 

 
Figure 1: Kamphaeng Saen (KPS) beef cattle purebred breeding programs [7]. 

Since 1991, Kamphaeng Saen cattle have been distributed to 
farmers who are members of the KPS Beef Breeders Association. 
However, the uniformity of color and conformation of Kamphaeng 
Saen cattle has yet to be improved. In 1992, KPS Beef Breeders 
Association was founded, with 200 farmer members, registered the 
breed and the criteria for beef were established as follows:  

1. Hair color is creamy to light yellow is the best suitable. 
However, some variation in color is accepted if good pedigree. 

2. Genotype is 25% native, 25% Brahman, 50% Charolais;   
slight variation is acceptable. 

3. Having birth date, farm brand and individual identification. 
4. Having suspended testicles at six months of age. 
5. Passing general assessment by association’s officials [8]. 

Beef cattle identification is the method of recording a beef 
cattle with birth date, Sir/Dam, production, feeding programs, and 
health management. The identification system is an important 
method of livestock production. There are four types of 
identification: 

1. Permanent methods: Ear Notches, Tattooing, and 
Hot/Freeze/Paint Branding. 

2. Temporary methods: Chalk, Ear Tagging, and Neck Chains. 
3. Electrical methods: Microchips, RFID Systems, Ruminal 

Boluses, and Injectable Transponders. 
4. Biometrics methods: Muzzle Prints, Iris Patterns, Retinal 

Vascular, and DNA Profiling [9]. 

However, the main problems of these methodologies are low 
image quality, infliction of injury on the body of an animal, low-
frequency coverage, loss of tags, and duplication respectively [10]. 
Hence, devising a robust means for cattle identification to mitigate 
the iterated challenges is a task that involves the state-of-the-art 
machine learning techniques in animal biometrics. DNA profiling 
is the process of determining an individual's DNA characteristics, 
focusing on short tandem repeat (STRs), nucleotide polymorphism 
(SNPs), mitochondrial DNA (mtDNA), and sequencing markers 
of an individual animals [11]. 

The measurements of biometric authenticate features are seven 
characteristics as follow:  
1. Universality: a person has common characteristic.  
2. Uniqueness: two persons have characteristic with a high of 

uniqueness. 
3. Permanence: the characteristic never changed over time with 

advancing age.  
4. Collectability: the characteristic easy to acquire can be 

measures.  
5. Performance: how well a system factors include recognition 

accuracy, speed, and error rate.  
6. Acceptability: how accept the characteristic into a system.  
7. Circumvention: how easily which a system can be fooled by 

fraudulent biometric identifier. 

A biometric system operates in two modes. First, verification 
mode: the system validates identity by biometric captured with 
own biometric template(s) stored in the database system. Second, 
identification mode: the system searching all template for a 
matching one-to-many comparison to establish an individual’s 
identity. The system is designed four main modules: 1) Sensor 
module: which captures the biometric data of an individual.                       
2) Feature module: which acquired biometric data processing to 
extract a set of salient features. 3) Matcher module: which claimed 
identity is verification and identification based on the matching 
score and 4) Database module: which store the biometric templates 
of the registration. 

A biometric system can measure from two types of verification 
errors: 1) False Match: an error from two different persons to be 
from the same person (False Acceptance Rate (FAR)). False Non-
Match: an error from the same person to be from two different 
persons (False Rejection Rate (FRR)). A trade-off between FAR 
and FRR is the functions of the decision threshold in template 
matching for measuring the performance of a system; if it is 
decreased to make the system more tolerant to input variations and 
noise, then FMR increases. On the other hand, if it is raised to make 
the system more secure, then FNMR increases accordingly. The 
performance at all operating points (thresholds) can be referred to 
the concept of a Receiver Operation Characteristic (ROC) curve. 
A ROC curve is a plot of FMR against (1-FNMR) or FNMR for 
various threshold values [12]. 

The traditional muzzle printing method in Japan shown in 
Figure 2. while the basic procedure is started from making dry 
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muzzle by cloth, painting some ink on a muzzle by coverage, then 
rolling to lift paper print the area between upper lip and the top of 
the nostril. Then check a pattern of ridges and grooves for a 
complete pattern [13]. The identification process based on muzzle 
pattern shown in Figure 3, a ridges and grooves extracted from 
joint pixels as the features. Every joint pixel from two images is 
overlaid. Two joint pixels are matched if they are in a range of a 
pixel region [14]. 

 
Figure 2: Muzzle printing procedure [13]. 

 
Figure 3: Muzzle pattern [14]. 

 In this paper, a Kamphaeng Saen beef cattle identification 
approach using muzzle print image is proposed. The proposed 
applied the image matching method with machine learning 
techniques such as Scale-invariant feature transform (SIFT), 
Rectangular Gradients Histogram (R-HOG) which localize and 
detect the region of interest (ROI) in muzzle print images for the 
cattle identification and Random Sample Consensus (RANSAC)  
algorithm which used to remove the outlier points and improve the 
robustness of SIFT feature matching, RANSAC technique used 
with the SIFT in order to mitigate noises such a outliers points for 
better identification. 

SIFT is a feature detection algorithm for image processing.            
It was published by David Lowe in 1999 and 2004. SIFT keypoints 
of objects are extracted from a reference image. An object in a new 
image is comparing each feature and finding candidate matching 
features based on Euclidean distance of their feature vectors. The 
full match keypoints that agreed up on object location, scale, and 
orientation are identified to a good match. The consistent clusters 
are performed by an efficient hash table of the Hough transform 
algorithm. Each cluster that agrees on object detailed verification 
and outliers has been discarded. Then, the probability that a set of 
features indicates is computed for the accuracy of false matches. 

That all pass object matches can be identified with high 
confidence. 

RANSAC is a predictive algorithm for image processing. It 
was published by Dr.Martin A Fischler and Robert Bolles in 1981. 
RANSAC estimates by random sampling of observed data contain 
both inliers and outliers. Voting scheme implements the data 
elements for one or multiple models based on noisy features which 
will not vote for any single model (few outliers) and enough 
features to agree on a good model (few missing data). The 
compose of two repeated steps that are iteratively repeated until 
the consensus set in enough inliers: First, select randomly the 
minimum number of points to determine the parameters of the 
model. Second, determine how many points from all points fit with 
a predefined tolerance. If the number of inliers over the total 
number of points then re-estimate the model parameters. 

 The image matching for Kamphaeng Saen beef cattle consists 
of two phases, enrolment phase and identification phase. The beef 
cattle identification is determined according to the similarity score. 
The maximum estimation between input image and one template 
is affected from two perspectives. The first perspective uses SIFT 
algorithm in the size of the moving image with the rotating image, 
and uses Gabor filters for enhancing of image quality before 
getting the interesting points for a robust identification scheme, the 
second perspective uses the RANSAC algorithm is used with SIFT 
output to remove the outlier points and achieve more robustness. 
Finally, the feature matching is accomplished by using the Brute-
Force Matchers for optimizing the image matching results.  

The remainder of this paper is organized as follows: Section 2 
about the related works, Section 3 explain the methodology, 
Section 4 is a proposed beef cattle identification approach, Section 
5 the experimental scenarios, Section 6 shows the results and 
discussion. Finally, conclusion and future work is discussed in 
Section 7. 

2. Related Works 

The cattle identification using muzzle print image is proposed 
base on previous work that can be categorized into the image 
processing technique, machine learning technique and 
encouraging for a day of livestock management. 

In [15], the author proposed a Principal Component Analysis 
and Euclidean distance classifier to evaluate and performed the 
muzzle ink prints with the training part from 3 images of 29 
different cattle. The results showed that when using 230 
eigenvectors (out of 290), the recognition rate was equal 98.85%. 
This technique as expected reduced the recognition rate when 
principal component less than 230, while training more images per 
cattle. In [16], the author using the fusion of texture feature that 
extracted from Webber Local Descriptor (WLD) and local binary 
pattern. The result showed that 96.5% in terms of identification 
accuracy. SURF (speeded-up robust features) and U-SURF 
(upright version) are the family with SIFT, SUR, it is better than 
SIFT in rotation and blur transform. SIFT is better than SURF in 
different scale images and SURF faster than SIFT. Both are good 
in illumination changes images. In [17], the author proposed SURF 
technique, the identification accuracy is 93% for 75% of training 
database. In [18], the author proposed U-SURF with the result of 
outstanding performance more than the original SURF. 
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In [19], the author proposed a Local Binary Pattern (LBP) to 
extract local invariant features from muzzle print images and 
applied including Nearest Neighbor, Naïve Bayes, SVM and KNN 
for cattle identification. The results shown that identification 
accuracy is 99.5%. In [20], the author proposed a multiclass 
support vector machines (MSVMs) in three phases: preprocessing 
used the histogram equalization and mathematical morphology 
filtering, feature extraction used the box-counting algorithm for 
detecting feature and classifications used the MSVMs. The results 
shown that 96% classification accuracy. 

In [21] the author supported in precision livestock farming 
which focused on Image-based identification could be a promising 
non-intrusive method for cattle identification can be approach for 
deliver quantitative information and complete traceability of 
livestock in the food chain. In [22], the author shown the 
experimental results in the feature vector for different image of the 
same muzzle. It’s highly symmetry and this technique can be 
applied in registration livestock to monitoring individual cattle 
management system. 

3. Methodology 

3.1. SIFT Features 

Scale Invariant Feature Transform (SIFT) is a feature 
extraction method based on the extraction of local information. 
The features extracted are invariant to image scaling, rotation, and 
partially invariant to change in illumination and projective 
distortion. Four major stages to generate a set of features are shown 
in Figure 4: 

Scale-Space Extrema Detection: the candidate keypoints can be 
obtained by detecting extrema from Difference of Gaussian (DoG) 
pyramid which an approximation of Laplace of Gaussian (LoG). 
The input data is transformed to the space 𝐿𝐿(𝑥𝑥,𝑦𝑦,𝜎𝜎) as follows: 

 
Figure 4: SIFT based on pre-processing [23, 24]. 

 

𝐿𝐿(𝑥𝑥,𝑦𝑦,𝜎𝜎) = 𝐺𝐺(𝑥𝑥, 𝑦𝑦,𝜎𝜎) ∗ 𝐼𝐼(𝑥𝑥,𝑦𝑦)                     (1) 
 

where * corresponds to convolution operator, 𝐼𝐼(𝑥𝑥,𝑦𝑦)  is the 
input image and 𝐺𝐺(𝑥𝑥,𝑦𝑦,𝜎𝜎) is a Gaussian function with bandwidth 
𝜎𝜎. 
 

𝐺𝐺(𝑥𝑥,𝑦𝑦,𝜎𝜎) = 1
2𝜋𝜋𝜎𝜎2

𝑒𝑒−(𝑥𝑥2+𝑦𝑦2)/2                       (2) 

𝐷𝐷(𝑥𝑥,𝑦𝑦,𝜎𝜎) = �𝐺𝐺(𝑥𝑥, 𝑦𝑦,𝜎𝜎) − 𝐺𝐺(𝑥𝑥,𝑦𝑦,𝜎𝜎)� ∗ 𝐼𝐼(𝑥𝑥,𝑦𝑦) 

                                 = 𝐿𝐿(𝑥𝑥,𝑦𝑦,𝑘𝑘𝜎𝜎) − 𝐿𝐿(𝑥𝑥,𝑦𝑦,𝜎𝜎)                            (3) 
 

1. Keypoint Localization: to get stable keypoints, three 
processes are applied in this step. The first process is to find 
the accurate location of keypoints using the 3rd order Taylor 
polynomial; the second process is eliminating low contrast 
keypoints; and the third process is to eliminate the keypoints 
in the edge using principal curvature. The interpolation is done 
using the quadratic Taylor expansion of the Difference-of-
Gaussian scale-space function 𝐷𝐷(𝑥𝑥,𝑦𝑦,𝜎𝜎) with the candidate 
keypoint as the origin. This Taylor expansion is given by: 

 

𝐷𝐷(𝑥𝑥) = 𝐷𝐷 + 𝜕𝜕𝜕𝜕𝑇𝑇

𝜕𝜕𝑥𝑥
+ 1

2
𝑥𝑥𝑇𝑇 𝜕𝜕2𝜕𝜕𝑇𝑇

𝜕𝜕𝑋𝑋2
𝑥𝑥                      (4) 

 

where  

       𝐷𝐷 and its derivatives are evaluated at the candidate keypoint. 

       𝑥𝑥 =  (𝑥𝑥, 𝑦𝑦,𝜎𝜎) is the offset from this point. 

2. Orientation Assignment: the orientation of keypoint will be 
calculated based on the gradient and orientation of a region 
around the keypoint. A keypoint may have more than one 
orientation. For an image sample 𝐿𝐿(𝑥𝑥,𝑦𝑦, )  at scale σ,               
the gradient magnitude, 𝑚𝑚(𝑥𝑥, 𝑦𝑦, ), and orientation, 𝜃𝜃(𝑥𝑥, 𝑦𝑦, ), 
are processed using differences pixel: 

 

𝑚𝑚(𝑥𝑥, 𝑦𝑦) =  ��𝐿𝐿(𝑥𝑥 + 1, 𝑦𝑦) − 𝐿𝐿(𝑥𝑥 − 1, 𝑦𝑦)�2 + ⋯
+(𝐿𝐿(𝑥𝑥, 𝑦𝑦 + 1, ) − 𝐿𝐿(𝑥𝑥,𝑦𝑦 − 1))2

            (5) 

𝜃𝜃(𝑥𝑥, 𝑦𝑦) = 𝑡𝑡𝑡𝑡𝑡𝑡−1(𝐿𝐿(𝑥𝑥,𝑦𝑦+1)−𝐿𝐿(𝑥𝑥,𝑦𝑦−1)
𝐿𝐿(𝑥𝑥+1,𝑦𝑦)−𝐿𝐿(𝑥𝑥−1,𝑦𝑦)

)                     (6) 
 

3. Keypoint Descriptor: a window with the size of 16 × 16 
centered, each keypoint is calculated with the orientation and 
gradient magnitude. The window is then divided into 4 × 4 
sub regions. An orientation histogram which represented eight 
cardinal directions are calculated for each sub region based on 
gradient magnitude. The weight is calculated by a Gaussian 
window centered in the middle of the window. The keypoint 
descriptor consists of 128 elements from 16 sub regions where 
each sub regions consists of 8 features [23, 24]. 

3.2. Gabor Filters 

Gabor filters are formed from two components, sinusoidal and 
Gaussian, The Gabor function was discovered by Gabor in 1946, 
where the function is defined in 1-D with 𝑡𝑡 stating time and then 
developed unto 2-D in the spatial domain formulated [25]. 

3.3. RANSAC Algorithm 

The RANSAC procedure is opposite to the conventional 
smoothing techniques: Rather than using as much of the data as 
possible to obtain an initial solution and then attempting to 
eliminate the invalid data points. RANSAC uses as small an initial 
data set as feasible and enlarges this set with consistent data if 
possible. For example, given the task of filtering an arc of a circle 
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to a set of two-dimensional points, the RANSAC approach will 
select a set of three points. Compute the center and radius of the 
implied circle and count the number of points that are close enough 
to that circle to suggest their compatibility with it. If there are 
enough compatible points. RANSAC will employ a smoothing 
technique such as least squares, to compute an improved estimate 
for the parameters of the circle [26]. 

3.4. Brute-Force Marchers 

The brute-force descriptor matcher uses brute-force approach 
for feature matching. It takes the descriptor of one feature in the 
first image and compares it with descriptors of all features in the 
second image using some distance calculations. Then the closest 
one is returned in a resulting pair. The brute-force algorithm 
sometimes takes more time for highly precise. Its performance can 
be improved by setting specific parameters [27]. 

3.5. k-NN Algorithm 

The k-Nearest-Neighbors algorithm (k-NN) is a well-known 
machine learning for pattern recognition method. k-NN is a              
non-parametric classification method, which is simple but 
effective in many cases. However, it needs to choose an 
appropriate value for 𝑘𝑘 in order to success a classification model 
[28]. 

 

3.6. FLANN based Matcher 

FLANN stands for Fast Library for Approximate Nearest 
Neighbors. It contains a collection of algorithms optimized for fast 
nearest neighbor search in large datasets and for high dimensional 
features. It works more faster than BFMatcher for large datasets. 
FLANN needs to pass two dictionaries which specifies the 
algorithm to be used : IndexParams and SearchParams [29]. 

4. The Proposed Beef Cattle Identification Approach 

The proposed scheme for a Kamphaeng Saen beef cattle 
identification approach using muzzle print image is described from 
two perspectives, Enrollment phase and Identification phase:  

Enrollment phase: to enhance input muzzle print image 
(template image) by Gabor filters and using SIFT features to 
extract the keypoint descriptor, then store muzzle template to 
database. 

Identification phase: to enhance input muzzle print image 
(query image) by Gabor filters and using SIFT features to extract 
the keypoint descriptor. The query is matched against the 
templates stored in the database as (1:N) matching. RANSAC 
algorithm and Brute-Force matchers are applied in the matching 
process to remove the matching outliers, mismatched SIFT 
keypoints, data to ensure the robustness of the similarity score. The 
animal identity is then assigned according to the highest estimated 
similarity threshold score between the input image and the 
template one, all details as shown in Figure 5. 

4.1. Enrollment Module 

Muzzle print image was stored in the database folder. Each 
muzzle print has been registered with template id                                                  
(i.e. template_001.jpg); cattle’s info registered Location, Cow Tag, 

Gender, Type, and Owner. When cattle have been identified, then 
all about info of this muzzle print can be retrieved. 

4.2. Identification Module 

The matching modules was created by Python Script using 
Python 3.7.3, dependencies are required Numpy 1.16.5, SKimage 
0.17.2 and OpenCV2 4.4.0. Module integrated with SIFT Features, 
Gabor Filters, RANSAC Algorithm, Brute-Force Matchers, k-NN 
Algorithm, and FLANN based Matcher using for experiments in 
the identification scheme steps as follow:  

1. Place 2 muzzle print images that wanted to compare to the 
database folder. 

2. Pass the names of images as arguments in the terminal 
console. 

4.2.1. Matching Process 

Start with Input Image, then Get Description from after Image 
Enhancement includes Ridge Segmentation (normalizing the 
image and find a ROI); Ridge Orientation (finding orientation of 
every pixel); Ridge frequency (finding the overall frequency of 
ridges extended), Frequent (estimate ridge frequency within image 
block); Ridge Filter is created Gabor filters and do the actual 
filtering. Then remove a border pixel under the conditions. 
BFMatcher is matching between descriptors and Calculate Score 
and compare with threshold. Finally, identification and decision 
making are done based on Algorithm 1. 

 
Figure 5: Completed module of  a Kamphaeng Saen beef cattle identification 

approach using muzzle print image. 
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4.2.2. Decision Process 

 In this process, a similarity score will be compared with a 
threshold value to check if it either equal or greater than threshold, 
the result will be identified as cattle identified otherwise not 
identified. 

Algorithm 1: KPS beef cattleìs muzzle print image features 
********matching. 

1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 

image_name = sys.argv[1] 
img1 = IMREAD_GRAYSCALE 
kp1, des1 = get_description(img1) 
image_name = sys.argv[2] 
img2 = IMREAD_GRAYSCALE 
kp2, des2 = get_description(img2) 
bf = BFMatcher 
matches = match(des1, des2) 
score = 0 
for match in matches: 
     score += match.distance 
score_threshold = 33 
if score/len(matches) < score_threshold: 
     'Muzzle print matches.' 
else: 
     'Muzzle print does not matche.' 

4. Experimental Scenarios 

5.1. Data Collection 

The database has been collected Kamphaeng Saen beef cattle 
between 2017 to 2019. From two locations: Cowboy Land, 
Nakhon Pathom, Department of Animal Science, Faculty of 
Agriculture at Kamphaeng Saen, Kasetsart University, 
Kamphaeng Saen Campus, Nakhon Pathom, Thailand shown in 
Figure 6a and Tubkwang Reseaerch Center, Saraburi, Department 
of Animal Science, Faculty of Agriculture at Bangkhen, Kasetsart 
University, Bangkhen, Bangkok, Thailand shown in Figure 6b. 

 

Figure 6:: (a) Cowboy Land, Nakhon Pathom,Thailand and b) Tubkwang 
Research Center, Saraburi 

The lack of an original muzzle print images database was a 
challenge for this research. Therefore, collecting a muzzle print 
images database was a crucial decision. The Dataset was collected 
from Kamphaeng Saen beef cattle with four periods started from 
May and November 2017, January and June 2018, and March and 
May 2019, from 2 locations, keep 4 collection per location, in 
round of 5-11 months period shown in Table 1. 

Table 1: Muzzle print images database collected period from 2 locations. 

Period 

Cowboy Land, 
Nakhon Pathom (KPS) 

Tubkwang Reseaerch 
Center, Saraburi (TKW) 

Age 
(Month) Month Year 

Age 
(Month) Month Year 

1 Collect May 2017 Collect May 2017 
2 (+) 8 January 2018 (+) 6 November 2017 
3 (+) 5 June 2018 (+) 7 June 2018 
4 (+) 11 May 2019 (+) 9 March 2019 

 

 47 KPS datasets from 47 cattle with muzzle print images each, 
include male/female and calf/puberty/breeders. 39 TKW datasets 
from 39 cattle with muzzle print images each, all female, and all 
breeders. KU 48/053 KPS and KU 52/23 TKW are dead after first 
period collected setup symbol is D. Photo takes by FUJIFILM 
X100T, OPPO Mirror 5 and Worker’s camera with represented 
setup symbol are F (4,896 × 2,760 × 24b JPEG) , O (3,200 ×
2,400 × 24b JPEG)  and W (1,478 × 1,108 × 24b JPEG) , 
respectively. If images in the period is zero, its mean that cannot 
take a photo in this period because cattle stay in the stall. 

 
Figure 7: Sample of muzzle print images database from KU 53/102 KPS. 

 Sample of muzzle print images database from KU 53/102 KPS 
shown in Figure 7. and KU 53/005 TKW shown in Figure 8. The 
image shows Cow Tag and location, Individual image cattle show 
in the top of left. The different testing method has been setup based 
on the quality of the collected images. Such as covering collected 
the muzzle print images based on quality level in different 
deteriorating factors include orientated, blurred, low resolution, 
and partial. The original muzzle print images have been taken from 
4 periods of different cattle for experimental in the identification 
conditions. 
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Figure 8: Sample of muzzle print images database from KU 53/005 TKW 

5.2. Data Analysis 

 Dataset of the muzzle images has been standardized in 
orientation and scale manually. In every muzzle images, a 
rectangle region centered on the minimum line between the nostrils 
is taken as the Region of Interest (ROI) may be in different size so 
that it is re-sized into 200 × 200 pixels. The image has been 
enhanced using intensity transformation function shown in Figure 
9 and beads and ridges in a muzzle photo shown in Figure 10. 

 
Figure 9: The blue rectangle region is the ROI of the muzzle photo, the red line is 

a minimum distance between the nostrils. 

 
Figure 10: Beads and Ridges in a muzzle photo. 

5.2.1. Scenario I 

 The Scenario I work as follows: 12 images of each cattle have 
been swapped between the enrollment phase an identification 
phase, the similarity score between all of images are calculated. 
Therefore, similarity score matrix with dimension of 200 × 200 
pixels have been created. The cattle is correctly identified if the 
similarity score between the input image and the template image is 
greater than or equal a specific threshold shown in Figure 11 and 
Figure 12. 

 The template of a cattle has been created from 11 images which 
were marked as 𝑇𝑇1,𝑇𝑇2,𝑇𝑇3, … ,𝑇𝑇11. The remaining 1 image has been 
used as input, and was marked as 𝐼𝐼1, 𝑆𝑆 was a similarity function, 
and 𝐻𝐻 was a similarity score. A correctly identified cattle should 
strictly follow the next equation as: 
 

𝑆𝑆(𝐼𝐼1,𝑇𝑇1) || 𝑆𝑆(𝐼𝐼1,𝑇𝑇2), … , || 𝑆𝑆(𝐼𝐼1,𝑇𝑇11)  ≥ 𝐻𝐻              (7) 
 

 From 𝐼𝐼1,𝑇𝑇1,𝑇𝑇2,𝑇𝑇3, … ,𝑇𝑇11 select one for the 𝐵𝐵𝑆𝑆 (Best Selected; 
good image quality) follow as:  
 

𝑆𝑆(𝐵𝐵𝑆𝑆,𝑇𝑇1) || 𝑆𝑆(𝐵𝐵𝑆𝑆,𝑇𝑇2), … , || 𝑆𝑆(𝐵𝐵𝑆𝑆,𝑇𝑇11)  ≥ 𝐻𝐻            (8) 
 

5.2.2. Scenario II 

 For all 47 KPS datasets from 47 cattle, the template of a cattle 
has been created from 4 images which were marked as 𝑇𝑇1,𝑇𝑇2,𝑇𝑇3,𝑇𝑇4 
from each period and 1 𝐵𝐵𝑆𝑆 image, total 5 images. Each 𝐵𝐵𝑆𝑆 from 
dataset are registered with ordered by name kps_template_001 to 
kps_template_047. Then  47 muzzle print images in KPS database 
will be as follow:  
 

𝑆𝑆(𝐵𝐵𝑆𝑆,𝐾𝐾𝐾𝐾𝑆𝑆 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷) || 𝑆𝑆(𝑇𝑇1,𝐾𝐾𝐾𝐾𝑆𝑆 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷), 

… , || 𝑆𝑆(𝑇𝑇4,𝐾𝐾𝐾𝐾𝑆𝑆 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷)  ≥ 𝐻𝐻                 (9) 
 

5.2.3. Scenario III 

 For all 39 TKW datasets from 39 cattles, the template of a cattle 
has been created from 4 images which were marked as 𝑇𝑇1,𝑇𝑇2,𝑇𝑇3,𝑇𝑇4 
from each period and 1 𝐵𝐵𝑆𝑆 image, total 5 images. Each 𝐵𝐵𝑆𝑆 from 
dataset are registered to DATABASE by order name 
tkw_template_001 to tkw_template_039. Then have 39 muzzle 
print images in TKW database, follow as:  
 

𝑆𝑆(𝐵𝐵𝑆𝑆,𝑇𝑇𝐾𝐾𝑇𝑇 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷) || 𝑆𝑆(𝑇𝑇1,𝑇𝑇𝐾𝐾𝑇𝑇 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷), 

                          … , || 𝑆𝑆(𝑇𝑇4,𝑇𝑇𝐾𝐾𝑇𝑇 𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷)  ≥ 𝐻𝐻                              (10) 
 

5.2.4. Scenario IV 

 The total 86 datasets from the 47 KPS datasets (47 cattle) and 
the 39 TKW datasets (39 cattle), the template of a cattle has been 
created from 1 image which were marked as 𝑇𝑇1 its nearby 𝐵𝐵𝑆𝑆 and 
1 𝐵𝐵𝑆𝑆 image, total 2 images. Each 𝐵𝐵𝑆𝑆 from dataset are registered to 
DATABASE by order name template_001 to template_086. Then 
have 86 muzzle print images in database, follow as the next 
equation: 
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𝑆𝑆(𝐵𝐵𝑆𝑆,𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷) || 𝑆𝑆(𝑇𝑇1,𝐷𝐷𝐷𝐷𝑇𝑇𝐷𝐷𝐵𝐵𝐷𝐷𝑆𝑆𝐷𝐷)  ≥ 𝐻𝐻       (11) 
 

5.2.5. Identification Time 

 For the evaluation of the identification time, “the number of 
image comparisons” and “the processing time of a single image 
comparison” will be considered in addition to “the total 
identification time”. The total processing time 𝑇𝑇  for an 
identification can be estimated by: 
 

𝑇𝑇 = 𝑀𝑀 ×  (𝑇𝑇1  +  𝑇𝑇2)                                 (12) 
 

where 𝑀𝑀 is the number of comparisons, 𝑇𝑇1 is the processing time 
of a single comparison, and 𝑇𝑇2 is the processing time for a search 
of the next candidate [30]. 

 
Figure 12: The identification Scenario works as follows                                        * 

005 TKW. 

5.2.6. Identification Accuracy 

 The performance metrics by contrast to traditional methods, 
biometric systems do not provide a cent percent reliable answer, it 
is quite impossible to obtain such a response. The comparison 

results between acquired biometric sample and its corresponding 
stored template is illustrated by a distance score. If the score is 
lower than the predefined decision threshold, then the system 
accepts the claimant, otherwise he is rejected. This threshold is 
defined according to the security level required by the application. 
Illustrates the theoretical distribution of the genuine and impostor 
scores. This figure shows that errors depend from the used 
threshold. Hence, it is important to quantify the performance of 
biometric systems. The International Organization for 
standardization ISO/IEC 19795-1 proposes several statistical 
metrics to characterize the performance of a biometric system [31]. 

 In order to estimate the FMR, FNMR, and EER, suppose one 
biometric template is denoted by 𝑇𝑇 , and one presented sample 
(input) is denoted by 𝐼𝐼 . The similarity score 𝑆𝑆  between the 
template and the input is measured by the function 𝑆𝑆(𝐼𝐼,𝑇𝑇). The 
hard decision is made according to a similarity threshold ℎ. 

 FMR is the rate that at which the decision is made as 𝐼𝐼 matches 
𝑇𝑇, while in fact 𝐼𝐼 and 𝑇𝑇 come from two different individuals. This 
means that the biometrics system accepts what should be rejected: 
 

FMR(ℎ) = 1 −  ∫ pn(𝑠𝑠)ds∞
𝑆𝑆=ℎ                             (13) 

 

 where pn(𝑠𝑠)  is the non-match distribution between two 
samples as a function of 𝑠𝑠. 

 FNMR is the rate which the decision made as 𝐼𝐼 does not match 
𝑇𝑇, while in fact 𝐼𝐼 and 𝑇𝑇 originated from the same individual. This 
means that the biometrics system rejects which should be accepted: 
 

FMR(ℎ) = 1 −  ∫ pm(𝑠𝑠)dsℎ
𝑆𝑆=−∞                          (14) 

 

 where pm(𝑠𝑠) is the match distribution between two samples as 
a function of 𝑠𝑠. 

 The Equal Error Rate (EER) is defined as the value of FMR and 
FNMR at the point of the threshold ℎ where the two error rates are 
identical ℎ == 𝐷𝐷𝐷𝐷: 

 

EER =  FMRℎ=𝐸𝐸𝐸𝐸 =  FNMRℎ=𝐸𝐸𝐸𝐸                       (15) 
 

 The similarity threshold (ℎ) should be chosen carefully in the 
system design phase according to the security level and the 
system’s sensitivity. The similarity threshold should achieve a 
trade-off between FMR and FNMR errors. FMR and FNMR are 
not objective measurements because they are influenced by the 
selected threshold emerging from the system’s application. 
However, FMR and FNMR are still possible to be used to measure 
performances of specific systems. The value of ERR can be used 
as a good indicator for measuring the system’s performance, and 
can be selected though the Receiver Operating Curve (ROC) [32]. 

5. Results and Discussion 

All scenarios is defined setup the best matcher method 
parameters that directed the number of keypoints with the follow 
best processing time in three matcher method include ORB, Ratio 
test, and FLANN as shown in Table 2. The analysis result of three 
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matcher methods when running analysis shown the console left 
side from KU 53/102 KPS and right side from KU 53/005 TKW. 
Result display to separate from three matcher methods name and 
the last one display a identification result. All methods show the 
Query, Template, Descriptors (Des.1, Des.2), Keypoints (Key.1, 
Key.2), Matches (number of matches between Key.1 and Key.2), 
Extraction Time(s), Matching Time(s), Score, Threshold, and 
Muzzle print (Matches or Not Matches). In Ratio Test method 
show the Ratio test, and Good matches. In FLANN method show 
the Ratio test, and Matches mask. 

The results in this paper have been running using a MacBook 
Pro macOS Catalina, 2.3 GHz Dual-Core Intel Core i5, 16 GB 
2133 MHz LPDDR3, Intel Iris Plus Graphics 640 1536 MB. 

Table 2: Parameter setup of three matcher method. 

Matcher method Parameter setup 

ORB 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡 = 55; 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒 < 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡; 

Ratio test 

𝑘𝑘 = 2;  𝑓𝑓𝑠𝑠𝑠𝑠 𝑘𝑘𝑡𝑡𝑡𝑡𝑀𝑀𝑡𝑡𝑡𝑡𝑠𝑠𝑡; 
𝑡𝑡𝑠𝑠𝑙𝑙𝑒𝑒_𝑠𝑠𝑡𝑡𝑡𝑡𝑟𝑟𝑠𝑠 = 0.8; 
∗ 𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑦𝑦 𝑠𝑠𝑡𝑡𝑡𝑡𝑟𝑟𝑠𝑠𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 𝑡𝑡𝑠𝑠 𝑎𝑎𝑒𝑒𝑠𝑠 𝐿𝐿𝑠𝑠𝑙𝑙𝑒𝑒 ′𝑠𝑠 𝑎𝑎𝑡𝑡𝑎𝑎𝑒𝑒𝑠𝑠 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡 = 4; 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒 ≥ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡; 

FLANN 

𝑡𝑡𝑠𝑠𝑒𝑒𝑒𝑒 = 5;  𝑓𝑓𝑠𝑠𝑠𝑠 𝐹𝐹𝐿𝐿𝐷𝐷𝐹𝐹𝐹𝐹_𝐼𝐼𝐹𝐹𝐷𝐷𝐷𝐷𝐼𝐼_𝐾𝐾𝐷𝐷𝑇𝑇𝐾𝐾𝐷𝐷𝐷𝐷; 
𝑘𝑘 = 2;𝑓𝑓𝑠𝑠𝑠𝑠 𝑘𝑘𝑡𝑡𝑡𝑡𝑀𝑀𝑡𝑡𝑡𝑡𝑠𝑠𝑡; 
𝑡𝑡𝑠𝑠𝑙𝑙𝑒𝑒_𝑠𝑠𝑡𝑡𝑡𝑡𝑟𝑟𝑠𝑠 = 0.8; 
∗ 𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑦𝑦 𝑠𝑠𝑡𝑡𝑡𝑡𝑟𝑟𝑠𝑠𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 𝑡𝑡𝑠𝑠 𝑎𝑎𝑒𝑒𝑠𝑠 𝐿𝐿𝑠𝑠𝑙𝑙𝑒𝑒 ′𝑠𝑠 𝑎𝑎𝑡𝑡𝑎𝑎𝑒𝑒𝑠𝑠 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡 = 70; 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒 ≥ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒_𝑡𝑡𝑡𝑠𝑠𝑒𝑒𝑠𝑠𝑡𝑠𝑠𝑡𝑡𝑡𝑡;   

 
Figure 13: Image result with three matcher methods from KU 53/102 KPS. 

 Here, will see a result on how to match feature between two 
images. Then will try to find the query in template using feature 
matching. Using SIFT descriptors to match features with three 
matcher method are ORB, Ratio test, and FLANN shown in Figure 
13 and Figure 14. 

 
Figure 14: Image result with three matcher methods from KU 53/005 TKW. 

 
Figure 15: SIFT threshold with first collected template. 

 
Figure 16: SIFT threshold with best selected template. 

 Figure 15 shown the result of Scenario I and Figure 16 shown 
is the SIFT threshold compared between the first collected 
template (period 1, 𝐼𝐼1) and the best selected template (best of all 
periods, BS). BS was selected from clearer image with good light 
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condition and shape. The number of SIFT features is matched 
keypoints between query and template. The time based on second 
multiply 100 (s * 100). All values are average from number of 
queries, number of cattle, and number of two locations. In ORB 
method, the first collected template given extraction time and 
matching time better than the best selected template. So, the best 
selected template is given the reduced time of extraction time and 
matching time in Ratio Test and FLANN methods. The number of 
the features is equal compare because a list of queries was not 
changes, but a template has been changed. 

 Scenario II result in Figure 17 and Scenario III result in Figure 
18 show the score threshold to compare between two locations is 
KPS and TKW, respectively. All values are average from number 
of queries, and number of cattle. Then, the score threshold with 
KPS give ORB = 30, Ratio test = 120, and FLANN = 294. The 
score threshold with TKW in our method give ORB = 32, Ratio 
test = 127, and FLANN = 306. Some average from number of two 
locations in ORB = 31, Ratio test = 123.5, and FLANN = 300. So 
can be estimated setup the score threshold in ORB = 38, Ratio test 
= 32, and FLANN = 170 in Scenario IV for find candidate and 
identify cattle. 

 

 
Figure 17: Score threshold with KPS. 

 

 
Figure 18: Score threshold with TKW. 

 Scenario IV result shows the characterization of the linear 
search. “Number of Comparisons” is the number of image 
comparisons conducted until the algorithm terminated, “Time for 
a Comparison” is the processing time required to conduct a single 
image comparison which includes feature extracting by SIFT, and 
“Time for a Search” is the processing time required to find the best 

template for the next comparison in the algorithm. The processing 
time for a single image comparison was computed separately same 
process in the linear search. The other values are computed from 
the results on the threshold of the optimum error rate. 

 In real time identification, one image of each individual cattle 
has been processed and enrolled in the database, the total images 
in the database were (1 × 86 = 86), and one image has been used 
as input to simulate the identification operation. According to 
Equation 11, in ORB method give 86 cattle out of 86 have been 
correctly identified which achieves equivalent identification 
accuracy value as 100%. It is worth notice that the average 
consumed feature extraction time is 12.23𝑠𝑠  and the average 
individual matching time is 0.01𝑠𝑠 , in Ratio test method give         
72 cattle out of 86 have been correctly identified which achieves 
equivalent identification accuracy value as 83.72%. It is worth 
notice that the average consumed feature extraction time is 9.11𝑠𝑠 
and the average individual matching time is 0.01𝑠𝑠, in FLANN 
method give 80 cattle out of 86 have been correctly identified 
which achieves equivalent identification accuracy value as 93.02%. 
It is worth notice that the average consumed feature extraction time 
is 8.74𝑠𝑠  and the average individual matching time is 0.08𝑠𝑠 , 
including RANSAC optimization, which are consistent with 
Figure 15 and Figure 16. 

 
Figure 19: Identification Time(s) with KPS. 

 
Figure 20: Identification Time(s) with TKW.   

 However, feature extraction time and matching time are 
considered very short in single point of feature extraction and 
matching operation. The identification time of each query cattle is 
shown in Figure 19 shows the identification time(s) with KPS, in 
ORB method give the total identification time still long, around    
≈ 25𝑠𝑠, in Ratio test method give the total identification time still 
long, around ≈ 4𝑠𝑠, in FLANN method give the total identification 
time still long, around ≈  4𝑠𝑠, at maximum. Figure 20 shows the 
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identification time(s) with TKW, in ORB method give the total 
identification time still long, around ≈ 10𝑠𝑠, in Ratio test method 
give the total identification time still long, around ≈  6𝑠𝑠 , in 
FLANN method give the total identification time still long, around 
≈ 3𝑠𝑠. Such a linear database search has been used identification 
time is based on the index of the template in the database. The 
template is matches by similarity score with score threshold to 
candidate list. Finally, identified is determined according to the 
best score and confirmation by Cow Tag. 

 For identification status, an image naming scheme works as 
template_XXX, whereas XXX is the image order (1 to 86) by 
enrolled with Cow Tag. The identified status with ORB shows that 
great identified of 86 cattle all correctness. The identified status 
with Ratio test shows that identified of 14 cattle false with Cow 
Tag {Query:  

 [6] KU_56_25_TKW, [16] KU_51_08_TKW,  

 [17] KU_53_015_TKW, [19] KU_52_070_TKW, 

 [24] KU_52_035_TKW, [42] KU_60_044_KPS, 

 [57] KU_60_032_KPS, [58] KU_60_069_KPS, 

 [60] KU_60_072_KPS, [61] KU_56_025_KPS,  

 [64] KU_60_033_KPS, [72] KU_56_047_KPS,  

 [78] KU_52_097_KPS, [79] KU_58_063_KPS}.  

 The identified status with FLANN shows that identified of         
6 cattle false with Cow Tag {Query:  

 [16] KU_51_08_TKW, [17] KU_53_015_TKW,  

 [20] KU_52_24_TKW, [48] KU_59_029_KPS,  

 [58] KU_60_069_KPS, [61] KU_56_025_KPS}.  

 The identification status shows incorrect identified because the 
similarity score is less than the defined score threshold. 

 High performance evaluation in ORB is 100% identified, the 
incorrect identified cattle is considered as false matched or false 
accepted input because the match occurred with a template that 
does not correspond to the query image. The FAR in this case is 
Ratio test = 16.28%, FLANN = 6.98%, and it equal to the 
identification ER. The relation between FAR, FRR, and ERR are 
determined according to the similarity threshold. Figure 21 shows 
the FAR of Ratio test versus FRR related to the similarity threshold, 
the ERR is shown as the cross point between FAR and ERR. ERR 
is ≈ 0.18 with threshold is ≈ 35.0. Figure 22 shows the FAR of 
FLANN versus FRR related to the similarity threshold, the ERR is 
shown as the cross point between FAR and ERR. ERR is ≈ 0.007 
with threshold is ≈ 183.0. 

 
Figure 21: (a) FMR and FNMR curves and  (b) ROC curves of Ratio test. 

 
Figure 22: (a) FMR and FNMR curves and  (b) ROC curves of FLANN. 

 
Figure 23: (a) FMR and FNMR curves and  (b) ROC curves of ORB with Nearby 

BS. 

 
Figure 24: (a) FMR and FNMR curves and   (b) ROC curves of Ratio test with 

Nearby BS. 

 
Figure 25: (a) FMR and FNMR curves and (b) ROC curves of FLANN with Nearby 

BS. 
 Nearby BS image results, Figure 23 shows the FAR of ORB 
versus FRR related to the similarity threshold, the ERR is shown 
as the cross point between FAR and ERR. ERR is ≈ 0.63 with 
threshold is ≈ 11.0. Figure 24 shows the FAR of Ratio test versus 
FRR related to the similarity threshold, the ERR is shown as the 
cross point between FAR and ERR. ERR is ≈ 0.44 with threshold 
is ≈ 23.0. Figure 25 shows the FAR of FLANN versus FRR related 
to the similarity threshold, the ERR is shown as the cross point 
between FAR and ERR. ERR is ≈ 0.52 with threshold is ≈ 120.0, 
because some of image from cattle not clearer. 

 Table 3 show ORB method is the best performance over Ratio 
test and FLANN method in term of performance evaluation. 
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Table 3. Comparison of three matcher methods. 

Process 
Methods 

ORB Ratio test FLANN 
Extraction Time Normal Good Best 
Matching Time Best Good Normal 
Number of Features Low Normal High 
Threshold Low Normal High 
Identification Time Normal Good Best 
Performance Evaluation Best Normal Good 

 

6. Conclusion 

 Kamphaeng Saen Beef Cattle Identification Approach using 
Muzzle Print Image was developed with SIFT feature extraction 
and matching.  The identification scenarios considered a 
dimension of 200 × 200 pixels, which collected 765 images from 
86 cattle (KPS; 47 cattle, 391 images and TKW; 39 cattle, 374 
images). The muzzle print images of each cattle were swapped 
between the enrolment and the identification phase. The ORB 
method shown the best performance over Ratio test and FLANN 
method in term of performance evaluation. In order to evaluate the 
robustness of the scheme, the collected images cover different 
deteriorating factors. The superiority of the presented scheme 
comes from the coupling of SIFT with RANSAC as a robust outlier 
removal algorithm. The achieved identification accuracy is given 
92.25%. Therefore, the proposed of muzzle print images can be 
applied to register the Kamphaeng Saen beef cattle for breeding 
and marking systems. In the future work, some machine learning 
techniques should be developed for Sire and Dam of Kamphaeng 
Saen beef cattle identification in Thailand.  Additionally, the real 
time identification by using is smartphone also challenging. 
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 The Ministry of Finance is the state ministry in charge of state financial affairs which has 
two functions, namely the Chief Financial Officer (CFO) as the State General Treasurer 
and the Chief Operating Officer (COO) as a Budget User. As COO, the Ministry of Finance 
is expected to be able to provide information related to budget implementation to leaders 
quickly and accurately. The problem that occurs is the implementation information is still 
done manually, so it takes time to process. In addition, there is no information regarding 
budget predictions for the next semester or year. This study uses Business Intelligence (BI) 
as a technique in the process of building budget execution information. The Business 
Intelligence Roadmap is a methodology used to produce budget implementation 
information in the form of a dashboard. To see the prediction of the realization of the budget 
for the next semester or year using the forecasting method with the neural network model. 
the Results is budget implementation information can be accessed easily and has accurate 
data and can provide information to the leaders as supporting material in making decisions 
at the Ministry of Finance. 
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1. Introduction 
Ministry of Finance is public sectors that in charge of financial 

affairs and state wealth. Ministry of Finance has a dual role in 
terms of the power of managing state finances, first as Chief 
Financial Officer (CFO) who has the duty of the State General 
Treasurer (BUN). Second, the Chief Operating Officer (COO) who 
has a duty as a Budget User. Ministry of Finance as the COO has 
twelve echelon I unit that have responsibility to formulating 
ministry strategies, preparing work plans and budgets, using 
resources efficiently and effectively, reporting on the performance 
and use of available resources, and evaluating performance results. 

Based on the above responsibilities, the Ministry of Finance as 
COO is expected to be able to provide information on budget 
implementation in a transparently to the leaders. Figure 1 is the 
process of how to present data to the leaders. Based on Figure 1, 
the problem occurs is, it takes a long time and process to produce 
budget implementation information 

Besides that, there is no accurate data available as supporting 
material for the leaders to makes the policies. The length of a 
process in data processing because it i is worked manually using 
Microsoft Excel. The downloaded data then filtered according to 
the needs to be presented. The data that has been processed then 

presented on each sheet, so to see the results, it must be clicked one 
by one on the available sheets. This job can reduce the speed of 
time in providing information and difficulty of processing data if 
there are employee mutations. 

 
Figure 1: Process of Presenting Data 

The right solutions for processing, analysis and presenting data 
is using Business Intelligence (BI). BI is a tools, technologies and 
solutions to extracting business information from a set of data [1]. 
Ministry of Finance has data that can be used to run BI, where the 
data is sourced from another system. The system is an integrated 
system of all processes related to the management. Recently the 
term "Business Intelligence" is referred to as "Business Analytics" 
[2]. Business Intelligence also provides stages and steps within a 
generate useful information for an organization. 

This paper aims to produce budget implementation information 
using business intelligence which will be presented in the form of 
a dashboard and provide a data visualization of future prediction 
budget implementation trends. 
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2. Related Works 

The role of Business Intelligence is constantly changing from 
what was previously only seen as an analytical application, now it 
is considered very important for organizational strategy. BI tools 
are considered a technology which results in efficient business 
operations by adding value to the company [3]. BI can help 
managers monitor and analysis quickly and efficiently [4]. BI is 
also the process an organizations or company take advantage of 
virtual and digital technology to collect, manage and then analysis 
data [5]. In another definition, BI is an applications and 
technologies for gathering, storing, cleanse, analysis, and 
providing access to data to help managers or leaders make sound 
business decisions on sound time [6]. 

According to [7], the most regularly used analysis are cross 
selling and up selling, customer segmentation and profiling, 
parameters of interest, survival time, customer loyalty and 
customer switching, credit assessment, fraud detection, logistics 
optimization, business process forecasts, service performance 
appraisals internet and internet content analysis. 

BI projects are organized according to the same six stages 
common to every engineering project. Within each engineering 
stage, certain steps are carried out to see the engineering project 
through to its completion. Business intelligence roadmap describes 
sixteen development steps within six stages such as Justification 
Stage, Planning Stage, Business Analysis Stage, Design Stage, 
Construction Stage and Deployment Stage as in Figure 2 [8]. 

Data warehouse has a role as a data source in developing 
Business Intelligence. According [9], Data warehouse is a 
collection of data based on subject-oriented, integrated, not easy to 
change and datasets consist of varying times in support of 
management decisions. In a data warehouse schema, it usually 
consists of one fact table and several dimension tables, where the 
dimension table contains a more detailed description of the fact 
table [10]. In [11], the author said, some of the benefits provided 
by the data warehouse directly, that is users can perform extensive 
data analysis in various ways, consolidated data presentation, 
timely and better information, improved system performance 
results, and simplified data access. Extract, transform, loading 
(ETL) is a data integration framework that involves extracting data 
from data management systems and then cleaning it, transforming 
it according to business needs, and finally loading it into a database 
[12]. 

Data mining is a technology that is very useful in extracting 
helpful knowledge within hidden data collections [13]. In [14] the 
author state that data mining can be showed as a result of the 
natural evolution of information technology. Argue of [15] , said 
that data mining combined statistical analysis, machine learning 
techniques and database management in extracting forms from 
large databases. Other than that, data mining requires intensive 
computation for comparative data analysis [16]. 

Classification data mining is divided into two categories, that 
is predictive and descriptive [17]. In [18], the author states that 
predictive analysis is used to determine the future outcome of an 
event or possible situation, but it can also be used to automatically 
analysis large amounts of data with different variables. While the 

descriptive is presented in a short / summary form of data points 
and the main character is the data set [19]. 

 
Figure 2: Business Intelligence Roadmap 

http://www.astesj.com/


B.R. Hasanuddin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 123-129 (2021) 

www.astesj.com     125 

One of the data mining techniques in conducting predictive 
analysis is Time Series Forecasting. Time Series Forecasting is a 
process that uses a model to predict future events based on known 
time [20]. This model is used because it develops a mathematical 
explanation that is similar to the biological processes of neurons 
[21]. Neural Network also has the ability to select all possibilities 
between variables and this technique is one of the best prediction 
methods [22]. The advantages of a Neural Network among others 
(1) has high accuracy for complex non-linear mapping 
approximations, (2) very flexible with noisy data, (3) not making 
priori assumptions about the distribution of the data (4) easy to 
update with new data and dynamic environment, (5) can be 
implemented in parallel hardware, (6) if there is a failure, it can 
proceed without problems due to its parallel nature. 

The neural network can make an effective forecast for the 
financial market and the data can be taken directly from the 
Internet to provide real-time and off-line data processing and 
analysis [23]. 

3. Research Methodology 

This research stage consists of thirteen steps. These stages have 
been simplified previously according to the business intelligence 
roadmap method. Figure 3 is a simplification step to produce 
business intelligence to be more effective and efficient. These steps 
are explained as follows. 

3.1. Justification 

Identify business needs. Determine business requirements, 
assessment decision-making solutions, competitor software that 
uses business intelligence, determine business intelligence 
application objectives, provide business intelligence solutions, 
perform risk measurement. 

3.2. Planning 

Plan the development of the project that will be completed and 
deployed. Determine technical specifications required for BI 
development, the source of data to be obtained, determine level of 
Critical success factor (CSF) and the project management level. 

3.3. Business Analysis 

Business analysis can help to formulating problems that will be 
developed of BI, with determining what results are desired from 
business analysis, such as the subject area, time, stage stages, 
detailed data and even what external data is needed to answer these 
business questions. Then [24] also argues that the business analysis 
approach is used as a quick decision making, where all 
stakeholders are involved through open discussions. 

3.4. Design 

Understand solutions to business problems or enables the 
business opportunity. Activities performed that is design BI 
database, monitoring and tuning database and query designs, 
design ETL process flow, set up the staging area. 

3.5. Construction 

Develop the product, which should provide a return on 
investment within a predefined time frame. Activities performed 
that is build and testing ETL process, build and testing the 

application program, datamining such as determine topology and 
activation function, perform initialization. 

 
Figure 3: Research Steps 

3.6. Deployment 

Implement and finished the product, and then measure its 
effectiveness to determine whether the solution satisfy, exceeds, or 
fails within the expected return of investment. Activities 
performed that is planning for implementation, load the production 
database, set up the supporting, preparing a post implementation 
reviews, follow-up of meeting result after implementation. 

4. Analysis and Result 

Figure 4 is constellation schema because there is allocation and 
spending fact which correlated to dimension of register, fund, time, 
central, branch and region. A data warehouse is identified as a 
constellation, if the fact tables are linked [25]. In other words, 
constellations are schemes that have two or more facts connected 
to other dimensions. The source of the database is from the data 
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warehouse which is backed up every day and then performs the 
process of extract, transform, and load (ETL). The data is stored in 
the BI database, namely DWDashboardBI. Figure 5 describes the 
ETL design flow from the source data (database source) to the 
destination database (database target). 

 
Figure 4: Constellation Schema 

 
Figure 5: ETL Design 

In data warehouse, several activities performed in the ETL 
process such as extracting, cleaning, conforming tables from and 
loading them into data warehouse [26]. The ETL process can be 
seen in Figure 6-13 and the software used to create ETL is 
Microsoft Visual Studio. 

 
Figure 6: ETL Register Dimension 

 
Figure 7: ETL Fund Dimension 

Figure 6 describes the process of getting data from the 
M_Register table and then saving the data to the Dim_Register 
table. 

Figure 7 describes the process of getting data from the M_Fund 
table and then saving the data to the Dim_Fund table. 

 
Figure 8: ETL Central Dimension 

 
Figure 9: ETL Region Dimension 

Figure 8 describes the process of getting data from the 
M_Central table and then saving the data to the Dim_Central table. 

Figure 9 describes the process of getting data from the 
M_Region table and then saving the data to the Dim_Region table. 

 
Figure 10: ETL Branch Dimension 

Figure 10 describes the process of getting data from the 
M_Branch table and then saving the data to the Dim_Branch table. 

http://www.astesj.com/


B.R. Hasanuddin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 123-129 (2021) 

www.astesj.com     127 

 
Figure 11: ETL Spending Fact 

Figure 11 describes the process of getting data from the 
T_Spending table and then saving the data to the Fact_Spending 
table. 

 
Figure 12: ETL Time Dimension 

Figure 12 describes the process of getting data from the 
M_Time table and then saving the data to the Dim_Time table. 

 
Figure 13: ETL Allocation Fact 

Figure 13 describes the process of getting data from the 
T_Allocation table and then saving the data to the Fact_Allocation 
table. 

 
Figure 14: Dashboard BI Report 

After ETL process is executed, the user can see the report from 
existing data in data warehouse. This report can help the leaders to 
analysis data about budget implementation in current years. Figure 
14 is dashboard BI report which can be used as an overview in 
decision making. There are five headlines, such as Budget 
Implementation until now which is shown with speedometer chart, 
realization of budget implementation by expenditure, Trend of 
spending monthly in year on year, budget implementation year on 
year by expenditure and spending budget by region in map chart. 
This dashboard was made using PHP with CodeIgniter framework, 
jQuery and CSS. 
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The use of the php programming language with the 
CodeIgniter framework, CSS and jQuery makes it easy to build a 
dashboard because it is a programming language that is easy to 
learn, open source, has a large community, easy to maintain and 
develop rapidly. 

 
Figure 15: Figure Time Series with Neural Network Model 

The Forecasting method is a method used to produce 
predictions of budget implementation values for the following 
semester and RapidMiner is a tool for performing this forecasting 
method. This method is used because the data contains time series 
information. While the algorithm model used is Neural Network 
as in Figure 15. Figure 16 shows the results of the prediction table 
which is divided into 4 columns according to the windowing 
parameters that have been set. 

 
Figure 16: Result of Prediction Table 

 
Figure 17: Chart of Spending and Allocation Prediction 

In Figure 17 is a graph of its expenditure and prediction. The 
graph was shown in the form of a line graph by juxtaposing data 
on total expenditure and predicted of total expenditure. The green 
line represents the total expenditure data and the blue one is the 
prediction result. When we see in plain view, the result of 
predictions are close to with actual of total expenditure. 

5. Conclusion 

Based on the results of the data analysis which has been done, 
the following concluded: 

• The Business Intelligence dashboard which was developed at 
the Ministry of Finance as COO, it can be known the trend of 
total budget implementation, per type of expenditure, and by 
region or province in Indonesia. 

• The Business Intelligence dashboard can also provide 
predictions about the budget implementation that will happen 
for the following years, so that can help the leaders to analysis 
data descriptively within decision making appropriately. 

• The Business Intelligence dashboard can speed-up the process 
of presenting data quickly and can be accessed anywhere. 

The recommendation to the next developments of BI 
dashboard are: 

• Can provide insight to the leaders about prediction of the 
budget ceiling by unit of echelon 1 with include the value of 
inflation that happened in Indonesia. 

• Linked Business Intelligence with performance data for unit 
of echelon 1, so that can see the relationship between the result 
of performance values with the amount of budget received. 
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 In research project, efficiency comparison study in prediction of normalization with data 
mining classification. The purpose of the research was to compare three normalization 
methods in term of classification accuracy that the normalized data provided: Z-Score, 
Decimal Scaling and Statistical Column. The six known classifications: K-Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Vector Machine, Naïve Bayes, 
and Binary Logistic Regression were used to evaluate the normalization methods. The six 
studied data sets were into two groups. Those data sets were data sets of White wine quality, 
Pima Indians diabetes, and Vertebral column of which data were 1-5 variables of the outlier 
coefficient of variation and data sets of Indian liver disease, Working hours, and Avocado 
of which data were 6-10 variables of the outlier coefficient of variation.  
The result of comparison White wine quality and Vertebral column, the best efficiency 
method had many methods in a non-systematic way. For the data set of Pima Indians 
diabetes and Indian liver disease, Statistical Column and classification by K-Nearest 
Neighbor was the best efficiency. For the data set of Working hours, Decimal Scaling and 
classification by K-Nearest Neighbor was the best efficiency. For the data set of Avocado, 
Statistical Column and classification by K-Nearest Neighbor, Z-Score and Decimal Scaling 
and classification by Binary Logistic Regression were the best efficiency. All of 
normalization and classification methods, Statistical Column and classification by K-
Nearest Neighbor was the best efficiency by precision. 
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1. Introduction  

Nowadays, advances in information technology have 
conveyed to the storing of large amount of data. However, most 
of data usage is still extracting data from database. The knowledge 
gained from this data analysis can be of great use in organizational 
operations and decision making. Data mining can be operated in 
many forms depending on the objective of data mining. 
Classification is a modeling for categorical data from pre-
classified data to use that model to classify new data that has not 
previously been classified [1]. In addition, data mining is a 
method of extracting knowledge from different data to utilize that 
knowledge in decision making. Such knowledge may be used to 
predict or create models for classifying or displaying relationships 
between different units, which data mining can be applied in many 
organizations, for example: finance, insurance, medical, etc. 
Today there is a lot of interesting research or exploration. In the 
process of working on those researches, researchers often use 

statistical methods to analyze data and draw conclusions for those 
researches in further revision or development. In order to obtain 
data, the data collected can be disorganized, often causing 
problems. Each variable has different values ranging from little, 
medium, and very different. If those data were analyzed, the result 
would be differed from the truth. As a result, the assumptions 
were not met and the data could not be used in the best way. One 
way to manage this problem is transformation or normalization, 
using a simple mathematical method to adapt the collected data to 
a new and standardized form, for example: Z-Score, Median, Min-
Max, Decimal Scaling and Statistical Column [2]. 

From the first literature review,  in Malaysia, there is 
investigate the use of three normalizations in prediction of degue, 
for example: Min-Max, Z-Score and Decima Scaling. These 
methods in prediction model are consisted of Support Vector 
Machine (SVM) and Artificial Neural Network (ANN). The 
comparison results considered the accuracy of prediction and 
mean square error  (MSE). The results show that SVM and ANN 
had the maximum accuracy and the minimum MSE for Decimal 
Scaling, Min-Max, and Z-Score respectively. Nevertheless, SVM 
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is a better prediction as compared to the ANN  [3]. The second, 
comparative analysis of K-Nearest Neighbor (KNN) with various 
k using Min-Max and Z-Score with R programming. The average 
accuracy was about 88% for Min-Max and 79% for Z-Score [4]. 
Finally, the efficiency of normalizations was compared. The main 
objective of this research was to compare four normalization 
methods in terms of classification accuracy that the normalized 
data provided. Those methods were the following: Min-Max, Z-
Score, Decimal Scaling, and Median. Four data sets and three 
classifications by K-NN, Naïve Bayes, and ANN  were used  to 
evaluate the normalization methods. For the conclusion of the 
dataset of White wine quality, normalization by Decimal Scaling 
and classification by K-NN were the best combination. For the 
dataset of Pima Indians diabetes, normalization by Decimal 
Scaling and classification by ANN were the best combination. For 
the dataset of Vertebral column, normalization by Decimal 
Scaling and classification by K-NN were the best combination. 
For the dataset of Indian liver patient, normalization by Decimal 
Scaling and classification by Naïve Bayes were the best 
combination. We assume that the best normalization method was 
the Decimal Scaling and classification by K-NN [5]. 

In this research, three normalizations were studied; Z-Score, 
Decimal Scaling, and Statistical Column and were carried out 
with four classification methods which were regularly use; K-NN, 
Decision Tree, ANN and SVM. The other two proposed 
classification methods were Naïve Bayes and Binary Logistic 
Regression to compared the most accuracy efficiency in 
prediction of normalization with classification by R 
programming.    
2. Experimental Methods 

The experimental methods are systematic and scientific 
approach to research. Here, they consisted of data collection and 
research procedures [5]. 

2.1. Data Collection 

Data collection is three step methods: gathering, measuring 
and analyzing the accuracy of the data for research by standard 
checked methods [5]. Six secondary data sets were collected from 
website UCI.com, Kaggle.com and Mldata.com as followed: 

• White wine quality, total number of data 1,500 values with 1-
5 variables of the outlier coefficient of variation [6]. 

• Pima Indians diabetes, total number of data 768 values with 
1-5 variables of the outlier coefficient of variation [7]. 

• Vertebral column, total number of data 310 values with 1-5 
variables of the outlier coefficient of variation [8]. 

• Indian liver patient, total number of data 575 values with 6-
10 variables of the outlier coefficient of variation [9]. 

• Working hours, total number of data 956 values with 6-10 
variables of the outlier coefficient of variatio .n  

• Avocado, total number of data 1,149 values with 6-10 
variables of the outlier coefficient of variation [11]. 

The data set consisted of 2 parts: data sets 1-3 contained 1-5 
variables of the outlier coefficient of variation and data sets 4-6 
contained  6-10 variables of the outlier coefficient of variation. 

 

2.2.  Research Procedures 

 Research procedures are the specific methodology or 
techniques used to identify, select, process, and analyze 
information [5]. Here, they consisted of normalization, data sets 
partitioning method, data analysis and efficiency comparison in 
prediction of classification. 

2.2.1. Normalization 

Z-Score  using R program, Decimal Scaling  and Statistical 
Column using Excel program were performed normalization. 

2.2.2. Data Sets Partitioning Method  

 Dividing the data set into 2 sets and randomly 5 rounds 
by specifying the random seed as 10, 20, 30, 40 and 50  in the ratio 
of 70:30 which is commonly used in the data mining research. 
Part 1, training data set was applied to build a model by 70 
percent. For part 2, testing data set was applied to test a model by 
30 percent [12]-[16] as followed in table 1.  

Table 1:  Result of six data sets partition. 

Data set Total number 
of data set 

Total number of 
training data set            

(70 percent) 

Total number of 
testing data set               

(30 percent) 

White wine 
 Quality 
 

 
1 ,500 

 
1,050 

 
504  

Pima Indian  
diabetes 
 

 
768 

 
537 

 
231 

Vertebral 
column 

 
310 

 
217 

 
93 

Indian liver  
Patient 
 

 
575 

 
402 

 
173 

Working 
hours 

 
956 

 
669 

 
287 

Avocado 
 

 
1,149 

 
804 

 
345 

2.2.3. Data Analysis 

Data analysis is the method of applying statistical data to 
describe, explain and appraise data [5]. 

2.2.3.1. Normalization 

 Normalization is the method of improving values using 
measured on the different scale to the same scale. It permits 
analogy of related values of different data. There are many 
normalizations, for example: Z-Score, Median, Min-Max, 
Decimal Scaling and Statistical Column. In this research, we 
interested in three normalizations as follows [4]. 

1) Z-Score Normalization 
This method, the data ( )X  are subtracted from the mean 

( )X  and divided by the standard deviation ( )SD  of sample for 
every style on training data to transform each input style into the 
new data ( )*X . The normalization formula is as follows [17]; 

 *X  = 
SD

XX −
               (1) 
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2) Decimal Scaling Normalization      
The decimal scaling normalization method transforms the 

original value of the data as a decimal  number. The decimal 
position is defined by the maximum absolute value as follows 
[18]. 

 *X  = j
X

10
        (2) 

where j is the number of positions of the largest value. 
3) Statistical Column Normalization 

The statistical column normalization method transforms 
every column with a normalized column value, ( )acn . Compute 
the normalization of every column by subtracting the data ( )X  
with a normalized column value to a length of one. Then, compute 
every column by dividing a normalized column value and 
multiplied by 0.1 which is biased as follows. [17] 

*X  = 
( )

( ) 10.
cn

cnX

a

a ×
−

                (3) 

 
2.2.3.2. Classification 

Classification is the method of specifying and managing 
individual values into a set. Then, it is applied to predict a model 
of testing data after training data as follows [4]. 

1) K-Nearest Neighbor 
K-Nearest Neighbor (KNN) is a very popular method as it is 

a simple and effective method that can be used to many tasks such 
as classification and missing value replacement. It uses the IBk 
algorithm [19]. The first, the data set must be prepared and scaled 
into a normalized scale. Then, the Euclidean distance is computed 
between two points [4]. 

2) Decision Tree  
The tree  used in decision support is an upside-down tree 

structure with roots at the top and leaves at the bottom. Within the 
tree there are nodes, each  of which represents a decision based on 
the attributes.  The branches of the tree represent  the values or 
results obtained from the test, and the leaves at the bottom of the 
decision tree represent class or results. The top node is called the 
root node. Here, the decision tree decided to use the J48 (C4.5) 
algorithm [20]. 

3) Artificial Neural Network  
Artificial Neural Network (ANN) is technology developed 

from artificial intelligence research to calculation of function 
values from data groups. ANN is the method for machines to learn 
from a prototype and then train the system to think and solve 
broader problems. The structure of ANN consists of input and 
output node. Processing is distributed in a layered structure, 
namely input, output and hidden layer. ANN processing relies on 
the transmission of work through the nodes of these layers. Here, 
the ANN decided to use the Multilayer Perceptron algorithm [21], 
[22]. 

4) Support Vector Machine 
The goal of this method is a supervised learning that a highly 

general classiflier can be built. That is, it can be work well with 
unknown database with the data formatting process from the low 

dimensional data set on the input space is in the high dimensional 
data set on the feature space using a function to format the data, 
known as the kernel function. This capability makes it easier to 
construct a quadratic data classiflier on a feature space for 
classification. In addition, a good classiflier should have a linear 
structure and be able to create the distance area between the 
classiflier and the closest value of each group to be effective in 
separating each type of data set from one another. The appropriate 
line is called the optimal separating hyperplane. Here, the support 
vector machine decided to use the Sequential Minimal 
Optimization (SMO) algorithm [18]. 

5) Naïve Bayes  
  The first proposed classification method was Naïve Bayes. 

It will use an analysis of the probability of things that have  not 
happened before, based on the predictions of what has happened 
before. A simple form of relationships is as follows [23]; 

( )|P C A  = ( ) ( )
( )

| x P A C P C
P A

              (4) 

From Bayes equation, if one is to predict the class C when 
attribute A is known, it can be calculated from the probability of 
attribute A with the class C in training data set and probability of 
attribute A and class C.  

6) Binary Logistic Regression 

The second proposed classification method was Binary 
logistic regression. It is a regression analysis in which the 
dependent variable is a qualitative variable with only two values 
while the independent variable can be either a   quantitative or a 
qualitative variable, or may be both a quantitative and qualitative 
variable. The binary logistic regression analysis method has no 
distribution conditions for independent variables, and there is no 
conditions of the variance and covariance matrix for each group, 
and this method predicts probabilities that each unit is in a specific 
group [24]; 

 P(Success) = ( )1=YP   

= ( )YE  = p  

= ( )pp XXe βββ +++−+ ...1101
1

           

and P(Failure) = ( )0=YP   

= p−1  

= 
pp XXe βββ ++++ ...1101

1
 (5) 

From the above equation, the relationship between the 
independent and the dependent variables is nonlinear. Therefore, 
the relationship is adjusted in a linear form as follows: 

 Odd  Ratio = OR = P(Success)
       P(Failure) 
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   = 
( )
( )0

1
=
=

YP
YP

  

= 
p

p
−1

   

 = pp XXe βββ +++ ...110   (6) 

If the odd ratio is greater than 1, then the probability of an 
event of success is greater than an event of failure. 

 An estimate of the odd ratio is 

   OR = 
p

p
ˆ1

ˆ
−

   

= pp XbXbbe +++ ...110                       (7) 

From the above equation, find ( )ORelog  

( )ORelog  = ( )pp XX
e e βββ +++ ...110log   

= ( )pp XXe βββ +++ ...110ln  

= ( )ORln  

=            pp XX βββ +++ ...110 (8)   

The right hand side of the above equation is in a linear form, 
called the logit response function. 

 If sample data is used,  

( )ORelog   = ( )ORln   

=  pp XbXbb +++ ...110              (9) 
2.2.4. Efficiency Comparison in Prediction of Classifications 

The analysis results of three normalization methods were 
used by six classifications to compare the efficiency in prediction 
from the accuracy as follows: 

Accuracy = TP TN
TP TN FP FN

+
+ + +

 x 100%    (10) 

where True Positive (TP)   i s  the number of exactly classified as 
positive, the real value is positive. True Negative (TN) i s  the 
number of exactly classified as negative, the real value is negative. 
False Positive (FP) is the number of mistakenly classified as 
positive, the real value is negative and False Negative (FN) is the 
number of mistakenly classified as negative, the real value is 
positive [25].  

Flowchart showed the step of experimental methods as 
follows in figure 1. The process started from six secondary data 
sets were collected from website. Therefore, normalization is the 
method of improving values using measured on the different scale 
to the same scale. There are three normalizations, for example: Z-

Score, Decimal Scaling and Statistical Column. After that, data 
set were divided into 2 sets and randomly 5 rounds by specifying 
the random seed as 10, 20, 30, 40 and 50  in the ratio of 70:30. Part 
1 the training data was applied to built a model using 70 percent. 
For part 2 the testing data was applied to test a model using 30 
percent. Then, classification was applied to predict a model of 
testing data after training data. Classification consisted of six 
methods, for example: K-Nearest Neighbor, Decision Tree, 
Artificial Neural Network, Support Vector Machine, Naïve Bayes 
and Binary Logistic Regression. Finally, the analysis results of 
three normalization methods were used by six classifications to 
compare the efficiency in prediction from the accuracy. 

 
 
 
 
 

 
 

 
 

 
 
 
 

 
 
 

 
 

 
 

 
 
 
 
 

 
 

 
 
 
 
 
  

Figure 1: Flowchart of Experimental Methods 

K-NN  = K-Nearest Neighbor 
DT = Decision Tree 
ANN = Artificial Neural Network 
SVM = Support Vector Machine 
NB = Naïve Bayes 
BLR = Binary Logistic Regression  

3. Results and Discussions 

3.1. White Wine Quality Data Set 

As shown in Table 2, if Z-Score is used, classification by 
Decision Tree, Artificial Neural Network, Support Vector 
Machine and Binary Logistic Regression had the maximum 
accuracy at 100 percent. But if Decimal Scaling is used, 

Data Collection 

Normalization 

Z-Score Decimal Scaling Statistical Column 

Built a Model  
on Training Data Set 

Test a Model 
on Testing Data Set 

Classification 

 

 

Efficiency Comparison in Prediction 
by Accuracy 

K-NN DT ANN SVM NB BLR 
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classification by K-Nearest Neighbor, Decision Tree, Artificial 
Neural Network, Support Vector Machine and Binary Logistic 
Regression had the maximum accuracy at 100 percent. If 
Statistical Column is used, classification by K-Nearest Neighbor, 
Support Vector Machine and Binary Logistic Regression Binary 
Logistic Regression had the maximum accuracy at 100 percent.  
Table 2: The results of efficiency comparison in white wine quality data using Z-
Score, Decimal Scaling and Statistical Column with Classification for K-Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Vector Machine, 
Naïve Bayes and Binary Logistic Regression. 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 

K-Nearest 
Neighbor 93.4222 100 100 

Decision Tree 
 100 100 92 

Artificial Neural 
Network 100 100 56.1231 

Support Vector 
Machine 100 100 100 

Naïve Bayes 
 98.8446 99.0235 69.8728 

Binary Logistic 
Regression 100 100 100 

 
3.2. Pima Indians Diabetes Data Set 

As shown in Table 3, if Z-Score is used, classification by 
Binary Logistic Regression had the maximum accuracy at 
77.7320 percent. But if Decimal Scaling is used, classification by 
Decision Tree had the maximum accuracy at 79.2208 percent. If 
Statistical Column is used, classification by K-Nearest Neighbor 
had the maximum accuracy at 81.7316 percent. All the 
normalization and classification are compared, the Statistical 
Column Normalization and K-Nearest Neighbor classification 
had the maximum accuracy. 
Table 3: The results of efficiency comparison in Pima Indians diabetes data using 
Z-Score, Decimal Scaling and Statistical Column with Classification for K-
Nearest Neighbor, Decision Tree, Artificial Neural Network, Support Vector 
Machine, Naïve Bayes and Binary Logistic Regression. 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 

K-Nearest 
Neighbor 68.4848 69.4373 81.7316 

Decision Tree 
 74.4589 79.2208 69.6969 

Artificial Neural 
Network 77.0043 77.2824 65.3877 

Support Vector 
Machine 76.9500 76.9500 67.8400 

Naïve Bayes 
 
 

73.6111 64.4787 66.3375 

Binary Logistic 
Regression 77.7320 72.2247 69.0573 

 
3.3. Vertebral Column Data Set 

As shown in Table 4, if Z-Score is used, classification by 
Binary Logistic Regression had the maximum accuracy at 
86.5807 percent. But if Decimal Scaling and Statistical Column 
are used, classification by K-Nearest Neighbor and Decision Tree 
had the maximum accuracy at 100 percent. All the normalization 
and classification are compared, Decimal Scaling, Statistical 
Column Normalization and K-Nearest Neighbor classification or 
Decimal Scaling, Statistical Column Normalization and Decision 
Tree classification had the maximum accuracy. 
Table 4: The results of efficiency comparison in Vertebral column data using Z-
Score, Decimal Scaling and Statistical Column with Classification for K-Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Machine, Naïve 
Bayes and Binary Logistic Regression. 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 

K-Nearest 
Neighbor 81.9355 100 100 

Decision Tree 
 67.7419 100 100 

Artificial Neural 
Network 83.4513 83.9367 80.5782 

Support Vector 
Machine 76.9500 76.9500 67.8400 

Naïve Bayes 
 74.5348 76.6055 81.9705 

Binary Logistic 
Regression 86.5807 73.9175 83.6670 

 
3.4. Indian Liver Disease Data Set 

As shown in Table 5, if Z-Score and Decimal Scaling are 
used, classification by Binary Logistic Regression had the 
maximum accuracy at 73.1029 and 73.1054 percent respectively. 
But if Statistical Column is used, classification by K-Nearest 
Neighbor had the maximum accuracy at 99.6531 percent. All the 
normalization and classification are compared, Statistical Column 
Normalization and K-Nearest Neighbor classification had the 
maximum accuracy. 
Table 5: The results of efficiency comparison in Indian liver disease data using Z-
Score, Decimal Scaling and Statistical Column with Classification for K-Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Vector Machine, 
Naïve Bayes and Binary Logistic Regression 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 
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K-Nearest 
Neighbor 64.1619 61.3341 99.6531 

Decision Tree 
 68.2080 67.0520 69.3641 

Artificial Neural 
Network 65.7435 70.2721 73.7657 

Support Vector 
Machine 70.9700 70.9700 70.9700 

Naïve Bayes 
 63.2700 71.1385 60.9860 

Binary Logistic 
Regression 73.1029 73.1054 72.9447 

 
3.5. Working Hours Data Set 

As shown in Table 6, if Z-Score and Statistical Column 
are used, classification by Naïve Bayes had the maximum 
accuracy at 79.5518 and 99.7138 percent respectively. But if 
Decimal Scaling is used, classification by K-Nearest Neighbor 
had the maximum accuracy at 100 percent. All the normalization 
and classification are compared, Decimal Scaling Normalization 
and K-Nearest Neighbor classification had the maximum 
accuracy. 

Table 6: The results of efficiency comparison in Working hours data using Z-Score, 
Decimal Scaling and Statistical Column with Classification for K- Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Vector Machine, 
Naïve Bayes and Binary Logistic Regression. 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 

K-Nearest 
Neighbor 71.6376 100 99.5818 

Decision Tree 
 73.5191 73.5191 72.8223 

Artificial Neural 
Network 78.1346 78.0755 54.1547 

Support Vector 
Machine 74.6300 74.4800 65.5200 

Naïve Bayes 
 79.5518 78.8154 99.7138 

Binary Logistic 
Regression 74.6093 74.9622 73.5478 

 
3.6. Avocado Data Set 

As shown in Table 7, if Z-Score and Decimal Scaling are 
used, classification by Binary Logistic Regression had the 
maximum accuracy at the same 100 percent. If Statistical Column 
is used, classification by K-Nearest Neighbor had the maximum 
accuracy at 100 percent. All the normalization and classification 
are compared,  Statistical Column Normalization and K-Nearest 
Neighbor classification or Z-Score, Decimal Scaling 
Normalization and Binary Logistic Regression classification had 
the maximum accuracy. 

Table 7: The results of efficiency comparison in Avocado data using Z-Score, 
Decimal Scaling and Statistical Column with Classification for K- Nearest 
Neighbor, Decision Tree, Artificial Neural Network, Support Vector Machine, 
Naïve Bayes and Binary Logistic Regression. 

Classification 

Normalization 

Z-Score Decimal 
Scaling 

Statistical 
Column 

K-Nearest 
Neighbor 99.7101 85.3333 100 

Decision Tree 
 66.3768 66.3768 66.3768 

Artificial Neural 
Network 99.2691 99.3303 99.4265 

Support Vector 
Machine 96.0300 96.0300 99.6300 

Naïve Bayes 
 90.0744 89.4525 99.5136 

Binary Logistic 
Regression 100 100 99.9748 

The result of study of efficiency comparison in prediction of 
normalization with data mining classification for data set with 1-
5 variables of the outlier coefficient of variation were White wine 
quality, Pima Indians diabetes and Vertebral column. The best 
efficiency method was Statistical Column Normalization and 
classification by K-Nearest Neighbor, and Decimal Scaling 
Normalization and classification by Decision Tree and K-Nearest 
Neighbor respectively. For the dataset with 6-10 variables of the 
outlier coefficient of variation were Indian liver disease, Working 
hours and Avocado. The best efficiency method is Statistical 
Column Normalization and classification by K-Nearest Neighbor 
and Decimal Scaling Normalization and classification by K-
Nearest Neighbor respectively which was similar to the research 
of T. Malai et al. (2021) found that the best method was Decimal 
Scaling  Normalization and classification by K-Nearest Neighbor. 
Table 8: The results of efficiency comparison all data using Z-Score, Decimal 
Scaling and Statistical Column with Classification for K-Nearest Neighbor, 
Decision Tree, Artificial Neural Network, Support Vector Machine, Naïve Bayes 
and Binary Logistic Regression. 

Data Classification Normalization 
Z-

Score 
Decimal 
Scaling 

Statistical 
Column 

White 
Wine   
Quality 

- K-Nearest Neighbor 
- Decision Tree 
- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic 
 Regression 

 
 
 

 
 
 
 

 
 
 

 
 
 
 

 
 
 
 
 
 
 

Pima 
Indians 
Diabetes 

- K-Nearest Neighbor 
- Decision Tree 
- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic 
 Regression 

   

Vertebral 
Column 

- K-Nearest Neighbor 
- Decision Tree 
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- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic 
 Regression 

Indian 
Liver 
Disease 

- K-Nearest Neighbor 
- Decision Tree 
- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic  
Regression 

   

Working 
Hours 
 

- K-Nearest Neighbor 
- Decision Tree 
- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic 
Regression 

   

Avocado - K-Nearest Neighbor 
- Decision Tree 
- Artificial Neural 
Network 
- Support Vector Machine 
- Naïve Bayes 
- Binary Logistic 
Regression 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 

  =  the best accuracy for each data set 

As shown in Table 8, White wine quality data set, the highest 
efficiency methods were Decimal Scaling, Statistical Column and 
classification by K-Nearest Neighbor; Z-Score, Decimal Scaling 
and classification by Decision Tree and Artificial Neural Network 
and Z-Score, Decimal Scaling, Statistical Column and 
classification by Support Vector Machine and Binary Logistic 
Regression. Pima Indians diabetes data set, the maximum 
efficiency method was Statistical Column and classification by K-
Nearest Neighbor. Vertebral column data set, the maximum 
efficiency method was Decimal Scaling, Statistical Column and 
classification by K-Nearest Neighbor and Decision Tree. Indian 
liver disease data set, the maximum efficiency method was 
Statistical Column and classification by K-Nearest Neighbor. 
Working hours data set, the maximum efficiency method was 
Decimal Scaling and classification by K-Nearest Neighbor. 
Avocado data set, the maximum efficiency method was Statistical 
Column and classification by K-Nearest Neighbor. The another 
maximum efficiency methods were Z-Score, Decimal Scaling and 
classification by Binary Logistic Regression. 

4. Conclusion 

In summary, White wine quality data and Vertebral column 
data, the maximum efficiency method have many methods in a 
non-systematic way.  Pima Indians diabetes data and Indian liver 
data, the maximum efficiency method was Statistical Column and 
classification by K-Nearest Neighbor. Vertebral column data, the 
maximum efficiency method was Decimal Scaling, Statistical 
Column and classification by K-Nearest Neighbor and Decision 
Tree. Working hours data, the maximum efficiency method was 
Decimal Scaling and classification by K-Nearest Neighbor. 
Avocado data, the maximum efficiency method was Statistical 
Column and classification by K-Nearest Neighbor and the another 
maximum efficiency methods were Z-Score, Decimal Scaling and 

classification by Binary Logistic Regression. All of normalization 
and classification methods, Statistical Column and classification 
by K-Nearest Neighbor was the best efficiency by precision. This 
finding of Statistical Column and classification by K-Nearest 
Neighbor can be applied in many fields of medical, public health 
and science in real world problem. 
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 This study aims to design a gamification affordances pedagogy. Affordances are the ways 
in which we perceive environments to support the needs of learners in the educational 
system. The main questions are how gamification elements can influence student 
engagement to improve their affordances. Affordance behavior is a human behavior that 
refers to a mindset; an attitude or opinion, especially a habitual one. Motivational activities 
can change a learner's behavior. A skill-based mindset can be created through the use of 
affordance motivation. Affordance refers to the points, badges, and leaderboards in 
gamification elements. This research aims to improve the affordance mindset design of 
interactive systems with gamification. The affordance design will improve the pedagogy 
related to engagement. The research focuses on the mindset factors and the relationship 
between the factors that promote the desired learning outcomes. The findings may help in 
designing the gamification affordance design method for affordance pedagogy. The 
expected model could improve learners' affordances and instructional activities. 
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1. Introduction   

In the 21st century, there is extensive research on growth 
mindset and intrinsic motivation in learning. The constructs of 
mindset and motivation are important for educators to determine 
the impact on student learning and outcomes [1]. Understanding 
the two constructs, mindset and motivation, and the relationship 
between them is necessary as it provides insight into student 
motivation and drive. Gamification is a tool that can increase and 
promote user motivation, especially in education. The educational 
concept requires that teaching and learning activities are more fun 
and interesting [2]. Today, learner engagement is still a challenge 
in the education system. Design is employed in education to 
increase the student desire to focus on the educational task [3], as 
an affordance mindset. Educational games and various forms of 
edutainment have gained more attention in the discipline of 
learning and teaching strategies. Educators believe learning can be 
enhanced through play and fun [4]. The increasing motivation to 
learn may affect the learnerìs affordances. An affordance concerns 

the possible actions that an item offers while learning. The term 
affordance is a somewhat ambiguous term [5]. and affordance 
could be improved in terms of its ability to influence learning 
outcomes.  

Learner can conduct their learning lives using advanced 
technology that engender an affordance behavior mindset. The 
mindset is a crucial factor in leaner motivation. Affordances are a 
core opportunity for action [6]. A mindset can change the attitude 
to learning in the education system, which represents a step in the 
right direction. 

This paper reviews several recent gamification studies that 
focus on growth mindset and motivation. The theoretical 
frameworks of Affordance Mindset and Motivation reflect how 
they are applied in educational gamification. The research design 
is divided into two parts. The first focuses on the engagement 
elements related to the gamified classroom activities. The 
gamification strategies are then designed by using the mindset 
factors and learner characteristics. Then the gamification 
affordances design method is applied through points, badges, 
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leaderboards and ranks in gamification activities for the pedagogy 
strategies. 

2. Literature Review  

2.1. Mindset 

The mindset is a set of both conscious and unconscious human 
beliefs, which relates to how humans view what they consider to 
be their personality. Mindset can be divided into two types, Fixed 
Mindset and Growth Mindset. These mindsets refer to the way 
people think about the nature of intelligence and learning. People 
with a growth mindset value effort, tend to set learning goals (e.g., 
mastery) rather than performance goals (e.g., grades), and attribute 
failure to lack of effort rather than lack of ability [7].  Learnersì 
mindsets can be influenced by school-based activities to help 
improve academic outcomes [7] through motivation and 
engagement. 

2.2. Motivation and Engagement  

Motivation and engagement indicate passion and emotional 
involvement in learning activities [8]. Engagement permits 
meaningful learning, which includes the quality of student effort, 
student interaction and their immersive experiences [8]. Some 
research divided engagement into three dimensions: behavioral, 
emotional, and cognitive engagement [3]. 

2.3. Motivation 

Motivation is an abstract construct used to explain people 
behavior. The behavior represents the basis for peopleìs actions, 
desires, and needs. Motivation can be named as oneìs behavioral 
direction, or what justification a person to want to repeat a behavior 
[9]. Motivation can be allocated into two different types known as 
intrinsic (internal) motivation and extrinsic (external) motivation 
[10]. Intrinsic motivation is the desire to seek new things and new 
challenges, to analyze one's abilities, to observe and to gain 
knowledge [11]. It is driven by interest or enjoyment in the task 
itself and exists within the individual rather than relying on 
external factors or the desire for reward. Intrinsic motivation arises 
from within the individual, just as the idea of an affordance draws 
attention to a possible action [12]. Extrinsic motivation mentions 
to the performance of an activity to attain a desired consequence 
and is the opposite of intrinsic motivation [11]. Extrinsic 
motivation is the type of motivation that comes from outside the 
individual and often involves rewards such as trophies, money, 
social recognition, or praise. In education, motivation is a major 
cause of differences in student learning outcomes, considered a 
possible predictor of a student's academic performance; students 
with high academic motivation are more likely to succeed 
academically [13]. Students who are intrinsically motivated are 
more likely to be curious and inquire about the process, focusing 
on the task itself rather than just the outcome. In contrast, students 
who are extrinsically motivated are more concerned with the 
outcome (e.g., grades, prizes) than with the process of completing 
the task itself [14]. Game activities could encourage player 

experiences, which is called immersive engagement.  Engagement 
also influences peopleìs adoption. Behavior usage is how 
frequently or for what purpose the behavior is used while behavior 
adoption is the degree to which the behavior is utilized.  
Psychological outcome is a measure of effort. The level of effort is 
influenced by emotional engagement (pleasure, excitement, and 
persistence), behavioral engagement (effort), cognitive engagement 
(attention, reflection), and learning performance (perceived 
competence, perceived improvement) [3]. The student can repeat 
desired behaviors by reinforcement providing. Reinforcement 
incentives people into two forms of motivation. The first one is 
intrinsic motivation that refers to engage in behaviors for 
enjoyment, challenge, pleasure, or interest [5]. Then, the extrinsic 
motivation can engage in an activity to earn an external reward 
when learner is motivated to perform their behavior [1].  

2.4. Engagement 

Engagement in the extent to which a learner connects with the 
gaming environments and indicates a positive psychological state 
of mind when so doing [15]. Games’ activities provide immediate 
feedback, which is more effective and efficient than traditional 
learning strategies. Gamification strategies can encourage the 
learner to be acquire experience during play. Game experiences 
drive personal change and transformation by generating an attitude 
of acceptance about the challenge, motivation to achieve, and 
constant innovation by simulation. Simulation encourages the 
participant to immerse themselves in learning [16]. Adaptation is 
the process by which strategies are moderated by engagement. 
Adaptation is a consequence of activities and events that are 
enhanced, developed, and implemented. Success in learning 
depends on the learner's desire to learn, which is known as 
behavioral intention [17]. Learners can change their behavior as a 
result of motivation. Engagement may encourage behavior. Usage 
can be influenced by behavioral assumption. The focus of usage 
behavior is on specific activities performed using specific sources 
of information. These include general knowledge acquisition, 
learning, and the pursuit of purposes [18]. 

2.5. Gamification Affordances  

As a concept, affordance provides a useful bridge to explain 
the interplay between the artefact and the human user [5]. 
Gamification elements could provide a thematic evaluation of 
subsequent formulations of the term affordance. This is the method 
designed to provide a preliminary overview of how the notion of 
affordance can be interpreted. The figure 1 show the direct 
perception of affordances for the user along with a consideration 
of the usersì skills. The researcher refers to the "flow channel" as a 
linear function on a plane with skills and challenges as axes. An 
increase in the learner's skills is due to learning, and an increase in 
the challenges of performing a task is due to novelty [19]. The 
pedagogy design may keep the two in balance between challenges 
and skills. Subjects experienced Flow when they first encountered 
a task with a high balance between skills and challenges [20]. Skills 
is due to learning and an increase in the challenges of performing 
tasks [21], which relate to an affordance. The design of the 
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pedagogy allows for a practical mapping flow onto the gameplay. 
The approach enhances the player's interaction with the game 
elements and provides useful insights into the learner's skills [21]. 
The next section presents gamification affordance strategies 
including points, badges, and leaderboards.   

 
Figure 1: The Flow Channel 

2.5.1. Points 

Point is the activity outcome. Game point can trigger and 
reinforce situational awareness competencies. Points can provide 
information about the playerìs progressive such as response times, 
correct answers, and the procedures followed during play. The 
awarding of points is connected to behaviors that require crucial 
competencies [22]. The competencies can develop as a training tool 
for learning goals [23].  

This paper aims to design affordance mindset processes 
through the player data. The affordance for learning is measured by 
questionnaire questions regarding learnersì sense of pride and 
community acceptance. The satisfaction of basic psychological 
needs (competence, autonomy, and relatedness [24]), is a 
fundamental requirement for being autonomously motivated. 
Competence refers to the experience of success by fulfilling 
challenging tasks and gaining mastery within an environment [25] 
and is reflected by the number of points scored. 

2.5.2. Badges 

Badges reflect performance results. Digital badges indicate the 
achievements or skills acquired while playing the game. These 
badges are collected and displayed to the other players [25]. 
Gamification elements are used to encourage performance and 
skill acquisition, which are the desired learning outcomes. 

2.5.3. Leaderboards 

The most-used game element is leaderboard that refers to a 
ranking board of the players in a competitive event. The 
leaderboard is to illustrate player where they are ranked in a 
gamified system. Leaderboardsì mechanic can be employed in 
various ways to offer goals and to increase motivation [26]. 
Leaderboard ranking can motivate players to compete, which 
increases participation [27] and facilitates comparison and 
competition. Leaderboard is the basic elements that make up games 
that combined to deliver a system of mastery to end users [28]. 

 

2.6. Cognition 

Cognition refers to the mental processes involved in the 
acquisition of knowledge and understanding. These cognitive 
processes include thinking, knowing, remembering, judging, and 
problem solving [29]. Cognitive processes affect every aspect of 
life, from school to work, to relationships. Some specific uses for 
these cognitive processes include the following. 

- Learning New Things that require being able to take in 
new information and form new memories. The learner makes 
connections with other things that they already know.  

- The formation of memories is a major topic in the field of 
cognitive psychology. Memories refer to how people remember, 
what they remember, and what they forget, and reveal much about 
how cognitive processes work.  

Making decisions means making judgments about things you 
have experienced and processed. This may involve comparing new 
information with previous knowledge or integrating new 
information with new knowledge before making a decision [30]. 
Behavioral action refers to use, i.e. the fact that it is used, or habit. 
Relationships have been found between adoption, post-adoption 
variables, and usage behavior in the post-adoption process. 
Continued use based on experience and satisfaction in the post-
adoption process represents high quality use [31]. Post-adoption, 
each individual is engaged in change behaviors to varying degrees. 
In this context, several factors may influence the relationships 
between adoption and post-adoption variables [31]. 

2.6.1. Positive Feedback 

Positive feedback is a game mechanism. This mechanism is 
designed to accelerate or enhance ongoing output [32]. 
Gamification can be applied to stimuli of increasing intensities 
through intrinsic rewards and feedback. The user-centered design 
activities require an interactive feedback. The learning activity 
feedback is determined by peopleìs motivation and cognitive 
mindset. 

2.6.2. Growth Mindset 

The term mindset refers to implicit beliefs that have been 
shown to influence the thoughts and actions of individuals [33]. A 
learner's mindset has been shown to influence his motivation and 
academic performance [34], [35]. Growth mindset type means that 
a learner can improve his talents and abilities through effort. 
Growth mindset belief is a type of intelligence that can be 
improved through hard work and the use of strategies [36]. Growth 
Mindset can be generated through motivation and achievement 
[37], [38], could promote learner's engagement. 

A growth mindset helps learners improve their skills and 
knowledge over time, and mindset research studies the power of 
such beliefs in influencing human behavior [39]. Mindset is a soft 
skill of great importance [40]. For example, athletes are driven by 
success and can realize their potential through effort, practice, and 
instruction. In the education system, some research has shown that 
students with a growth mindset can greatly improve their success 
and achievement [41]. 
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2.7. The Growth Mindset Stimulus Model 

According to the previous research, the figure 2 illustrates the 
gamification model, which encourages learner to conduct their 
learning by using gamification elements. The learning behavior 
refers to the taking steps in the right direction guideline. 
Gamification activities conceptual model can be influenced by 
gamified activities [42]. The growth mindset is fostered by the 
positive feedback through cognition and motivation. The 
motivation can be stimuli by competency and leaderboard. The 
cognition could be influence by level [42]. 

The figure 2 shows the gamification workflow for growth 
mindset processes that influence the positive feedback and growth 
mindset by gamified activities. The learnerìs growth mindset is 
measured through feedback, level, motivation, their position on the 
leaderboard, and their competencies. The model shows the 
gamification activities can increase the likelihood of achieving the 
learning objectives by motivating students to learn. This illustrates 
the relationship between the stimulus activities and growth 
mindset processes [43].  Game activities can encourage the learner 
to practice their skills and their position on the leaderboard can 
enhance their pride and social acceptance. Motivation and 
cognition can enhance their performance through positive 
feedback and higher scores (GPA).  

 
Figure 2: The Growth Mindset Stimulus Model [42] 

3. Methodology 

Having reviewed a scholarly source on a topic concerning 
mindset then mindset questionnaire is developed to classify 
participants into a different mindset characteristic. This research 
aims to link the mindset factors and gamification elements. The 
experiment design aims to cluster the mindset criteria and 
determine the relationships between the factors and the learning 
outcomes. The data collection uses a mindset questionnaire to 
facilitate comparisons with learner subjects. The pedagogy design 
gathers the university lecturer for the strategiesì class activity. The 
advisor experiences help to map the teaching or pedagogy style 
with gamification elements. Figure 3 illustrates the processes of 
data evaluation.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3: The Methodology of the gamification design for affordances pedagogy 

3.1. Participants  

Study1: According to factors finding, the participants in this 
study were 108 university Dhurakij Pundit University students. 
Participants included 72% from the Business faculty, 24% from the 
Creative Design faculty and 4% from the Journalism faculty all 
aged between 18 and 23. All participants in this study were 
volunteers. The average GPA was 3.55.  

Study2: Then, the pedagogy design participants in this study 
were 33 university lecturers, randomly. The questionnaire design 
used the factors from the first findings. The average of experiences 
was 13 years. Normally, their teaching style were lecture and 
practical (50:50). They preferred to use gamification in the 
classroom and showed the score or progress to their student. 

3.2. Clustering the mindset criteria: Factor Analysis (Study1) 

This study uses the factor analysis. The mindset measures by 
questionnaires survey. The students may respond to questions 
about their opinions, which are all associated with the latent fix 
and growth variable mindset as below. 

- Fix1: It is difficult for my intelligence / level of intelligence to 
change. 

- Fix2: There are certain activities / subjects that I cannot be good 
at. 

- Fix3: I think people do not have to try to do what they are 
capable of. 

- Fix4: I can always learn new things, but I do not think that 
learning can increase my intelligence. 

- Fix5: I am frustrated to see that people can do better than me. 

- Fix6: If I have try something new and fail, I am not good at it. 

Mindset 
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Cluster the mindset criteria 
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Focus Group 
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The Gamification 
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- G1: I believe I can develop in all areas, albeit a little. 

- G2: When I do something wrong, I feel that I would learn more 
from it.  

- G3: I feel great when people see that I am good / talented, that 
means I am successful. 

- G4: I am inspired by successful people. 

- G5: I feel that I can help others to be successful. 

- G6: If I try something new and fail, I want to repeat it until I 
can. 

3.3. The Pedagogy Design (Study2) 

The design process aims to link the pedagogical design and 
gamification elements and this paper focuses only on the factors 
affecting the mindset. The conceptual model can be employed in 
future work. The model can apply to the pedagogical context 
design includes the pedagogy plan.  

The second findings from the university lectures show the 
relationship between factors.  

- G1: The learnerìs skills can develop  

- G2: Learnerìs practicing in the classroom 

- G3: The level of learnerìs activities during learning 

- G4-1: lecturerìs Comment for lesson activities individual  

- G4-2: lecturerìs Comment for lesson activities to all of students  

- Gamification: The class activities during learning 

- Learn for smart: - Learn new things can increase the 
intelligence. 

4. Results 

4.1. Clustering the mindset criteria 

The relationship of each variable to the underlying factor is 
expressed by the factor loading. The result of factor analysis, which 
deals with indicators of mindset, with twelve variables (opinions) 
and four resulting factors is shown below. Factor loadings can be 
interpreted like standardized regression coefficients, so the opinion 
in response 1 (Fix1) has a correlation of 0.72 with Factor 1. Five 
others, responses 2,3,4,5, and 6 (Fix 2,3,4,5,6), all representing 
fixed-attitude characteristics, are also associated with Factor 1. 
Based on the loading of the variables, the finding points high on 
factor 1, it could be considered as "Fixed Mindset".  

However, opinions on questions 9 and 10 (Growth3 and 4), 
have high factor loadings on the other factor, Factor 2. They seem 
to indicate an external stimulus; that is, students are driven by other 
people, so Factor 2 would be classified as “Exogenous growth 
mindset.” Similarly, Factor 4, is constituted by an answer of 
Growth 5 and 6 showing that students have positive feelings 

whenever they help others, which is an external stimulus, hence 
Factor 4 would also be regarded as “Exogenous growth mindset”. 

Table 1: Component Analysis 

 
Opinions on questions 7 and 8 (Growth 1 and 2) have strong 

factor loadings to Factor 3. Students agreed they are likely to do 
anything as a result of intrinsic motivation, thus Factor 3 is 
regarded as îEndogenous growth mindsetï.  

Table 2: KMO test 

 
The Kaiser-Meyer-Olkin test (KMO- Table 2) is a measure of 

how appropriate the data are for factor analysis. The KMO value in 
this study was .730, which indicates that the sampling is 
appropriate. Bartlett's test is performed before applying factor 
analysis to cheque whether the data reduction technique can 
reasonably compress the data. In this study, the test statistic Chi-
Square was 292.755 and the corresponding p-value was 0.000, 
which is less than the significance level (0.05). Thus, the data are 
suitable for factor analysis. 

In column labelled (table3) " Extraction Sums of Squared 
Loadings. The" Total" column shows the Eigenvalues for each 
factor extracted which higher than 1. The second column " % of 
Variance" indicates the variance is explained by each factor (or 
component). The "Cumulative % " column shows the percentages of 
the total variance explained by the factors (62.418%). 
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Table 3: Total Variance Explained 

 
4.2. Learning Outcome: Mindset Assessment Processes 

The results (Table 4) show that learning outcomes have a 
positive relationship with a fixed mindset ((Sig, .008) Fix3: Try to 
do what they are capable of doing. Fix4: Learn new things, but I 
don't think learning can increase my intelligence). 

Fix3 refers to the affordances of learning that learners believe 
they can develop in all areas, even if only a little (Growth Mindset: 
G1). The results show a significant relationship between Fix3 and 
G1 (.016). Affordance of Learning is also positively related to 
Growth Mindset (sig. .001) that the learner believes they will learn 
more if they do something wrong (G2). Having a Fixed Mindset has 
a positive influence on G4, which refers to the learner being 
inspired by successful people (Sig. .000). 

 Table4 refers to what learners think about intelligence. They 
love to learn new things, but intelligence is fixed and cannot be 
increased by learning. The results show significant relationships 
between Fix4 and G1, G2, G3, and G4 (sig. .025,.013,.000,.002). 

Table 4: Chi-Square tests 

Variable  Value df Asymptotic 
Significance (2-
sided) 

GPA and Fix3 32.692a 16 .008 

GPA and Fix4 26.695a 16 .045 

G1 and Fix3 30.486a 16 .016 

G1 and Fix4 28.788a 16 .025 

G2 and Fix3 31.970a 12 .001 

G2 and Fix4 25.368a 12 .013 

G3 and Fix4 38.382a 12 .000 

G4 and Fix3 50.059a 16 .000 

G4 and Fix4 37.716a 16 .002 

Having a Growth Mindset means believing in skill 
development, having a desire to learn more, seeing others, and 
being inspired by successful people. The mindset can promote the 

fixed mindset, which refers to how people think about the nature 
of intelligence and learning. 

The findings (table5) show the positive relationship between G1 
and G2. The lectures believe that the students can develop and 
practice in the classroom (Sig. .015). The pedagogy design such as 
practical tasks (G1) will encourage with comment or feedback (G4) 
during the activities (Sig. .033, .026).  

 The level design for learnerìs activities is positive impact on 
the feedback (G4) (Sig. .028) and Gamification strategy (Sig. .045). 
The class activities during learning such as gamification can 
encourage learners in terms of the new things can increase the 
intelligence (Sig. .039). 

Table 5: ANOVA Tests (The lecture participants) 

Variable Sum of 
Squares 

Df 

Between 
Groups 

F Sig. 

G1 and G2 .742 1 6.576 .015 

G1 and G4-1 .970 1 5.010 .033 

G1 and G4- 2 1.227 1 5.471 .026 

G3 and G4- 1 1.478 2 4.036 .028 

Gamification and G3 3.976 2 3.436 .045 

Gamification and learn 
for smart 

3.480 2 3.625 .039 

The results show in the table 6 that include the activities in the 
classroom. The participants illustrate the teaching experience to 
catch up the studentsì attention. The advisor experiences help to 
map the teaching or pedagogy style with gamification elements. 

Table 6: Means comparison 

 Variable Mean Std. deviation 

Gamification 4.36/5 .603 

The feedback of progress 4.33/5 .816 

The percentage level of 
progress(100) 

37.33 29.49 

The Practical activities 4.85/5 .364 

The percentage of practical 
activities(100) 

54.24 20.620 

Inborn Intelligence  2.33/5 .924 

Learning the New things can 
improve the intelligence  

4.06/5 .747 

Time in the Activities 4.15/5 .667 

Time for Activity/each (minute) 41.66 18.819 

 

Total Variance Explained 

Component 
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative % 

1 3.276 27.298 27.298 3.276 27.298 27.298 2.893 24.105 24.105 
2 2.059 17.158 44.456 2.059 17.158 44.456 1.626 13.546 37.651 

3 1.134 9.451 53.906 1.134 9.451 53.906 1.575 13.123 50.774 
4 1.021 8.511 62.418 1.021 8.511 62.418 1.397 11.644 62.418 
5 .857 7.140 69.558       
6 .694 5.782 75.340       
7 .643 5.358 80.697       
8 .599 4.991 85.688       

9 .538 4.486 90.175       
10 .457 3.809 93.983       
11 .391 3.255 97.238       
12 .331 2.762 100.000       
Extraction Method: Principal Component Analysis. 

http://www.astesj.com/


W. Inchamnan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 138-146 (2021) 

www.astesj.com     144 

Quest in the Activity 3.96/5 .728 

Time for Quest/each activity 
(minute) 

44.54 17.781 

Social media feedback 3.60/5 1 

Reward for the activity  4.15/5 .618 

Percentage for reward/each 
activity (100) 

15.64 12.36 

Comment for individual  4.69/5 .466 

Comment for all of students  4.54/5 .505 

5. The Gamification Design for Affordances Pedagogy 

 From the previous study that map to the results in this study, 
the finding shows the relationship between factors. The 
significance of fixed mindset measures was positive impact 
through the growth mindset (Fig 4.). According to the research 
background and findings, the gamification mechanics can helps 
develop deeper insights into the capacity for pedagogy design. The 
findings support the ideas to develop the optimal psychology or 
flow theory [19] to suggests a remarkable activity in lesson plan. 
The gamification elements including points, badges, and 
leaderboards can derive her/his optimal experience [21]. For 
instance, the level and point can motivate people for engagement. 
An individualìs capacity to concentrate will impact their ability to 
experience flow [21]. 

5.1. The Gamification Elements 

The design process aims to link the pedagogical design and 
gamification elements and this paper focuses only on the factors 
affecting the mindset. The conceptual model can be employed in 
future work. The model can apply to the pedagogical context 
design includes the promotion of tasks in each faculty, increasing 
motivation and encouraging desirable learning behavior. Data are 
collected through classroom observations and stimulated recall 
interviews. The core characteristics of growth mindset pedagogy 
include focus on process, mastery orientation, persistence, and 
individual student support [44].  

 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 4: The relationships between factors 

According to figure2, figure 5 shows the stimulus model for a 
growth mindset through motivation activities. The growth mindset 
factors are the stimuli, which can influence the learnerìs 
affordances.   

 
Figure 5: The Conceptual Gamification Affordances Design Model 

5.2. The Affordances Pedagogy 

The table 7 shows the findings that include the flow and 
pedagogy elements. These methods refer to the lecturersì 
experiences (Study 2) and studentsì feedback (Study 1). The 
gamification design for affordances pedagogy examines the 
literature review in terms of affordance, motivation and 
gamification. The research background aims to design the 
pedagogy elements below:  

- Class assignment 

- Quiz 

- Group discussion 

- Discussion 

- Case study 

- Play game 

The pedagogy elements focus on the engagement that enable a 
practical mapping flow onto gamification. The approach enhances 
the studentìs interaction with the gamification elements such as 
points, badges, and leaderboard.   

Table 7: The pedagogy elements of flow and gamification design (Adopted from 
Jones [45]). 

Element of Flow Manifestation in Pedagogy  Elements 

1. Task that we can 
complete  

Class Assignment: The feedback of progress 
during class 
Game element: Point 

2. Ability to concentrate 
on task 

Quiz (test): The feedback of progress or show 
the score  
Game element: Point 

3. Task has clear goals Group Discussion: Quest in the Activity with 
friends and lecturer 
Game element: Badges 

4. Task provides 
immediate feedback 

Class Assignment:  Comment for 
individual/Comment for all of students 

G4: 
Inspiration 
from others 

  
Fix3: Believe 

in Inborn 
capability 

Fix4: 
Inborn 

Intelligence 

Learning 
Outcome 

G1: Can 
Develop   

G2: 
Learn 

 

G3: Caring 
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Game element: Leaderboard 
5. Deep but effortless 

involvement 
Discussion: social media/ browsing the internet  
Game element: Leaderboard 

6. Exercising a sense of 
control over their 
actions 

Case Study: The Practical activities/The 
percentage of practical activities around 50% 
per class 
Game element: Badges 

7. Concern for self 
disappears during 
flow, but sense of 
self is stronger after 
flow activity 

Play game: The activity provides for a class 
environment as a simulation of life that refers 
to gamification such as reward, point and 
leader board in the class activity 
Game element: Badges, point and leader 

8. Sense of duration of 
time is altered 

Class Assignment:  Time in the Activities/Time 
for Activity and Time for case study for each 
activity around 40-45 minute 
Game element: Leaderboard 

6. Discussion/Conclusion  

Gamification design for affordances pedagogy focuses on 
engagement that provides a practical mapping flow to gamification 
activities during instruction. This approach could enhance student 
interaction through points, badges, and a leaderboard. A learning 
mindset could be created using motivation and affordance 
pedagogy. Affordance refers to points, badges, leaderboards and 
ranks in gamification elements. This research aimed to determine 
the affordance mindset factors of gamification interactive systems. 
The results show the relationships between factors that lead to 
desired learning outcomes. In accordance with Sailer, M., Homner, 
L. examined research topic "The Gamification of Learning: a Meta-
analysis", the meta-analysis supports the claim that gamification of 
learning works because the results showed significant, positive 
effects of gamification on cognitive, motivational, and behavioral 
learning outcomes  [46]. Similarly, there is a large body of work 
that clearly shows that incorporating gamification into the 
instructional process can lead to better student learning outcomes 
and helps to increase student achievement [47]-[50]. The findings 
derived from the current research could be used in a gamification 
affordances design method. The use of the model could help to 
improve the learner's affordances. The pedagogical guide could 
encourage the learner in the classroom. Engagement enables 
meaningful learning, which includes the quality of student effort, 
student interaction, and their immersive experiences during 
activities. The framework idea is a theoretical construct used to 
shape pedagogy and learner behavior. It represents the reasons for 
learners' actions, desires, and needs during instruction. Future 
research could test and revise the gamification design for the 
pedagogy of affordances. 
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 This study aimed to develop an airflow-vibrator motivated facility and assess exercise 
behaviors.  The combination design involved computer-controlled airflow/ vibrators, a user 
interface program, and an adjustable structure presenting interaction options. The teacher 
and the participants can choose specific music with adjustable speed. The researcher did 
interviews during the initial test and field study. During the intervention, all participants 
succeeded in following the impinged flow with a positive emotional display. A wireless 
module and gas flow clue lifted the distance limitation of the vibration connection and 
enabled prompts in a larger area covered by radio waves. The flexible structure fit 
individuals ergonomic and the affordance consideration. After practicing, the students 
knew exactly how to pass and asked for the ball from the classmate. Wireless switch and 
signals give students more confidence in pitching — the participants successfully swap the 
body to follow the airflow. 
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1. Introduction  

Rhythmic activities involve a combination of music, rhythm, 
and movement, which is intended to relax the mind and body. 
Today's teenagers show their creativity through hip-hop, and 
visually impaired individuals learn physical activities through 
touch and spoken instructions. For the visually impaired, spoken 
instructions are often unclear, and physical contact may cause 
discomfort to the other party. This study aimed to develop an 
airflow-vibrator-motivated facility and assess exercise behaviors. 
Although these technologies have gradually matured, there is no 
appropriate combination of teaching materials to form a reasonable 
price auxiliary tool. Thus, there is a gap connecting the technology 
elements and assistive teaching need of motivated facility and 
assessing exercise behaviors in school. The research work's 
contribution extends assistive technology of tactile perception to 
vibration and airflow, the combination of IoT devices, and the 
haptic feedback with a better user experience. 

The combination of technology and design through tactile 
perception has been used to reduce the rhythmic learning 
difficulties of visually impaired children. Vibro-tactile feedback 
enhancement for orientation and obstacle avoidance can be 

obtained through the use of discreet actuators and obstacle detector 
sensors [1]. It provides frequent indications of useful dynamic 
information, such as level of proximity or distance. People can also 
perceive rhythm through tactile senses. In [2], the author described 
rhythm combined with frequency and amplitude to systematically 
produce 84 distinguishable tactile stimuli icons to help user 
perceptual tactile rhythm. In [3], the author presented unimodal 
and cross-modal rhythm perception with auditory, tactile, and 
visual modalities. Based on these findings, auditory and tactile 
modalities are suitable for presenting rhythmic information. Many 
assistive technologies have been successfully applied in education. 
Games that require physical activity are commonly used in 
rehabilitation to help restore physical function and balance [4]. 
Rehabilitation at home can reduce medical expenses and treatment 
time.  

Visually impaired individuals often exhibit limited ability to 
participate in physical activities. Studies have found that visually 
impaired individuals take 50% longer to complete tasks with 
equivalent accuracy compared to sighted participants [5]. In [6], 
the author explained that movement is often limited by requiring 
outside guidance, fear of injury, and ridicule of others. However, 
when visually impaired individuals participated in bowling and 
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tennis video games with vibration and sound prompts, they 
exhibited improved mood and satisfaction following the activities. 

Further study by [7] demonstrate the feasibility of real-time 
sensory substitution as a cost-effective approach for making 
gesture-based video games. In [8], the author presented a method 
of real-time video analysis to detect the presence of a particular 
visual cue as a cost-effective approach for making gesture-based 
video games. Users can express meaning in terms of vibration 
intensity or frequency, and haptics is also used for control, such as 
feedback when tapping an electronic pet. Feedback can be used as 
a reminder of movements in different parts, and studies have found 
that tactile sensation improves user engagement [9]. In [10], the 
author described the evaluation of human-computer interaction 
with the decision-making model. The information flow is helpful 
to monitor the effectiveness of the collective’s activities. In [11], 
the author presented ubiquitous touch interaction with haptic 
feedback and show the movable world object supplies an accurate 
detection through a user study. 

 
Figure 1: Design flow and applications for visually impaired 

2. Detail Design 

With the shrinking of the original size of the Internet of Things 
and the popularization of open platforms, researchers try to present 
the above ideas from the sensors and control components available 
on the market. This assistive tool involved a software development 
platform in performing human-machine interaction. Figure 1 
indicates the design flow and possible applications for the visually 
impaired. First, start from the technical side, let those components 
be combined into the required system, and then look at the field of 
application and the idea of what kind of teaching materials teachers 
need. After the experiment in school, we extended it to the visually 
impaired (on the right) to apply it to different situations in their 
school life. The development platform and detailed parts in the 
design also show below.  

As seen in Figure 2a, the vent is placed under the table for 
interacting with the user. The seated height of the participant was 
adjustable so that their legs remained at the same height as the air 
outlet so that their body could fully sense the airflow. As seen in 
Figure 2b, a large air compressor accommodates more compressed 
air.  Figure 2b, top right shows the electromagnetic valve that 
controls the air outlet; bottom right shows the outlet of an exhaust 
pipe, which was an elongated slit that adjusted to the subject's 
position 

 

 
(a) 

 
(b) 

Figure 2: Prototype of airflow assisted design: (a) use state; (b) compressor and 
spout. 

A Phidget PC-USB interface board are utilized to provide an 
on/off sequence. As displayed in Figure 3, the interface control 
program has a graphical user interface using Microsoft Visual 
Studio with the current state of each switch. The button with a dark 
background indicates that it is currently activated. The text area on 
the right-hand side lists the sequence of the switching actions. A 
user can also manually control the switching by directly clicking 
on the buttons.  

 
Figure 3. Software interface layout design with a set of the airflow outlet and 

timing control.  

The total weighing of the vibrator is below 150 grams through 
circuit miniaturization to prevent additional loading during bodily 
movement. The vibrator is located in the skin contact surface with 
adjustable belts for proper contact. The control command could 
turn on/off the vibrator at a specific time. Each sensor module uses 
a 4.2 V lithium battery power. The vibrator is connected to a low-
speed I/O pin on the sensor node to extend the module’s usage. 
The ZigBee interface is IP-Link5501, and the sensor node is IP-
Link1223. An NPDU consists of a network header and a network 
payload. The Network header contains frame control of 2 octets, 
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routing fields of 6 octets, and data payload NSDU (network service 
data unit) of variable length. 

3. Collocation and Research of Auxiliary methods 

After observing a class of visually impaired children, the 
researchers proposed tactile perception to assist in directing 
physical activity. Engineer submitted proposals for the method of 
tactile prompting: vibration and airflow through software control. 
For example, during the design of the airflow, the compressor air 
was controlled by the researchers. In addition, musical elements 
ensemble games required the synchronization of music with a pair 
of wireless vibrators. 

Research simulated visual impairment with blindfolds and 
made detailed adjustments to the study after testing the design 
setup. Participants were expected to don vibrators on their left and 
right hands and beat a tambourine with the help of cues from the 
vibrators (Figure 4). 

 
Figure 4: Wireless vibrators on group’s dual hand and wireless control software 

Vibration and airflow cues complement each other: Vibration 
is more subtle and can prompt specific body movement. In 
contrast, airflow is more generally perceivable and can direct a 
wide range of group or individual actions. Experiments show that 
vibration stimulates activity, while the sound field of an airstream 
can indicate the direction of the movement. This study attempts to 
implement the combination of vibration and airflow into teaching: 
first by using vibration cues to instruct physical movement and 
airflow cues to guide group activity. Second, apply these findings 
to educate visually impaired individuals in physical activities. 

3.1. Method 

Although there are many ways to combine assistive technology 
and applications, this study selected vibration /airflow solutions for 
testing. We tested two separate groups: 

(1) Children between the ages of 9 and 10 without visual 
impairments. These children had previously participated in 
rhythmic activities. 

(2) Visually impaired children with general amblyopia or total 
blindness between the ages of 9 and 12 whose physical ability was 
close to that of children with normal vision. However, careful 
observation revealed that these students exhibited limited balance 
and restricted movement. Their teacher reported hoping to guide 
them to participate in more activities. 

Eight independent wireless vibration modules were set up in a 
system where a single host controlled the signal. When configured 
between different people in the same group, they could be guided 

by the system to work together. The advantage of wireless 
communication was that subjects using it could move freely.  

3.2. Group teaching 

During group teaching, the participants were given different 
individual activities through the prompts of the vibrator after being 
linked. As a result, the following ideas were put forward to expand 
applications in teaching. 

Activity 1: Ensemble: increase children's concentration and 
sensitivity to rhythm through touch. The teacher instructed 
children to strike a tambourine when they felt a vibration, forming 
an ensemble rhythm. 

Activity 2: AB mode: Increase children's focus through two 
touching ways: A for a single short vibration and B for continuous 
vibration. Participator performs specific actions corresponding to 
the different vibrations when prompted at irregular intervals 
(Figure 5). The goal was to see if the child could concentrate and 
distinguish between different vibration patterns. 

 
Figure 5: Simultaneous A/B vibration test 

Activity 3: Consecutive A/B: Promote children's memory 
through tactile sensation and movement; promote children's 
creativity through music activities. One child was instructed to 
perform a motion after feeling the vibration signal. The next child 
was asked to imitate the action of the previous child in response to 
the vibration signal and then add a second motion to the sequence. 
A third child was then asked to perform the two last moves and 
add a third motion when they felt the vibration signal. 

The jet sound is received through tactile and auditory cues. Air 
rhythmic action is the primary stimulus, supplemented by 
vibrations to prompt a change in the application, such as in the 
three activities above. When the child's back was facing the 
airflow, the study design proposed a scenario of moving a wall to 
instruct the child to push the invisible wall with his hand so that 
the child could express creativity during movement. When 
vibration is combined with airflow, large-scale airflow can guide 
actions in large areas to different locations, such as forward or 
backward ambulation, walking around a circle, or pointing in a 
specific direction. 

3.3. Evaluation Criteria and Behavioral Assessment Tools 

Researcher used the following pediatric behavioral assessment 
tools: 

(1) Wenlan Adaptation Behavior Scale  

The Wenlan Adaptation Behavior Scale (Motor Skills Section), 
which is used to measure motor skills development in children, 
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was completed at baseline. The test was conducted to track the 
changes in the children's physical ability. 

(2) Observation and Evaluation Record Form for children's 
activities 

The observation records of children were also used as a 
research tool for participatory observation research. Under 
controlled circumstances, systematic observations of phenomena 
or individual behaviors were based on established research goals. 
Observers recorded the performance of the assessed scores in 
writing. Finally, observer made an objective explanation of the 
phenomenon or individual behavior. The observation variables are 
defined as following: week-activity-participant-vibration mode; so 
that notation (1-2-M-B) means teaching week-1, playing activity-
2, with participant-M, using continuous vibration mode-B. 

The content of the observation table was divided into structured 
assessments, supplemented by available text supplements, and 
recorded by observing the child's reaction and concentration 
during movement. The teacher adopted a Likert five-point scoring 
method for evaluation. A score of 5 indicated frequent behavior 
observed during the activity. Three observers rated the frequency 
of each behavior according to the situation described in the items 
and finally calculated the average result of the observation score. 
The evaluation items included: 

(1) Movement:  

Students respond to vibrator and waves limbs. Uses instrument 
correctly according to instructions and beats instrument in time to 
the music. Responds to and moves limbs according to airflow 
position. 

(2) Attention 

Senses change in vibration mode. Uses hearing and physical 
perception to pay attention and engage to the airflow. 

(3) Emotion 

The student expresses positive emotion through spoken words, 
movement, and expression. Maintains positive feeling throughout 
the airflow process. 

(4) Creativity  

Moves in varied ways in the designated space according to the 
vibration prompts. Swings body and waves limbs were 
corresponding to airflow. 

4. Results and Discussion  

During the first week, observers found that the children were 
unsure how to react to the vibrators, which caused them to respond 
incorrectly. In addition, they did not make prominent movements 
in response to a prompt for free creative actions because of 
personal shyness. In the second week, the teacher added 
explanations, introduced movement simulation, and carried out 
group activities using airflow stimulation. We found that children 
exhibited significantly different motion feedback and even actively 
added new motions. The research found that children were 
integrated into the activity as a whole and actively with new 
movements in third week. Further details are as follows: 

4.1. Week 1 record 

Activity 1: Ensemble  

1. The children were unfamiliar with the vibrator and could not 
accurately sense it. Therefore, the performance is not apparent (1-
1-M-A) (Figure 6). 

2. The children immediately shook their arms when both hands 
were shaken and showed their arms after a pause (1-1-M-B). 

3. After putting on the vibrator, the children kept looking at it. 
They started by making fists and frowning. (1-1-A-B). 

4. The children smiled before the start of the activity. They 
laughed and jumped on the tambourines. (1-1-E-B) 

5. The children beat the tambourines correctly from beginning 
to end, maintaining a single movement pattern without change. (1-
1-E-B) 

 
(a) 

 
(b)                    (c ) 

Figure 6: Student behaviors of three events: (a) ensemble, (b) A/B mode, and (c) 
A/B two-point. 

Activity 2: A/B mode  

1. The children could not clearly distinguish between A and B 
vibration patterns and demonstrated a high rate of action repetition. 
(1-2-M-A) 

2. A small number of children could make the correct 
movements but could not clearly distinguish patterns when making 
inappropriate movements (1-2-M-B). 

3. When the children wore the vibrator, they frowned and 
looked at it. They appeared quiet during the activity. (1-2-A-B) 

4. Most of the children smiled during the activity, indicating 
excitement to participate. (1-2-E-B) 

5. The child exhibited no change in movement and remained in 
place. (1-2-C-B) 

Activity 3: Consecutive A/B  

The instructions were not followed precisely and the children 
required cueing from the instructor. (1-3-M-A) 
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Some children responded quickly to the signal, but some 
needed a reminder from their peers. (1-3-M-B) (Figure 6b) 

The children devoted themselves to the activity and paid 
attention to their vibrator. One child said, "Yeah, I'm here," 
immediately after the vibration. (1-3-A-B) 

The children exhibited happiness through expression and body 
language engaged in the activity. (1-3-E-B) 

The movements of the children were almost all performed 
while running (one was jumping). (1-3-C-B) 

In response to wearing a wireless vibrator, the children's 
overall body language was stiff, and their movement rarely 
changed. While some exhibited creativity and came up with their 
ideas, most of them repeated the body movements of others. Some 
children could focus on the vibrator on their wrists and listen to the 
instructions of the tester. The children looked nervous but 
exhibited no negative emotions. 

4.2. Week 2 record 

Activity 1: Ensemble 

Under the instructor's guidance, the children's ability to tap to 
the music improved, but the tapping method did not change. (2-1-
C-A) 

The children correctly responded to changes in vibration and 
beat the tambourines at the same time. When only one vibrator 
signaled them, most of them only moved one hand. (2-1-M-B) 

The children were fully involved in the activity and could 
primarily respond correctly. (2-1-A-B) 

The children laughed frequently and waved their arms, 
exhibiting positive emotions. (2-1-E-B) 

The children's movements were primarily similar, and the 
rhythm was maintained when the facilitator participated. (2-1-C-
B) (Figure 7a) 

Activity 2: AB Mode 

The children were still unable to create new movements 
because of nervousness. (2-2-C-A) 

The children were able to perform AB mode correctly and 
respond to different prompts. (2-2-M-B) 

The children demonstrated a high willingness to participate. 
Children were smiling and showing positive emotions during 
activities. (2-2-E-B) 

They maintained the same movement with no other limb 
movements demonstrated. (2-2-C-B) 

 
(a)    (b) 

Figure 7. Week 2 study: (a) ensemble (b) A/B two-point 

 

Activity 3: Consecutive A/B 

The children correctly judged the location of the airflow. (2-3-
M-A) (Figure 7b) 

The children made significant progress in focus and emotions. 
(2-3-A, E-A) 

There were innovative movements. (2-3-C-A) 

Most children could feel the vibration correctly, but one child 
happily ran around with the airflow; others only had physical 
movements. (2-3-M-B) 

All of the children could focus on activities and follow the 
action. (2-3-A-B) 

The children demonstrated a high willingness to participate and 
showed positive emotions throughout. (2-3-E-B) 

The children exhibited 3 distinct movements; in addition to the 
original running and jumping, they were also sidestepping. (2-3-
C-B) 

After the participating children donned wireless vibrators and 
performed activities with airflow, the children occasionally need 
to be reminded by the testers. The overall magnitude of limb 
response became more significant, and the children were willing 
to cooperate actively to maintain rhythm (Figure 8). After growing 
familiar with the rhythm, they could focus on vibrational changes 
and react instantly. When students improved their sense of 
familiarity, the children had a high willingness to participate, 
showing positive emotions and smiling. 

4.3. Week 3 record 

The child feels the way of shaking (3-1-M-A). They 
demonstrated a high rate of repetitive movements, so they did not 
perform well in creativity. (3-1-C-A) 

Most children could correctly sense the vibration pattern, but a 
few children exhibited slightly longer reaction times. (3-1-M-B) 

The children engaged in the activity. (3-1-A-B) 

The children demonstrated a high willingness to participate, 
showing positive emotions. (3-1-E-B) 

Two children performed somersaults, swinging the tambourine 
from top to bottom. (3-1-C-B) 

The children's energetic performance improved significantly, 
and they could respond to tactile vibrators, and air prompts. They 
were also more engaged in activities. During the exercise, they 
cooperated with a high degree of concentration. The children 
talked naturally with the tester and performed activities with 
enthusiasm; at the end, they actively asked when they could 
participate again (Figure 8). During this period, children engaged 
in simple competition with their peers, so more innovative actions 
appeared, such as somersaults and trunk rotations. Overall, the 
children's performance in terms of limb movement, concentration, 
emotions, and creativity improved significantly. 
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(a)   (b) 

Figure 8: Week 3 study: (a) airflow + vibrator, (b) ensemble and creative move 

4.4. Overall Performance  

Haptic perception successfully assisted motor skill 
development in children. In terms of overall performance, children 
have noticeably changed four goals: movement, attention, 
emotion, and creativity. The children's performance may have 
been limited due to unfamiliarity with the tester in the early stages. 
In the middle period, movements and expressions changed 
gradually as the children grew more comfort. The sensation of 
airflow was highly attractive to the children. When airflow appears 
in activities, the children seemed excited and did not want to leave 
so they could continue playing. 

 
Figure 9: Children's overall performance during three weeks 

The quantitative data (using the SPSS) of three class activities 
are analyzed and discussed below. Figure 9 shows the evaluation 
results using the Likert five-point scoring method. The children's 
overall performance in the later period improved, not only in more 
physical movements but also in the position of the vibrator and 
airflow. New actions appeared, such as somersaults. After the 
activity, the children asked if they could participate again, 
indicating that the activity was attractive. With appropriate 
syllabus design, children can demonstrate positive physical and 
emotional merges.  

5. Applications for Visually Impaired Children 

Visually impaired children with general amblyopia or total 
blindness, aged between 9-12 years, possess physical ability close 
to children with regular sight. Before the activity, however, 
observation revealed that the visually impaired students exhibited 
limited balance ability. In addition, they usually exhibit restricted 
movement. Because of safety concerns, the teacher gave them 
many constraints; for example, they had to go in pairs one by one 
when they went outside the classroom. When the teacher asked 
them to stand on one foot, they appeared unstable and eager to 
reach for the objects next to them for support. Their movements 
were less varied, and they presented with stiff posture. The teacher 
hoped to guide them to engage in more activities using the assistive 

devices. The wireless module lifted the distance limitation of the 
vibration connection and enabled prompts in a larger area covered 
by radio waves signal.  

The scenario items included: ensemble, orientation, and 
passing ball, shoot the ball, and follow the change of airflow. 
Firstly, a small-scale practice using the previous ensemble and A/B 
game. The students were given different instruments instructed to 
tap the instrument through music and vibrator cues. The vibrator 
cues provided a rhythmic tacit understanding of ensemble 
participation. Visually impaired students have a good sense of 
sound and rhythm, students successfully played with musical 
instruments and A/B game.  

 
Figure 10: Schematic drawing of the large-scale activities: vibrator cues provided 

walking instructions, students improved pitching in a different location. 

Secondly, six pupils with amblyopia in special schools 
participated in four kinds of large-scale movement play for 60 
minutes (Figure 10).  

(1) Orientation: Vibrator cues provided directions and walking 
instructions. Testers used vibrators to indicate right and left to help 
children reach their destination. 

(2) Passing practice: Vibrator cues are used to instruct children 
to throw a ball back and forth and improve communication 
efficiency. The vibrator provided the teacher's instructions to pass 
and receive the ball. 

(3) Shooting: We set up a wireless sounder on the basketball 
frame. When students receive the ball and want to shoot, they start 
the sound source with the wireless switch and judge the direction 
base on the sound from target area. We found that wireless signals 
give students more confidence in pitching. 

(4) Quickly follow the change of airflow: promptly change the 
air outlet point, the participants rotate the body to monitor the 
airflow to form a continuous action creatively.  

Sometimes students were out of sync during orientation due to 
the speed and circuit delay. After practicing, the students knew 
exactly how to pass and asked for the ball from the team classmate 
(Figure 11). Wireless switches give students more confidence in 
pitching it. The participants swap the posture to follow the airflow 
successfully. Through the interview, the vibrator and gas clues 
enabled more interaction in large-scale exercises. Wireless 
technology and moving gas help remote instructions to assist users 
in interacting with other people, guidance from teacher, and the 
signal in the surrounding environment. 
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(a)   (b) 

  
(c)    (d) 

Figure 11. Large scale activities: (a) vibrator cues provided walking instructions in 
orientation practice (children walk along the path), (b) students pass the ball 
according to vibration cues, (c) students improved pitching in a different location, 
and (d) dynamic gas clues for posture following. 

6. Conclusion 

The aim of the research is developing tactile perception 
assistive technology to activate the physical activity of children. 
The design method utilized vibration and airflow actuators and a 
control system to provide proper feedback and acknowledgment. 
The study also developed the corresponding instructions and 
introducing context to promote children’s participation. Three 
weeks evaluation process conducted through field practice in 
elementary school with guiding activities. Both explaining hints 
and free creative activities were encouraged in classroom group 
cooperation activities. They were also able to recognize different 
vibration patterns that respond to the corresponding limb 
movements. The field testing results indicated children’s positive 
responses and spontaneous creative actions. Their overall 
performance in exercise, attention, emotion, and creativity 
improved significantly during the evaluation instructions. The 
research extends assistive technology of tactile perception to 
vibration and airflow. The combination of new IoT devices of 
wireless sensor networks and remote control of haptic feedback are 
helpful to visually impaired individuals, which support better 
instruction in the future classroom. 
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 Transformers are habitually designed and manufactured for operation at a fundamental 
frequency of 50Hz and sinusoidal load current.  Transformers are susceptible to non-linear 
loads. The inception of switching action characterises Non-linear loads and consequently 
nonsinusoidal load current which brings about higher transformer service losses, hotspot 
temperature rise, and degradation of cellulosic and liquid insulation, and consequently 
untimely failure of transformers during service. This phenomenon yield current with 
different components that are multiples of the fundamental frequency of the distributed 
photovoltaic power (DPVP) generation system. In order to obviate these challenges, the 
continuous power rating of the transformer, which is intended to facilitate non-linear loads 
must be minimised using procedure ascribed by the standards as de-rating. This work, an 
extension of previous work, proposes a novel procedure by means of Finite Element Method 
(FEM) for the de-rating of DPVP transformers serving non-linear loads during their 
service life. The proposed procedure considers parameters such as skin effect, proximity 
effect, and the magnetic flux leakage on the windings that were not included in the IEEE 
recommended de-rating procedure. The theoretical examination is substantiated on a 
500kVA, three-phase, oil-filled transformer.   

Keywords:  
Transformer 
Losses 
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Finite Element Method 
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1. Introduction  

In this day and age, distributed photovoltaic power (DPVP) 
generation producers are apprehensive concerning allotting of 
power ratings for transformers that are projected to operate in 
harmonically contaminated environment. The use of regular 
distribution transformers has so far proven to be impotent in 
handling the operational requirements of DPVP generation during 
service. To pledge future reliability of DPVP generation, 
transformers facilitating this application must embed these 
requirements, in which includes sporadic loading cycle, harmonic 
and distortion and de-rating in the design philosophy. Relying on 
conventional regular distribution transformer design philosophies 
can result in conditions where surged voltages and current could 
abbreviate a DPVP transformer's service life.  Owing to the 
economic status of competitive rates for DPVP projects and since 
transformers are ordinarily not operated at rated loading, there is a 
tendency to de-rate the transformer.  There may even be a 
propensity to oversize the transformers to increase the winding 
Eddy losses due to harmonic currents seen by the transformer 
during service. Considering that DPVP transformers are not rated 

at regular distribution transformer ratings, effort to adjust it to the 
standard kVA rating is laborious. Standard DPVP generating 
ratings generally lie between standard distributing transformer 
ratings, so there appears to be an inclination to select the nearest in 
spite of the power being de-rated.  

Studies that consider the de-rating of transformer ratings when 
supplying harmonic currents are prevalent in the publications [1] – 
[7]. These publications are based on case studies of measured 
results and analytical formulations.  The approach on this study 
have a similar downside of not accounting for significant 
parameters suchlike skin effect, proximity effect, and the magnetic 
flux leakage on the windings at fundamental and under harmonic 
conditions.   

A configuration of a DPVP plant is demonstrated in figure 1 
[8] and comprises of a cluster of PV generation inverter schemes, 
in which the generated power is collected by the power retrieval 
system into a 35kV bus. In the PV generation inverter schemes, 
two PV arrays are connected with PV inverters and into a 500kVA 
transformer through a LCL filter and then accessible to the station 
PV energy retrieval system. The generated energy is fed into the 
national grid through a high voltage (HV) transmission line.  
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In view of the intermittent nature of the DPVP plant and the 
switching action of inverters, in case the harmonic current output 
of an individual PV generation inverter scheme is minimal, the 
output harmonic current of the cluster of PV generation inverter 
schemes has the potential to exceed the limitations recommended 
by the standard [9].   

In [10], transformer losses that occur when facilitating solar PV 
farm environment were investigated based on seasons. The study 
in particular draw attention to the injection of harmonics and 
distortion using the IEEE Std. C57.110-2018 recommended 
practice. This work, an extension of the previous work in [10], 
examines the influence of harmonics and distortion on 
transformers during their service lifetime. The work further review 
the de-rating procedure recommended by IEEE for transformers 
under harmonic conditions. The work then proposes a novel 
procedure for de-rating transformers using the computational 
power of FEM. The proposed procedure takes into account of 
parameters suchlike skin effect, proximity effect, and the magnetic 
flux leakage that the analytical method (AM) recommended by the 
IEEE fails to take into consideration. 

2. Effect of harmonic currents  

During service the total transformer losses ( P𝑇𝑇𝑇𝑇𝑇𝑇) are 
comprised of the no-load loss (P𝑁𝑁𝑁𝑁)and the load losses (P𝑁𝑁𝑇𝑇𝐿𝐿𝐿𝐿) as 
expressed in eq. (1) below.  

 P𝑇𝑇𝑇𝑇𝑇𝑇 = P𝑁𝑁𝑁𝑁 + P𝑁𝑁𝑇𝑇𝐿𝐿𝐿𝐿 (1) 

The service no-load losses are as a result of the core excitation 
when the transformer is connected to the supply voltage and is 
independent of the loading profile. Under harmonic conditions, the 
harmonic current passing through resistance and leakage reactance 

of the transformer may deform the output voltage. Practical 
experience has demonstrated that the rise in temperature in the core 
is not a factor limiting the evaluation of the permissible current 
under harmonic conditions. Evidently, the C57.110-2018 [11] 
recommended practice for establishing transformer capability 
under harmonic conditions does not take the account the no-load 
losses under such conditions.   

The load losses (P𝑁𝑁𝑇𝑇𝐿𝐿𝐿𝐿 ) are comprised of the copper losses 
(𝐼𝐼2𝑅𝑅) and the winding stray losses in which are constituted by the 
winding Eddy losses (P𝑊𝑊𝑊𝑊𝑊𝑊)  and stray loss in structural parts 
(P𝑇𝑇𝑂𝑂𝑁𝑁) as expressed in eq. (2) below [11].  

 P𝑁𝑁𝑇𝑇𝐿𝐿𝐿𝐿 = 𝐼𝐼2𝑅𝑅 + P𝑊𝑊𝑊𝑊𝑊𝑊 + P𝑇𝑇𝑂𝑂𝑁𝑁  (2) 

The copper losses signifies the heat dissipated by the load 
current in the transformer winding conductors.  Under harmonic 
conditions if the load current increases, then the copper losses will 
also experience an increase. During the factory acceptance testing 
of a transformer there is no methodology available for the testing 
of the winding stray losses. Although, the impedance test can be 
employed to ascertain the total transformer losses. Then the 
winding stray losses can be acquired by deducting the copper 
losses from total transformer losses. In the event that the rated 
winding Eddy loss of a transformer is known, then this loss under 
harmonic conditions can be evaluated as expressed in in eq. (3) 
[11]. 

 P𝑊𝑊𝑊𝑊𝑊𝑊 = P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅 × ∑ �𝐼𝐼ℎ
𝐼𝐼𝑅𝑅
�
2

×ℎ𝑚𝑚𝑚𝑚𝑚𝑚
ℎ=1 ℎ2 (3) 

The stray loss in structural parts can be evaluated for harmonic 
conditions by applying a similar procedure. In the 4th edition of 
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the UL 1561 standard published in 2011[12], the Factor-K for de-
rating a transformer is specified as expressed in eq. (4) below.  

 K𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = �∑ 𝐼𝐼ℎ2
ℎ𝑚𝑚𝑚𝑚𝑚𝑚
ℎ=1 � × F𝐻𝐻𝑁𝑁 (4) 

The Factor-K indicates the effect of harmonic conditions upon 
the increase in the winding Eddy losses of the transformer. In the 
C57.110-2018 standard [11], the harmonic loss factor to account 
for the increase in the winding Eddy losses is expressed as follows 
in eq. (5).  

 F𝐻𝐻𝑁𝑁 = P𝑊𝑊𝑊𝑊𝑊𝑊
P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅

=
∑ 𝐼𝐼ℎ2×ℎ𝑚𝑚𝑚𝑚𝑚𝑚
ℎ=1 ℎ2

∑ 𝐼𝐼ℎ2
ℎ𝑚𝑚𝑚𝑚𝑚𝑚
ℎ=1

 (5) 

On the empirical studies conducted in [13], for evaluating the 
winding Eddy losses, eq. (6) and eq. (7) are established.  

 P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅 = 0.8×P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅
𝐼𝐼22𝐼𝐼𝐿𝐿

 (6) 

 P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅 = 2.8×P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅
3×𝐼𝐼22𝐼𝐼𝐿𝐿

 (7) 

The maximum allowable harmonic load current formula 
recommended by the C57.110-2018 standard [11] of a transformer 
is the current whereupon the maximum winding Eddy loss ratio as 
expressed in eq. (8) below.  

 I𝑚𝑚𝑓𝑓𝑚𝑚 = �
1+P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅

1+F𝐻𝐻𝐿𝐿×P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅
 (8) 

3. Case scenario 

In this case scenario, the technical characteristics of the studied 
500kVA, three-phase, oil-immersed, DPVP transformer are 
presented in Table 1. The objective herein is to investigate the 
operational performance of the studied transformer that facilitate a 
harmonically distorted load current during service.  

Table 1: Technical specification 

Item Value 
kVA rating 500kVA 

HV Voltage/HV Current 11kV/1.44A 
LV Voltage/LV Current 400V/79.2A 

Load Losses (@75% loading) 1375W 
HV winding resistance 121.5 ohms 
LC winding resistance  0.03 ohms 

The corresponding harmonic load current considered in the 
analysis is presented in Figure 2. Further, the de-rating information 
of the studied transformer according to the analytical method and 
the proposed FEM procedure will be computed based upon the 
supplied harmonic load current. 

In preparation to shed light on the concept of skin effect on the 
winding conductors at the fundamental frequency and under 
harmonic conditions, the two simulations with a round cross-
section were investigated.  These simulations substantiate the 
behaviour of the load current due to the applied frequency. At 

fundamental frequency, the effect of the skin effect upon the 
winding conductors will be as presented in Figure 3.  

 
Figure 2: Harmonic spectrum.  

 
(a) 

 
(b) 

Figure 3: Winding conductor's skin effect at a fundamental frequency 

As anticipated, Figure 3 (a) illustrate a uniform dispersion 
through the winding conductor. The graphical representation of 
this effect is shown in Figure 3 (b). The 5th order of the supplied 
harmonic profile was investigated and the corresponding results in 
Fig. 4 demonstrate a concentration of the current upon the surface 
of the winding conductor as demonstrated by Figure 4(a). The 
graphical representation of this effect is also presented in Figure 4 
(b).  
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(a) 

 
(b) 

Figure 4: Winding conductor's skin effect at 5th harmonic order   

4. Results 

In this section, the results for de-rating a transformer to 
facilitate the supplied harmonic load current using the analytical 
method and the proposed 3D FEM procedure.  

4.1. Classical Approach: Analytical method 

The winding Eddy losses at fundamental and under harmonic 
conditions are acquired by the difference between the total 
transformer losses and copper losses as:  

P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅 = 1375 − 3 × [1.442(121.5) + 79.22(0.03)]
= 54,635𝑊𝑊 

The peak ratio of the winding Eddy losses is evaluated in p.u 
using eq. (6) given that the studied unit is within the category up 
to 650kVA.   

P𝑊𝑊𝑊𝑊𝑊𝑊_𝑅𝑅 =
0.8 × 54.635
79.22 × 0.03

= 0.232 𝑝𝑝.𝑢𝑢 

In order to attain the Factor- K, the supplied harmonic load 
current is applied, as shown in Table 2.  

Table 2: K-factor estimation 

h 𝑰𝑰𝒉𝒉(A) 𝑰𝑰𝟐𝟐𝒉𝒉(A) 𝒉𝒉𝟐𝟐 𝑰𝑰𝟐𝟐𝒉𝒉 × 𝒉𝒉𝟐𝟐(A) 
1 1,000 1,000 1,000 1,000 
3 0,350 0,123 9,000 1,103 
5 0,170 0,029 25,000 0,723 
7 0,120 0,014 49,000 0,706 
9 0,092 0,008 81,000 0,686 
11 0,071 0,005 121,000 0,610 
13 0,051 0,003 169,000 0,440 
15 0,043 0,002 225,000 0,416 
17 0,040 0,002 289,000 0,462 
19 0,039 0,002 324,000 0,493 
Ʃ  1,187  6,637 

 

The maximum allowable current of the studied transformer 
based in eq. (8) is evaluated as follows:   

I𝑚𝑚𝑓𝑓𝑚𝑚 = � 1 + 0.232
1 + 6.637 × 0.232

= 0.696 

The maximum allowable load current in Ampere (A) is 
evaluated as:  

I𝑚𝑚𝑓𝑓𝑚𝑚 = 0.696 × 79.2 = 55𝐴𝐴 

The continuous kVA rating of the transformer during service 
is evaluated as:  

𝐸𝐸𝐸𝐸𝑢𝑢𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑘𝑘𝑘𝑘𝐴𝐴 = 500 × 0.696 = 347.263𝑘𝑘𝑘𝑘𝐴𝐴 

During service, this equivalent kVA is the valuation of the 
continuous power rating the transformer will be operating on under 
the supplied harmonic spectrum. In the event the utility owner 
changes the harmonic loading seen by the transformer, the kVA 
must be re-evaluated 

4.2. Finite Element Method: Proposed Procedure 

In the development of the proposed procedure, Ansys 
Maxwell, an electromagnetic field simulation software, is 
employed. A 3D cross-section of the three-phase, oil-immersed, 
DPVP transformer is developed for the finite element software. 
The short circuit test of the transformer is evaluated using the 
circuit model at fundamental and under harmonic conditions. The 
superposition property of the winding Eddy losses is employed in 
the event when the winding conductor dimensions are not more 
than the skin and proximity effect as well as when the flux degree 
is lesser than the saturation level.  At large, the superposition 
property is employed to evaluate the transformer load losses under 
harmonic conditions. This loss is thereby the arithmetic sum of the 
losses due to different harmonic load current and harmonic orders. 
For the proposed FEM procedure, the windings' leakage flux and 
resistance are used to calculate the different loss components.   

In Figure 5, the 3D FEM cross-section of the studied 
transformer is presented.  The model takes into account the actual 
geometries, material properties and the supplied harmonic 
spectrum.  Undoubtedly, the finer meshing of the geometries takes 
an extended processing time but leads to the most optimised 
solution. Consequently, in the assessment of the various harmonic 
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orders, a concession has been formed between the optimised 
solution and extended processing time. 

 
Figure 5:  Proposed 2D FEM model 

For the purpose of obtaining the results of the proposed 3D 
FEM procedure, the following steps are carried out on the 
transformer model: 

• Excitation of the windings by the harmonic load current of each 
harmonic order,  

• The corresponding flux density distribution in the active 
components are then calculated,   

• The triggered currents generated by the distributed flux along 
with the material core, are determined, and  

• The resistances of the windings are then presented to the 
geometries and the winding Eddy losses are then computed 
premised on the copper.  

In the event the transformer under study is operating at a 
fundamental frequency, the load losses by employing the proposed 
FEM procedure are tabulated as shown in Table 3.  

Table 3: Technical specification 

Loss component Value 
HV load loss (Watts) 879,16 
LV Load loss (Watts) 455,45 

Total Load loss (Watts) 1334,59 
 

 
Figure 6: Magnetic flux leakage distribution. 

In the magnetic circuit of the studied transformer, the 
distribution of the magnetic flux density is illustrated in Figure 6. 

At loading condition during service, the short circuit phenomena 
of the transformer may be presumed and the amplitude of the 
magnetisation current and leakage flux are minimal. As a result of 
the short circuit of the winding phases, significant density seeps 
through the windings. The latter presents a crucial factor in this 
condition. Under the supplied harmonic spectrum supplied in 
Figure 2, the total transformer losses are calculated as illustrated in 
Table 4 below.   

The services load losses for each harmonic order is attained and 
tabulated as shown in Table 4 as 1410.53W. 

Table 4: K-factor estimation 

h 𝑰𝑰𝒉𝒉(A) 𝑷𝑷𝑯𝑯(W) 𝑷𝑷𝑳𝑳(W) 𝑷𝑷𝑻𝑻𝑻𝑻𝑻𝑻(W) 
1 1,000 668,09 346,10 1014,19 
3 0,350 167,02 86,53 253,55 
5 0,170 58,28 29,68 87,95 
7 0,120 20,05 11,49 31,54 
9 0,092 6,68 2,87 9,56 

11 0,071 5,51 2,83 8,34 
13 0,051 1,82 0,74 2,56 
15 0,043 0,61 0,49 1,10 
17 0,040 0,81 0,39 1,20 
19 0,039 0,37 0,18 0,55 
Ʃ  929,24 481,29 1410,53 

 

The winding Eddy losses at fundamental and under harmonic 
conditions are acquired by the difference between the total 
transformer losses and copper losses. The overall load current is at 
both conditions is presumed to be 1 p.u. The winding copper losses 
at a fundamental frequency and current as evaluated as:  

3 × [1.442(121.5) + 722(0.03)] = 1320.36𝑊𝑊 

The winding Eddy losses at fundamental frequency are 
evaluated as:  

1410.53 − 1320.36 = 14.23𝑊𝑊 

The winding Eddy losses under harmonic conditions is 
evaluated as:   

1410.53 − 1320.36 = 90.18𝑊𝑊 

By employing eq. (5), the harmonic loss factor is the ratio of 
the winding Eddy losses under harmonic conditions and at 
fundamental frequency.   

𝐹𝐹𝐻𝐻𝑁𝑁 =
90.17
14.23

= 6.337 

Given that harmonic load current is equivalent to the rated 
current of the studied transformer (i.e. 1 p.u), the harmonic factor 
for the proposed FEM procedure is equal to the K-Factor as 6.337. 

4.3. Method Comparison 

The most significant outcomes of de-rating the transformer 
under study are presented in this sub-section. To critically evaluate 
the performance of the analytical method and the proposed FEM 
procedure, the harmonic loss factors under the supplied harmonic 
spectrum are compared.   
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Table 5: Harmonic loss factor comparison 

Method 𝑭𝑭𝑯𝑯𝑳𝑳 
AM 6,693 
PFEM 6,337 

 

Comparatively, the proposed 3D FEM procedure envisage a 
lower harmonic loss factor than the analytical method as evidenced 
in Table 5. The assumption by the analytical method on the direct 
proportion between the winding Eddy losses and the harmonic load 
current is glitch, which then yield hidebound results. The 
maximum allowable current of the studied transformer based in eq. 
(8) is evaluated as follows:   

I𝑚𝑚𝑓𝑓𝑚𝑚 = � 1 + 0.232
1 + 6.337 × 0.232

= 0,71𝑝𝑝.𝑢𝑢 

The maximum allowable load current in Ampere (A) is 
evaluated as:  

I𝑚𝑚𝑓𝑓𝑚𝑚 = 0.71 × 79.2 = 55,93𝐴𝐴 

The equivalent power rating (in kVA) of the transformer using 
the proposed FEM procedure is:  

𝐸𝐸𝐸𝐸𝑢𝑢𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑘𝑘𝑘𝑘𝐴𝐴 = 500 × 0.71 = 353,10𝑘𝑘𝑘𝑘𝐴𝐴 

The performance of the analytical procedure recommended by 
the C57.110-2018 standard and the proposed 3D FEM procedure 
are compare and tabulated as shown in Table 6.  Comparatively, 
the results indicate that the two methods are close,  regardless of 
the fact that the classical analytical procedure is hidebound. 

Table 6: Transformer rating comparison 

Method kVA 𝑰𝑰𝒎𝒎𝒎𝒎𝒎𝒎(A) 

AM 347,26 55,01 

PFEM 353,10 55,93 

A further look into the results indicates that since the analytical 
method cannot consider parameters such as skin effect, proximity 
effect, and the magnetic flux leakage on the windings, it can 
underestimate the equivalent kVA and maximum allowable 
current. Based on practical perspective during service, this unit 
may experience issues such as stray gassing. The authors presented 
the work related to this phenomenon in the publications [14] and 
[15]. The embedding of FEM into the design philosophy proves to 
have enhanced results. The authors herein have also presented 
additional work on this application in [16] and [17].     

5. Conclusion  

In this work, an extension of previous work [10], the impact of 
harmonics and distortion upon a DPVP transformer predicated on 
the classical method has been investigated with the ambition to 
examine its de-rating capability. A 3D FEM procedure has been 
proposed to evaluate the equivalent power rating and maximum 
allowable load current of a 500kVA, three-phase, oil-immersed, 
DPVP transformer. The following conclusions can be drawn from 
the case scenario and the practical experience of the transformer 
under study:  

• The most crucial impact of the harmonics load current upon 
transformers planned for the DPVP application is the service 
winding Eddy losses and the load losses.  

• A surge in the transformer service losses under harmonic 
conditions carries off premature insulation materials and 
designed transformer service lifetime. The power rating (kVA) 
of a DPVP transformer must consequently be de-rated under 
harmonic conditions. 

• The conservative assumption of the C57.110-2018 standard of 
the direct proportion between the winding Eddy losses and the 
harmonic load current is a glitch as it does not take into account 
parameters suchlike skin effect, proximity effect, and the 
magnetic flux leakage on the windings 

The proposed 3D FEM procedure as a highly accurate 
procedure for evaluating the transformer service losses under 
harmonic conditions as it takes into account parameters that cannot 
be captured by the procedure proposed by the C57.110-2018 
standard may be employed in the final design stage for de-rating. 
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 The objective of this research is to propose the estimator of the population mean for 
incomplete data by using information of simple linear relationship model in the data set. In 
addition, the factorization of the likelihood function is created to derive the maximum 
likelihood estimator for the population mean. The simulation study was conducted for 630 
situations to compare the efficiency of the proposed estimator with the two population mean 
estimators, namely pairwise deletion and Anderson estimators. In this study, two criteria—
bias and mean square error—of the performances for estimators are examined. It is found 
that all percentage levels of missing data, the mean square error of the proposed estimator 
tends to be lower than those of pairwise deletion and Anderson estimators for the large 
correlation levels between two variables in the data set whatever the sample sizes will be, 
especially for the large percentage level of missing data. However, for the small correlation 
between two variables in the data set, the three estimators tend to have the same 
performances in terms of both two criteria for all sample sizes and all percentage levels of 
missing data. 
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1. Introduction 

Missing data are frequently found in many fields of research 
[1,2]. For example, some individuals may refuse to express any 
attitude for some sensitive questions in an opinion survey. In an 
experimental research, the experimental units may be leave or die 
before the experiment is completed. In longitudinal study, the 
monotone missing data pattern usually occurs. These missing data 
problems lead to increase an inaccuracy of the inference about the 
parameters in the population if the researchers ignore about the 
missing value in the data set. In estimation of the population mean 
for incomplete data set, imputation technique [3,4] is one of the 
familiar methods that researchers used it to replace the missing 
values with substituted values before estimate the population mean 
by using standard methods. However, the variance of estimator for 
this technique is underestimated and lead to the wrong inference 
about the population mean [5–7].  Available cases analysis is 
another technique that sample mean is used for estimation about 
the population mean and sometimes this is called pairwise deletion 
method. Moreover, this method will not suitable for the large 
amount of missing values because it will give the biased estimator 

and its standard error will increase [5, 8]. Ignoring missing values 
from the data set for inferential statistical analysis will affect the 
reliability of the conclusion about parameter in the population as 
the studied of [9–13]. Therefore, there are several researchers 
proposed about the estimators of the population mean for 
incomplete data set by considering only available cases analysis as 
follows: the maximum likelihood estimators of parameters for a 
bivariate normal distribution and case of some observations are 
missing for one variable were studied by [14]. That is, the 
factorization of likelihood function approach that proposed by [14] 
has been mostly used to derive the estimators of parameters for 
incomplete data set such as  the studied of [15] and the research of 
[16]. Furthermore, these studies were found that the estimators 
derived by using likelihood function approach have a good 
performance, especially for a small sample size. Therefore, the 
proposed estimator of the population mean for incomplete dataset 
was derived based on a factorization of the likelihood function and 
using information of a simple linear relationship model in the data 
set. Moreover, a simulation study was conducted 630 situations to 
compare the efficiency of the proposed estimator with the two 
estimators, namely pairwise deletion estimator and Anderson 
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estimator. In this study, the efficiency comparison criteria are bias 
and mean square error (MSE).  

2. Materials and Methods 

In this paper, the estimation methods of a population mean 
for incomplete data set are studied for efficiency comparison as 
follows: 

2.1. Anderson Estimator 

In 1957, the maximum likelihood estimators of the parameters 
of a bivariate normal distribution for incomplete data set with one 
variable was proposed by [14]. Suppose random variables 1Y  and 

2Y  have the bivariate normal distribution with mean vector 

1 2( , )µ µ and covariance matrix
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. Suppose r 

observations of 1Y  and 2Y  are bivariate normally distributed with 

mean vector 1 2( , )µ µ and covariance matrix 
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. In 

addition, n− r observations of 1Y  are normally distributed with 

mean 1µ  and variance 2
1σ . The data are shown in Figure 1. 

11 1r 1,r+1 1n

21 2r

, ... , , , ... , 
, ... , 

y y y y
y y

 

Figure 1: Missing data pattern of the bivariate normal distribution 

From data pattern in Figure 1, the likelihood function of vector 
parameter * 2 2

1 2 1 2 12θ = ( , , , , )µ µ σ σ σ  can be written in the 
formula of equation (1). 
 

* 2 2
Obs 1j 1 1 | 2j 0 1 1j 2|11 2 1

j 1 j 1
L(θ |Y ) = f ( | , ) f ( | , )µ σ β β σ

= =

+∏ ∏
n r

Y Y Yy y y     (1)      

where 0 2 1 1= β µ β µ− ,   2
1

1
 = σ

β ρ
σ

   and  2 2 2
2|1 2 =  (1 )σ ρ σ− . 

The maximum likelihood estimators of 2 2
1 1 2|1 1, , ,µ σ σ β  and 0β  

are as follows: 

1 1 1j
j=1
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′−

∑

∑

r
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y y y y

y y
  and  0 2 1 1

ˆ ˆ =    β β′ ′−y y     

where, 2 2
1 1j 1

j=1

1s  =  ( )′ ′−∑
r

y y
r

, 2 2j
j=1

1 =  ′ ∑
r

y y
r

, 1 1j
j=1

1 =  ′ ∑
r

y y
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2 2
2 2j 2

j=1

1s  =  ( )′ ′−∑
r

y y
r

  and  12 1j 1 2j 2
j=1

1s  =  ( )( )′ ′ ′− −∑
r

y y y y
r

. 

Moreover, the maximum likelihood estimators of 2µ  and 2
2σ  are 

given by 2 2 1 1 1
ˆˆ = ( )µ β′ ′− −y y y  and 2 2 2 2 1

2 2|1 1 1 1
2

ˆˆ ˆˆ ˆ ˆ = =
ˆ
σ

σ σ β σ β
σ

+ , 

respectively.  

2.2. Pairwise Deletion Estimator 

In this study, pairwise deletion estimator is the estimation of 
the population mean for incomplete data set based on complete 
data or available-cases analysis [5], even if the values for the same 
individual on other variables are missing. Suppose three variables 

1 2,Y Y  and 3Y  are trivariate normally distributed in the population 
and n observations of 1Y  are completely observed for all 
individuals, but 2Y  and 3Y  are not completely observed for all 
individuals or they have missing data occurrence. That is, r 
observations of 2Y  are observed whereas n− r observations of 3Y  
are observed. Available cases analysis for the population means 

1 2, µ µ  and 3µ  can be written in the forms of equation (2).  

1 1j
j=1

1ˆ  = µ ∑
n

y
n

, 2 2j
j=1

1ˆ  = µ ∑
r

y
r

 and 3 3j
j = r+1

1ˆ  =µ
− ∑

n
y

n r
             (2) 

Under MCAR [5] of the missing data mechanism, pairwise 
deletion method will yield consistent and unbiased estimators in a 
large sample size [5]. 

2.3. The Proposed Estimator of the Population Mean for 
Incomplete Data Set 

In this section, the estimator of the population mean for 
incomplete data set is proposed. This proposed estimator is derived 
using the factorization of the likelihood function [5,14] and a 
procedure of finding the usual maximum likelihood estimator is 
applied. Suppose dependent variable 1Y  is assumed to have the 
linear relationship with independent variable 1X  and its 
relationship model is given by equation (3).  

1j 0 1 1j 1jy xδ δ ε= + + ,
  

  1, 2, ...,j n=          (3)
 

where 0δ    and are random 1jε and  , are unknown parameters 1δ   

errors that have the normal distribution with mean 0 and variance 
2
1σ . Then the mean and variance of 1Y  can be written as 

( )1 0 1 1 1E Y Xδ δ µ= + =  and ( ) 2
1 1V Y σ= , respectively. Further, 

1jε  can be written in the form of equation (4).    

1j 1j 0 1 1jy xε δ δ= − − ,
  

  1, 2, ...,j n=          (4) 

Let 2Y

2µ  and variance 2
2σ . In addition, r observations of 1Y  and 2Y
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( )0 1 1 2,Xµ δ δ µ= +  and covariance matrix 
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. 

The n− r observations of 1Y  are normally distributed with mean 

0 1 1Xδ δ+  and variance 2
1σ . The study data pattern is shown in 

Figure 2.     
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Figure 2: Missing data pattern of the proposed study 

Let 1E  be a random variable that have the relationship of 1Y  and 

1X  in the form of 1 1 0 1 1E Y Xδ δ= − − . Then two random 
variables 1E  and 2Y  are bivariate normally distributed with mean 

vector ( )20,µ µ=  and covariance matrix 
2
1 12

2
12 2

.
σ σ

σ σ

 
∑ =  

  
 

Additionally, the missing data pattern of 1E  and 2Y  are shown in 
Figure 3.     

1 2

11 21

12 22

1r 2r

1,r+1

1n

1
2

1

E YObservations
y
y

yr
r

n

ε
ε

ε
ε

ε

+

 

 

 

Figure 3: Random error and missing data pattern of 2Y  

Lemma 1 Let 1 1 0 1 1E Y Xδ δ= − − , 1Y  and 2Y  be the random 
variables where 0 1,δ δ  are unknown parameters and 1X  be 
independent variable. Suppose 1E  and 2Y  are bivariate normally 

distributed with mean vector ( )20,µ µ=  and covariance matrix
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
.  Then, 2 1 1Y E ε=  is normally distributed with 

mean 2|1 2 12 1µ µ τ ε= +  and variance 2 2 2
2|1 2(1 )σ ρ σ= −  where

1 1 0 1 1y xε δ δ= − − ,. 2
2|1 0 1 2|1 12( , , , )θ δ δ σ τ= and  2

12
1

ρσ
τ

σ
=    

Proof Let 1 1 0 1 1E Y Xδ δ= − −  and 2Y  be bivariate normally 

distributed with mean vector ( )20,µ µ=  and covariance matrix
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. Then, the joint probability density function of 

1E  and 2Y  is given by equation (5). 

12 1 2 12
2 21 1 1 2 2 2 222 1 1 2 22(1 )
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ε ε µ µ
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       − − − − +       
      −   

=

−

where 1ε−∞ < < ∞ , 2y−∞ < < ∞  and 2
2|1 0 1 2|1 12( , , , )θ δ δ σ τ= . 

Moreover, the probability density function of 1E  is given by 
equation (6). 

21 1
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 =       (6)  

where 1ε−∞ < < ∞  and 2
1 0 1 1( , , )θ δ δ σ= .    

Hence, a conditional probability density function of 2Y  given 

1 1E ε=  can be written as follows:    
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y

e
µ

σ

πσ

− −
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where 2|1 2 12 1µ µ τ ε= +  and 2 2 2
2|1 2(1 )σ ρ σ= −   .          

From Equation (7), this is the probability density function of a 
normal distribution with mean 2|1 2 12 1µ µ τ ε= +  and variance

2 2 2
2|1 2(1 )σ ρ σ= − . Therefore, a random variable 2 1 1Y E ε=  is 

normally distributed with mean 2|1 2 12 1µ µ τ ε= +  and variance 

2 2 2
2|1 2(1 )σ ρ σ= −  where 1 1 0 1 1y xε δ δ= − −  and 2

12
1

.ρσ
τ

σ
=     

http://www.astesj.com/


J. Sinsomboonthong et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 161-169 (2021) 

www.astesj.com     164 

Lemma 2 For 1, 2, ..., ,j r= the two random variables 1jE  and 2jY  
are assumed to have the bivariate normal distribution with a mean 

vector ( )20,µ µ=  and covariance matrix
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. For 

1, 2, ..., ,j r r n= + +  the random variable 1jE  is assumed to have 

a normal distribution with a mean 0 and variance 2
1σ where

1j 1j 0 1 1jE Y Xδ δ= − − ; 0δ  and 1δ are unknown parameters and 

1jX be independent variable. Let [ ]11 12 1n 21 22 2r... ...W E E E Y Y Y ′=  
be a random vector. Then, the likelihood function of parameter 
vector 2 2

0 1 1 2|1 12( , , , , )θ δ δ σ σ τ=  is denoted by equation (8). 

( ) ( )
( )211 2 2j 2|121j2 22 12 21 2|112 2

1 2|1

( | )

2 2 ( )8

rn
yn r

ji

L w

e e
µε

σσ

θ

πσ πσ
− −−

− − ==

=

   ∑∑   
  
      

where 2 2 2
2|1 2(1 )σ ρ σ= −  and 2

12
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ρσ
τ

σ
= ,  1j 1j 0 1 1jy xε δ δ= − −    

Proof  For 1, 2, ..., ,j r= the two random variables 1jE  and 2jY  are 
assumed to have a bivariate normal distribution with mean vector 

( )20,µ µ=  and covariance matrix
2
1 12

2
12 2

.
σ σ

σ σ

 
∑ =  

  
 For 

1, 2, ..., ,j r r n= + +  the random variable 1jE  is assumed to have 

a normal distribution with a  mean 0 and variance 2
1σ . 

Let [ ]11 12 1 21 22 2... ...n rw y y yε ε ε ′=  be a vector of value for the 

random vector [ ]11 12 1n 21 22 2r... ... .′=W E E E Y Y Y  Then, the 

likelihood function of 2 2
0 1 1 2|1 12( , , , , )θ δ δ σ σ τ=  can be written 

as follows: 
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From Lemma 1, the likelihood function ( | )L wθ  in equation (9) 
can be written as 
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Theorem 1 For 1, 2, ..., ,j r= the two random variables 1jE  and 

2jY  are assumed to have a bivariate normal distribution with mean 

vector ( )20,µ µ=  and covariance matrix
2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
. For 

1, 2, ..., ,j r r n= + +  the random variable 1jE  is assumed to have 

a normal distribution with mean 0 and variance 2
1σ where

1j 1j 0 1 1jE Y Xδ δ= − − ; 0δ  and 1δ are unknown parameters and 

1jX be independent variable. Let [ ]11 12 1n 21 22 2r... ...W E E E Y Y Y ′=  
be a random vector. Then, the factorization maximum likelihood 
estimator of 2µ  is given in equation (10). 
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Proof  Let [ ]11 12 1n 21 22 2r... ...W E E E Y Y Y ′=  be a random vector. 
From Lemma 2, we known that the likelihood function of 

2 2
0 1 1 2|1 12( , , , , )θ δ δ σ σ τ=  is denoted by equation (8). Then, the 

log-likelihood function can be written in the form of equation 
(11).                        
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From Lemma 1, the random variable 2 1 1Y E ε= is normally 
distributed with mean 2|1 2 12 1µ µ τ ε= +  and variance 

2 2 2
2|1 2(1 )σ ρ σ= −  where 1 1 0 1 1y xε δ δ= − −  and 2

12
1

.ρσ
τ

σ
=   

Then, the log-likelihood function as shown in equation (11) need 
to maximize and achieve the maximum likelihood estimators of 

2µ , 0δ , 1δ    and are as follows: 12τ    
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Equation (12) is multiplied by 1j
1=
∑

n

j
x , then it will give the form 

in equation (14). 
2

0 1 1j1j 1j 1j
1 1 1 1

δ δ
= = = =

 
− −   
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n n n n

j j j j
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Equation (13) is multiplied by n, then it will give the form in 
equation (15).   

2
1j 0 1j 11j 1j
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δ δ
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Subtraction equation (14) from equation (15), then it will give the 
form in equation (16).      
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Additionally, the value of 1δ  that maximize the log-likelihood 
function is denoted by 
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Therefore, the maximum likelihood estimator of 1δ  is given by  
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From equation (12), the form of this equation can be written as 

0 1 1j1j
1 1

δ δ
= =

= −∑ ∑
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j j
n y x  or Then, the maximum  . 0 1 1 1yδ δ= − x     

likelihood estimator of 0δ  is given by 0 1 1 1
ˆ ˆy xδ δ= − . 

From Lemma 1, we know that 2|1 2 12 1µ µ τ ε= +  then the 
maximum likelihood estimator of parameter 12τ  can be derived 
as follows:   
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Equation (18) is multiplied by 1
1

r

j
j
ε

=
∑ , then it will give the form 

in equation (19).  
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Equation (17) is multiplied by r, then it will give the form in 
equation (20).    
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Subtraction equation (19) from equation (20), then it will give the 
form in equation (21).    
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Furthermore, the value of 12τ  that maximize the log-likelihood 
function is denoted by 
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maximum likelihood estimator of parameter 2µ  is given by
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ˆ ˆ  =     µ τ ′′ −y e . 

 
Figure 4: Biases of the three estimators for percentage of missing data equals 

10 of each sample size 

3. Results of a Simulation Study 

The efficiency investigation of the proposed estimator and 
comparison of its efficiency with the two estimators—Anderson 

and pairwise deletion estimators—are studied via the simulation 
data. Moreover, these data are generated 630 situations and 
repeated 50,000 times for each situation. In this section, the criteria 
in terms of bias and mean square error are used for efficiency 
comparison. The population data of random variables 1Y  and 2Y  
are generated in the form of bivariate normal distribution with 
mean vector ( )0 1 1 2,µ δ δ µ= − X and covariance matrix

2
1 12

2
12 2

σ σ

σ σ

 
∑ =  

  
.  

 
Figure 5: Biases of the three estimators for percentage of missing data equals 

20 of each sample size 
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Figure 6: Biases of the three estimators for percentage of missing data equals 
30 of each sample size 

In this study, the values of parameters are defined as follows: 
2

0 1 2 22, 3, 5, 9δ δ µ σ= = = = and the correlations between 1Y  
and 2Y  are given by 1.0, 0.9, ...,0, ...,0.9, 1.0ρ = − − . Then, the 
samples of size n = 10, 20, 30, ..., 100 are randomly taken from 
these populations. Missing data mechanism in the form of MCAR 
[5] for three levels—10%, 20% and 30%—are constructed from 
each sample. The simulation results are shown in Figure 4 to 
Figure 9. Figure 4 to Figure 6 show that when percentages of 
missing data equal 10, 20 and 30 of each sample size, bias of the 

proposed estimator tends to be no difference from those of pairwise 
deletion and Anderson estimators for almost all sample sizes and 
all levels of the correlation between two variables in the data set. 
Moreover, some situations (e.g., n = 20, 30 and percentage of 
missing data in the data set equals 30) and negative high 
correlation between two variables, its bias tends to be smaller than 
the bias of pairwise deletion and Anderson estimators. 

 

Figure 7: Mean square errors of the three estimators for percentage of missing 
data equals 10 of each sample size 
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Figure 8: Mean square errors of the three estimators for percentage of missing 
data equals 20 of each sample size 

When considering the performance of the proposed estimator 
in term of mean square error in Figure 7, it is found that the mean 
square error of the proposed estimator tends to be lower than those 
of pairwise deletion and Anderson estimators for the large 
correlation levels between two variables in the data set and all 
sample sizes when the data have 10 % of missing data.   

 

Figure 9: Mean square errors of the three estimators for percentage of missing 
data equals 30 of each sample size 

For higher percentages of missing data of each sample sizes as 
show in Figure 8 and Figure 9, the performance of the proposed 
estimator in term of mean square error are similar to the case of the 
small percentages of missing data as mention above. Additionally, 
the mean square error of the proposed estimator tends to be 
obviously lower than those of pairwise deletion and Anderson 
estimators for the large correlation levels between two variables in 
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the data set whatever the sample sizes will be. However, for the 
small correlation levels between two variables in the data set, the 
three estimators tend to have the same performances in terms of 
both two criteria—bias and mean square error—for all sample 
sizes and all percentage levels of missing data. This simulation 
study is found that the mean square errors of three estimators tend 
to be decrease when the sample size increases for all levels of the 
correlations between two variables in the data set and all levels of 
the percentages of missing data. In addition, the mean square error 
of the proposed estimator tends to be lower than those of the two 
estimators—pairwise deletion and Anderson estimators—for the 
small sample sizes (e.g., n = 10, 20, 30) and high correlations (e.g., 
ρ = -0.1, -0.9, -0.8, 0.8, 0.9, 1.0) between two variables in the data 
set, especially the percentage of missing data is equal to 30. 
However, the mean square errors of three estimators tend to have 
a similar performances for the low correlations between two 
variables in the data set and all levels of the percentages of missing 
data.    

4. Discussion 

In this study, the simulation results show that pairwise deletion 
estimator tends to be a biased estimator for the small sample sizes 
as mention by [5,9]. Moreover, the maximum likelihood estimator 
of the population average for incomplete data set is derived by 
using factorization of the likelihood function approach [14] tends 
to have a good performance for the large correlation levels between 
two variables in the data set and small sample sizes. This conforms 
to the studies of [14,16]. In addition, the maximum likelihood 
estimation of the population mean for incomplete data set tends to 
have a good efficiency for small sample sizes as the study of [7]. 
This discovery of the proposed estimator will benefit for some 
applications in the real life data, especially nowadays it is the era 
of big data analysis which has the large number of variables in data 
set. Therefore, we should find the relationships of some attributes 
in data set before estimating the average of the interested variables 
for incomplete data analysis. Further, this proposed estimator will 
lead to correct estimate as possible. 
5. Conclusion 

The proposed estimator of the population mean for incomplete 
dataset was derived by using the linear relationship between some 
variables in the data set and the factorization of likelihood 
function [14] was created to derive the proposed maximum 
likelihood estimator. Additionally, the investigation of this 
proposed estimator was studied via the simulation data for 630 
situations to compare the efficiency in terms of bias and mean 
square error with two estimators, namely pairwise deletion and 
Anderson estimators. It is found that the efficiency of the 
proposed estimator tends to be better than those of two above 
mention estimators, especially for case of the high percentages of 
missing data and the strong linear correlation between two 
variables (e.g., the  degree of ρ  close to -1 or 1) whatever the 
sample size will be. However, for the small correlation between 
two variables (e.g., the degree of ρ close to zero), the three 
estimators tend to have the similar efficiencies for all sample sizes 
and all percentage levels of missing data.     
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 The importance of rare earth resources is increasing and a lot of investigations are 
conducting all over the world. As a result, it was discovered that abundant deep-sea mud 
contained rare-earth elements on the deep-sea floor. The suction mining method can be one 
of the effective seabed mining methods to recover these seafloor sediments. However, it is 
required to evaluate the deformation behavior of the sediments in seabed mining in terms of 
environmental evaluation. For this reason, this study investigates the deformation behavior 
of sediments with different water contents by a laboratory suction test. In the test, the 
sediments filled in a box whose size is 155 mm× 50 mm×180 mm are vacuumed with a 
suction pump. The suction pressure of the pump is adjusted to 4.0 kPa, the diameter of the 
suction pump is 10 mm, and the duration of suction is 8 seconds. The results show that 
suction volume increases with an increase of water content/liquid limit ratio. In addition, the 
deformation behavior can be categorized as three shapes based on water content/liquid limit 
ratio; sharp, cone-shaped, and gentle circular arc when the ratio of water content/liquid 
limit is under 1.3, from 1.3 to 1.6, and over 1.6, respectively. Furthermore, the application 
of sealants on the sediment surface is effective to reduce the environmental disturbance 
although its density has to be the same level as the density of sediments to inhibit sinking the 
sealants. 

Keywords:  
Rare-Earth 
Sealing material 
Submarine Mining 
Suction mining 
Surface coverage 

 

 

1. Introduction  
The demand for rare mineral resources is growing day by day. 

Rare earth elements have an important role in modern industry and 
are used in recent technologies, e.g., electric vehicles, wind 
turbines, solar panels, rechargeable batteries, mobile phones,  a 
light-emitting diode (LED), and laser system. A lot of 
investigations are conducted to discover new ore deposits all over 
the world. The results of various surveys have confirmed the 
presence of abundant deep-sea mud which contains the rare-earth 
elements as the seafloor sediments [1, 2], meaning that it could be 
a promising option as a source of supply of rare-earth resources for 
the future if these untouched resources on the deep seafloor can be 
recovered. Some heavy machines/systems are introduced for the 
exploitation of resources of the seabed for digging, collecting, and 
transportation [3]. Regarding the deep-sea sediment contained the 
rare-earth elements, suction mining can be preferred as one of the 
effective methods because the sediments are the aggregation of 
fine particles and can be suctioned. In addition, the suction mining 

method has higher applicability than other mining methods using 
heavy machines when ore deposits exist on and under the deep 
seafloor. On the other hand, the development of these untouched 
seabed resources must be carried out considering the 
environmental impacts on the ecosystem in the sea to protect 
biodiversity. The development of deep-sea minerals does not still 
incorporate into society, and local communities care about the 
environmental impact on the ocean ecosystems due to the lack of 
investigations [4]. 

Mining developments in land-based mining such as surface and 
underground mining causes adverse environmental impacts 
historically: water pollutions, the impact on groundwater 
hydraulics and surface topography, the destruction of 
habitat/ecosystems, and the loss of diversity. These adverse 
impacts are often the results of poor planning, the inadequate 
process of environmental remediation, and insufficient inspection 
after mine closure due to the lack of standard regulations. The 
regulation of seabed mining is not established yet because there are 
insufficient baseline data of environment in the deep-sea is lacking 
[5]. Therefore, various researches have been reported recently in 
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terms of the regulations known as ‘Mining Code’ [5-9]. Several 
approaches suggested to establish the regulation of deep seabed 
mining such as adaptive management and utilizing the legal 
framework in the surface mining reclamation [10, 11]. 

Regarding the suction mining, the hybrid system of air-lift 
pump combined with the device of dredging using the jet pump is 
expected to adopt. The air-lift pump is an expected technology to 
transport the seabed minerals from the deep seafloor, but the 
extraction of the seafloor sediments with this system may be not 
efficient. Therefore, another mechanism to extract the sediments 
requires for the efficient mining system. Some devices have been 
developed for dredging using a jet pump in the civil engineering 
field [12-14]. The technology of dredging can be adopted for the 
extraction of seabed resources. However, it is required to evaluate 
the deformation behavior of the sediments in seabed mining 
because it causes suspension and topographic variation. For this 
reason, it is important to estimate and control the deformation 
behavior of the sediments in seabed mining. In addition, the 
impacts on the surrounding environment include the diffusion and 
redeposition of suspended particles caused by mining. In fact, 
sediments containing toxic metals such as arsenic have been found 
near seabed hydrothermal deposits [15, 16]. Thus, sealants are 
considered as one of the potential methods to reduce the 
environmental impact in seabed mining [17]. This study uses 
cement-based materials as sealants based on ground improvement 
technology in the civil engineering field. Ground improvement is 
often used to improve the stability of buildings by solidifying soft 
ground and making it strong by adding improvement materials. It 
is also widely used for additives and technologies to 
immobilization of toxic substances in contaminated soil/ground. 
Cement-based materials are also adopted to construct offshore 
structures using underwater concreting. Several kinds of research 
investigated the properties of cement-based materials in deep-sea 
conditions and showed the results of  the deterioration mechanism 
due to the microstructural changes with pressurization [18, 19] 

The authors invented an environment-friendly underwater 
mining method that aims to control the dispersion of seabed 
surface sediments and fill the extracted areas by sealing a 
submerged mine site with anti-washout cement-based sealants. 
That is to say, sealants can restrain suspension by covering the 
mining area in advance. Figure 1 illustrates the idea of the 
underwater mining method. This paper discussed the deformation 
behavior of the sediments which contain the rare-earth elements on 
the deep sea, and the application of sealants in the suction mining 
method by means of several laboratory tests. 

 
Figure 1: Environment-friendly Submarine Mining 

 

2. Preparation of Sediment and Suction Test 
2.1. Sediment Samples 

The sediments contained the rare-earth elements on the deep 
sea are classified as clay on soil classification according to the 
previous investigation results by Ministry of Economy, Trade and 
Industry. The state of sediments is saturated in the seafloor, 
indicating that the liquid limit and water content can be the related 
parameters to show their properties. However, the liquid limit and 
water content of the sediments are different depending on the place 
as shown in Table 1, indicating that it is expected that these 
differences affect the deformation behavior of the sediments on 
suction mining. Therefore, some sediment samples which had a 
different liquid limit and water content were prepared for the 
suction test. Those samples were prepared by blending two types 
of bentonite (see Table 2) in different mixing ratios. Liquid limit 
of each soil sample is 50%, 60%, 70%, 80%, 90%, 100%, 
respectively. Each mixing ratio is shown in Table 3. 

Table 1: Property of Sample of Deep-sea Mud 
(Ministry of Economy, Trade and Industry in Japan, 2016) 

 Density 
(g/cm3) 

Liquid limit 
(%) 

Water Content 
(%) 

A-1 2.850 116.3 124.1 
A-2 2.831 111.1 138.9 
A-3 2.792 98.7 156.3 
A-4 2.792 105.4 140.3 
B 2.833 117.1 128.8 
C 2.821 109.8 146.1 

Table 2: Property of Bentonite 

 Density 
(g/cm3) 

Liquid limit 
(%) 

Bentonite I 2.507 48.84 
Bentonite II 2.661 110.01 

Table 3: Mixing Ratio and Liquid Limit of Sediments 

 Liquid limit 
(%) 

Mixing ratio (%) 
I II 

WL=50 50 99.06 0.94 
WL=60 60 80.50 19.50 
WL=70 70 61.94 38.06 
WL=80 80 43.38 56.62 
WL=90 90 24.82 75.18 

WL=100 100 6.26 93.74 

2.2. Suction Test 

A conceptual diagram of the suction test is shown in Figure 2. 
The sediment samples which arranged the water contents from 
60~160% were filled into the plastic box. In the suction test, the 
ratio of water content and liquid limit (WC/WL) was defined to 
evaluate the fluidity of sediment samples quantitatively. The water 
content/liquid limit ratio of the sediment samples is from 
1.00~1.85. The length, width, and height of the sediments are 155 
mm, 50 mm, and 130 mm, respectively. The sediments are 
vacuumed with a suction pump from the center of the surface of 
the sediments. The suction pressure of the pump is adjusted to 4.0 
kPa (maximum suction pressure of the pump is 21.4 kPa). The 
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diameter of the suction pump is 10 mm and the duration of suction 
is 8 seconds. The suction target is 50 mm depth from the simulated 
soil surface, meaning that the pump moves downward in 6.25 
mm/sec from the surface of the sediments. At the end of the test, 
the suction volume and deformed shape were measured to evaluate 
the deformation behavior of the sediment samples. The deformed 
shape of sediment samples is identified by measuring the 
maximum vertical length (V) and horizontal length (H) of the 
deformation area. Besides, the span of influence was defined as 
H/V as a normalized parameter to show the deformation behavior. 

 
Figure 2: Conceptual Diagram of Suction Test 

2.3. Results and Discussion 
Figure 3 shows the relation of the ratio of water content/liquid 

limit and suction volume. Suction volume increases exponentially 
with an increase of the water content/liquid limit ratio: its volume 
is 18-70 mL when WC/WL is 1.0 while its volume increases to 194-
533 mL when WC/WL is 1.7. Figure 4 shows the relation of the 
water content/liquid limit ratio and span of influence. The span of 
influence also increases with an increase of water content/liquid 
limit ratio. It is seemingly categorized into 3 parts: H/L is around 
1.0 when the WC/WL is less than 1.3, H/L is around 2.0 when the 
WC/WL is from 1.3-1.6, and H/L is more than 2.0 when the WC/WL 
is more than 1.6. From the aspect of deformation behavior of 
sediment samples, the behavior can be classified into 3 types; sharp 
deformation, cone-shaped deformation, gentle circular arc 
deformation as shown in Figure 5. In comparison with the water 
content/liquid limit ratio and the span of influence, the deformation 
behavior can be defined with the water content/liquid limit ratio. It 
is respectively categorized as sharp, cone-shaped, and gentle 
circular arc when the ratio of water content/liquid limit is under 1.3, 
from 1.3 to 1.6, and over 1.6. In comparison with deformation 
behavior and suction volume, the suction volume is small when the 
deformation behavior is sharp. This result indicates that less 
sediments can be recovered in the limited area at one time, 
meaning that the efficiency of seabed suction mining is expected 
to be small although the environmental impact is also expected to 
be small because the span of influence is small. On the other hand, 
the suction quantity is large when the deformation behavior is a 
gentle circular arc. This result indicates that many sediments can 
be recovered in a wide range at one time, indicating that the 
efficiency of seabed suction mining is expected to be large whereas 
the environmental impact is also large. 

 
Figure 3: Relation of WC/WL and Suction Volume 

 
Figure 4: Relation of WC/WL and Span of Influence 

 

(a) WC/WL<1.3 (sharp) 

 

(b) WC/WL=1.3~1.6 (cone-shaped) 

 

(c) WC/WL>1.6 (gentle circular arc) 

Figure 5: Classified of Deformation Behavior of Sediment Sample 
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3. Application of Sealants as Surface Cover 

3.1. Sealants 

It is important to evaluate and consider the environmental 
impact properly. At present, deformation of seafloor and diffusion 
of the suspended particle is concerned while the environmental 
standard has not been established yet in seabed resources mining. 
Sealants are considered as one of the methods to reduce 
environmental impact in seabed mining. The sealants are based on 
ground improvement techniques and enhanced anti-washout 
ability under the water. The technique is commonly used to 
improve ground stability by injecting cement [20]. In addition, 
these materials are also utilized for restraining the elution of 
detrimental substances by covering mining areas as stated 
previously [21]. Figure 6 shows the conceptual diagram of seabed 
suction mining covered with sealants. These materials are, 
additionally, able to react along the line of deformation of 
landforms and cracks because of their viscosity. From these 
considerations, it is expected to prevent the diffusion of toxic 
materials on the seafloor and protect environmental effects and 
collapse of the ground by applying sealants as a surface cover in 
seabed mining [22]. In this study, slag-type sealants which contain 
slag, polycarboxylic ether, superplasticizer, and hydroxyethyl 
cellulose are used [23]. The water/powder ratio is 30%. 

 
Figure 6: Conceptual Diagram of Seabed Suction Mining 

3.2. Covering Test 

The sealants have to be covered on the surface of the 
sediments to reduce environmental disturbance. However, it is 
suspected to sink the sealants into the sediments due to their 
weight. Therefore, the covering test using sediment samples and 
sealants was conducted to investigate the effectiveness of surface 
covering with sealants. In this test, the sealants are poured into the 
surface of the sediment samples with a funnel. The thickness 
covered by the sealants was 10 mm. The sediment sample is 
prepared with a lower density; the density is 1.23 g/cm3 and 
WC/WL is 1.7. The conceptual diagram of the covering test is 
shown in Figure 7. The sealants which have the different density 
(1.25 ~ 1.60 g/cm3) were prepared in this test. The density of 

sealants was arranged with the modification of aggregate weight. 
The surface area of the container was 28.8 cm2.  Additionally, the 
surface coverage ratio is calculated with the binarization of image 
analysis. This study uses Image J for the image analysis [24]. 
Figures 8 show the relation of coverage ratio and the density of 
sealant. The images were taken from the top of sealants, meaning 
that the coverage ratio is 100% if the sealants remain above the 
sediment sample without sinking. It is clear that the coverage ratio 
can be improved by decreasing the density of sealants. The 
surface coverage is approximately 100% if the density of the 
sealants is below 1.4 g/cm3 while the surface coverage is 
decreased if the density of the sealants is more than 1.5 g/cm3, 
meaning that the sinking of the sealants occurs. Considering the 
density of the simulated sediment is 1.23 g/cm3, it is possible to 
suppress the sinking of the sealant by applying the sealant of the 
same level as the density of sediment samples. 

 
Figure 7: Conceptual Diagram of Covering Test 

 

 
Figure 8: Relation of Density and Coverage Ratio 

3.3. Suction Test with Sealants 

The suction test with sealants was conducted to evaluate the 
deformation behavior of sediment samples when sealants were 
applied on the surface. The suction volume and span of influence 
were measured in this test. The thickness of sealants is 10 mm. 
Other experimental conditions are the same as the test in the case 
of sediment samples only. Figure 9 shows the relation of the ratio 
of water content/liquid limit and suction volume. In either case, 
suction volume increases with an increase of water content/liquid 
limit ratio. The suction volume may be less affected with/without 
sealants while some cases show the decreasing trend: the suction 
volume shows from 44.76-337.63 mL without sealants and from 
61.19-270.14 mL with sealants. Figure 10 shows the relation of the 
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ratio of water content/liquid limit and span of influence. The span 
of influence also increases with an increase of water content/liquid 
limit ratio. Additionally, the span of influence decreases when the 
surface is covered by sealants: it shows from 1.44-3.54 without 
sealants and from 0.33-2.27 with sealants. This might be suspected 
that the adhesive force between sealants and sediments restraint the 
movement of sediments surface. As a result, it is indicated that the 
application of sealants can reduce the environmental impact like 
suspended particles and topographic variation. 

 

Figure 9: Relation of WC/WL and Suction Volume 

 
Figure 10: Relation of WC/WL and Span of Influence 

4. Conclusion 

The abundant deep-sea mud which contains rare-earth 
elements has been found as the seafloor sediments. The 
development of these untouched resources contributes to a 
diversification of the supply sources of the rare-earth resources. In 
this study, the recovery of sediments using seabed suction mining 
is discussed on a laboratory scale. In the results, the deformation 
behavior of the sediments with suction mining can be assessed by 
the ratio of water content/liquid limit. In addition, it is shown that 
the suction volume increases with the ratio of water content/liquid 
limit. In addition, the deformation behavior changes to sharp 
deformation, cone-shaped deformation, and gentle circular arc 
deformation based on the water content/liquid limit ratio. It is 
clarified that the coverage decreases when the density of sealants 
is larger than that of the sediments because the sealants sink into 
the sediments due to their weight. Therefore, the density of sealants 
should be arranged to the same level as the density of sediment 
samples by selecting the proper aggregate. Furthermore, it is 
indicated that sealants can reduce the environmental impact like 
suspended particles and topographic variation because adhesive 

force between sealants and simulated soil restraint the movement 
of sediments surface.  
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 Multi-Robot System (MRS) is a complex system that contains many different software and 
hardware components. This main problem addressed in this article is the MRS design 
complexity. The proposed solution provides a modular modeling and simulation technique 
that is based on formal system engineering method, therefore the MRS design complexity is 
decomposed and reduced. Modeling the MRS has been achieved via two formal 
Architecture Description Languages (ADLs), which are Systems Modeling Language 
(SysML) and Business Process Model and Notation (BPMN), to design the system 
blueprints. By using those abstract design ADLs, the implementation of the project becomes 
technology agnostic. This allows to transfer the design concept from on programming 
language to another. During the simulation phase, a multi-agent environment is used to 
simulate the MRS blueprints. The simulation has been implemented in Java Agent 
Development (JADE) middleware. Therefore, its results can be used to analysis and verify 
the proposed MRS model in form of performance evaluation matrix.  

Keywords:  
Multi-robot System Model 
Model-based System Engineering 
Multi-agent Simulation 
Systems Modeling Language 
Process Model and Notation 
Java Agent Development 

 

 

1. Introduction   

This paper extends the work presented at the 2019 International 
Conference on Mechatronics, Robotics, and System Engineering 
(MoRSE) [1]. Related work can be also seen in [2]. 

Multi-Robot System (MRS) is a cyber-physical system that 
contains more than one robot, each of them owns a unique set of 
capabilities. The idea of an MRS is to solve a complex problem by 
collectively using the current capabilities of existing robots [3]. 
Therefore, the MRS must match the given problem with the 
existing robots’ capabilities, to plan the solution steps. Many MRS 
applications can be seen in swarm robotics, cooperative automated 
transportation, unmanned aerial vehicles, and cooperative 
manufacturing [4]. The advantages of an MRS is increasing the 
performance by saving the time and the effort to solve the problem. 
Moreover, distributing the solution among different robots 
provides more computational processing power, this means faster 
and higher capacity to solve many problems simultaneously [5].  

Implementing an MRS without a proper system architecture 
design is a crucial mistake that is often done by the system 
developers. Because the system requirements and functionalities 
are lost in a non-human readable machine code. Therefore, in this 
article we purpose a model driven development approach that uses 
the system model as the main software artifacts [6]. The proposed 

design approach in this article is based on the V-Model, which is a 
de facto solution for complex systems such as MRS. 

 
Figure 1: The V-Model simplified version – adapted from [6] 

The V-Model shown in Figure 1 describes the required stages to 
build an MRS. In the first stage of the V-Model, the system is 
decomposed. In this stage, the system components and architecture 
are designed based on the system requirements. In the second 
stage, the implementation of the MRS is carried out. The 
implementation of an MRS often involves the coding the 
individual components. In the final stage, the MRS individual 
components are tested through unit tests, then integration tests are 
carried out over sub-systems and eventually the overall integrated 
system. This article focusses on the first stage of the V-Model to 
build an MRS. As the design stage is the most curtail stage of an 
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MRS system building, because all the following stages are 
depending on this design. 

Section 2 of the article describes the problem and the use case 
of concern. Section 3 introduces the background that that is needed 
to model and simulate the use case. Section 4 discusses the system 
requirements that are used to build and evaluate the system 
performance Modeling the use case is explained in detail in section 
5, while its simulation is shown in section 6. Therefore, the 
performance analysis is explained in section 7. Ultimately, the last 
section concludes the work and the future research. 

2. Problem and use case  

The main article objective is to design an MRS architecture 
model that can be simulated and evaluated due to a predefined 
evaluation criterion. An MRS architecture is an overall system 
description that abstracts its functionalities, logic, and constrains 
[7]. Accordingly, it provides an analysis tool to grasp and improve 
system characteristics, and a conceptual model that can be used as 
the system blueprints [8]. In this work, SysML block definition 
diagram is used to describe the proposed MRS architecture and 
components as shown in Figure 2 and Figure 3. SysML diagrams 
will be explained in the next section as many of them are used in 
constructing the proposed MRS design. 

 
Figure 2: SysML block definition diagram for the proposed architecture 

 
Figure 3: SysML internal block diagram for the proposed MRS architecture 

Figure 2 is the proposed MRS block definition diagram. The 
block definition diagram defines the main components of the 
architecture, which are the Requests Manager (RqM), the planner 
(PLN), and the Robots Manager (RbM). Figure 3 shows the 
proposed MRS internal block diagram that describes the 
connections among the components as illustrated in Figure 2.  
When the RqM receives a request (Rq), it checks if there is a plan-
blueprint (Pb) in the Knowledge Base (KB) to fulfill this Rq. A Pb 
is a sequence of tasks (T), i.e., Pbi = {T1,...,Tn}, where n is the 
number of tasks and could be different from one blueprint to 
another. A task is a function of the capabilities (C) of the robot (R), 
i.e., Ti = f (Cx, Cy, …), where each robot owns different capabilities 
set. If the RqM finds a match between Pb to and a Rq, it forwards 
the Pb to the PLN. The PLN checks the robots’ availability, and 
their capabilities to achieve the tasks in the Pb. If more than a robot 
owns the capabilities to fulfill the task, the PLN compares the 

number of tasks that have been achieved by these robots in the past. 
Based on this comparison, the PLN selects a robot to assign for the 
task. If the PLN complete the matching of all the tasks with the 
robots, it sends a verified plan (Pv) to the RbM. The RbM sends 
the tasks to the robots and waits their response.  

 
Figure 4: UML/SysML use case diagram for the proposed architecture 

The use case diagram in Figure 4 shows three variation types 
that are considered during the simulation. First is the Pbs variation, 
by adding, editing, or omitting a Pb. Second is variation in the 
number of the available robots. The maximum number of robots 
that can exist is constrained to three. The robots are constrained to 
register or deregister through the RbM. Third is the variation in the 
robots’ capabilities, by updating or editing the capabilities of a 
robot. the robot is constrained to deregister to be able to update its 
capabilities, then register again through the RbM, which 
automatically updates the robot new capabilities in the KB. 

3. Solution preliminaries 

3.1. Systems Modeling Language  

SysML is a general-purpose modeling language that is derived 
from Unified Modeling Language (UML) [9]. SysML and UML 
belong are both developed by Object Management Group (OMG). 
UML is is a visual modeling language that is particularly used to 
construct, design, and document the software systems in fields 
such as web-development, telecommunication, banking, and 
enterprise services [10]. While SysML is extending and modifying 
UML diagrams to fit complex industrial systems that involve 
variety of hardware, software, information, and processes (e.g., 
Aviation, Space, Automotive) [11].   
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Figure 5: SysML Taxonomy and comparison to UML  
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Figure 5 shows the relation between SysML and UML graphs 
[12]. Requirement and parametric diagram are two new diagrams 
that distinguish SysML [13]. Section 4 of this article used the 
requirement diagram to define the system performance criteria 
requirements and their relations. Block definition diagram and 
internal block diagram are used to describe the main components 
of the system architecture and the connection among the 
components as illustrated in section 2, while the use case diagrams 
describe the interaction of the system as a black box with the 
external world or actors. The activity diagram is used in section 5 
to represent the MRS components logic. The more detailed logic 
is represented in the activity model, the easier to automatically 
generate a low-level code from this activity model. For this reason, 
BPMN is used to build the MRS logic, as it extends the notations, 
semantics, and syntax of SysML and UML activity diagram. The 
state machine diagram is used in section 4 to model the internal 
states of the robot. While the sequence diagram is used in section 
6 to represent the interaction and communication among the 
components during a simulation scenario. 

3.2. Business Process Model and Notation 

Since UML activity diagram provides an abstract high-level 
process description, BPMN extends the UML activity diagram to 
fulfill the following two drawbacks. First, UML activity diagram 
lakes the syntax and the logical execution among the actions. 
Second, the poverty in UML notations and semantics in 
comparison with BPMN [14].  

Table 1: BPMN control gateways 

 
Flow control gateways is the best example to demonstrate how 

BPMN is improving UML activity diagram. Flow control 
gateways are all equivalent to only one notation in UML, which is 
the decision notation. Table 1 shows the notations, semantics, and 
syntax of the basic gateways of BPMN. Three different notations 
are demonstrated in Table 1, which are exclusive-OR, inclusive-
OR, and parallel-AND. The three mentioned gates operate either 
as spilt or merge context. In spilt context, exclusive-OR splits one 
input to only one output based on the conditions on the output 
branches. Inclusive-OR splits one input to more than one output 
simultaneously based on the conditions on the output branches. 
Parallel-AND splits one input to all the output simultaneously 
when the input branch is triggered. In merge context, exclusive-
OR merges any of the input branches to only one output, when any 
of the input branches is triggered. Inclusive-OR merges more than 
one input branches to only one output, when these inputs are 
simultaneously triggered. Parallel-AND merges all the input 
branches to only one output, when all the inputs are simultaneously 
triggered [15]. 

3.3. Java Agent Development 

JADE is a Multi-Agent System (MAS) middleware [16] that 
has been used in this research to deploy the proposed solution as 

shown in  Figure 6-a. Each entity in the proposed SysML internal 
block diagram is implemented as a JADE agent. JADE Agent 
Management System (AMS) address each agent with a unique 
Identifier (AID) to facilitate the communication among the agents. 
While JADE directory Facilitator (DF) announces the services that 
every agent afford. JADE applies the Foundation for Intelligent 
Physical Agent (FIPA) specifications, to enable agent 
communication through FIPA-Agent Communication Language 
(FIPA-ACL) [17]. 

 
Figure 6 (a) JADE framework – (b) JADE sequence diagram example 

Each JADE agent has a complex individual behaviour that can 
be seen as a composite of two simple behaviours. First is one-shot 
behaviour that is executed only once when it is triggered. Second 
is a cyclic behaviour that continuously executed when it is 
triggered. An example of JADE agent communication and 
decision making based on their behaviours can be seen in Figure 
6-b. JADE is a suitable tool to build an agent simulation based on 
the MRS SysML/BPMN model. As the MRS logic and 
architecture can be easily translated to JADE implementation 
concepts [18]. 

4. Performance requirements  

To evaluate the MRS design, it is necessary to measure the 
system performance during the simulation. Qualitative criteria 
such as reusability, scalability, extensibility, and interoperability 
have been proposed in [19]. However, these criteria are often 
relatively vague without quantitative performance measurements. 
Therefore, this research defines the quantitative indicators that are 
shown in  Figure 7. The research assumes that the MRS is a black 
box that receives different Rq, that can either success or fail during 
the execution. The following measurements can be used to express 
the system performance: 

• Throughput: the number of requests that are processed. 

• Latency: the time needed from the request arrival till the 
request execution. 
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• Success rate: the number of request that success to be executed 
per the overall received requests number. 

• Failure rate: the number of request that fail to be executed per 
the overall received requests number. 

• Efficiency: the ration between the success rate and the failure 
rate. 

Multi-Robot System Performance Evaluation

A group of quantitative criteria that can be measured during 
the MRS run time  to evaluate its overall performance.

Control System Performance
A group of quantitative criteria that 
focuses on evaluating the control system 
performance with out the external actors 
(i.e., requestors, and robots).
   

Robot Entity Performance
A group of quantitative criteria 
that focuses on evaluating the 
robots performance. 

the success 
rate 
divided by 
the failure 
rate.

Efficiency

Latency
the time taken from the 
arrival of a request to 
the start of executing 
this request (shorter 
latency means better 
performance).

Success rate
the number of 
successful requests 
divided by the 
number of received 
requests per time unit.

Failure rate
the number of failed 
requests divided by 
the number of 
received requests 
per time unit.

Effectiveness
the robot 
controlled time 
(Tc) with 
respect to its 
uncontrolled 
time (Tunc).

Throughput
the number of 
processed 
(successful and 
fail) requests 
per time unit.

the robot 
registered time 
(Tr) with respect 
to its overall 
time (Tov).

Availability

Utilization
the robot controlled time 
(Tc) with respect to its 
overall time (Tov). 

 
Figure 7: Requirement diagram of the MRS performance evaluation criteria  

 
Figure 8: State machine diagram of the robot entity 

The robot performance is also considered in this research as 
another measurement of the MRS performance [20]. The robot 
performance is fundamentally derived from its state machine 
diagram that is shown in Figure 8. The the robot state machine is 
built upon measuring the following times: 

• Controlled time (Tc): the time that the robot needs to perform 
an assigned task. 

• Uncontrolled time (Tunc): the robot waiting time to be assigned 
to a task after registration. 

• Registered time (Tr): the sum of the controlled and the 
uncontrolled time of the robot. 

• Unregistered time (Tunr): the accumulation of the robot 
unregistered time. 

• Overall time (Tov): the sum of the registered and the 
unregistered time of the robot. 

Accordingly, the robot performance criteria are calculated as 
follows: 

• Availability: the ration between the robot registered time (Tr) 
and the overall time (Tov). 

• Utilization: the ratio between the robot controlled time (Tc) 
and the overall time (Tov).  

• Effectiveness: the ration between the robot controlled time 
(Tc) and the uncontrolled time (Tunc). 

5. System model  

5.1. Requests manager 

The RqM receives requests from various requestors, then it 
looks for an associated Pb within the KB. If the RqM finds the 
associated Pb, it forwards it to the PLN. The RqM decision making 
model is shown in Figure 9 via the BPMN activity diagram.  

send a success request 
execution feedback to the 

requestor

receive a plan 
execution 
feedback

Negative 
Feedback

receive a new 
request from 
the reguestor

place the 
request at the 
bottom of the 

request list
check if the request

 manager is waiting for 
a plan execution feedback

False

keep waiting the 
plan execution 

feedback

True

select the request 
at the top of the 
request list to be 

executed 

modify an 
existing plan 

blueprint

delete an 
existing plan 

blueprint

add a new 
plan 

blueprint

update the plan 
blueprints list

check if there is 
a plan blueprint that 
matches this request

send the 
matched plan 

blueprint to the 
planner

True

False

send a fail request 
execution feedback to 

the requestor

wait the plan 
execution 
feedback

check if the plan 
execution feedback 
is received within 

a time limit (30 sec)

False

True

30 sec

 
Figure 9: Requests-manager BPMN activity diagram 

The RqM uses First Come First Serve (FCFS) technique to 
schedule the received requests. The RqM checks in the associated 
Pb for every received request. If there is no associated Pb with the 
request, the RqM directly sends a negative feedback to the 
requestor. If the RqM finds an associated Pb to the request, it 
forwards this Pb to the PLN, and waits for the feedback. If this 
feedback exceeds predefined limits, the RqM considers this 
request as a failure one. If not, it waits the execution feedback to 
forward it to the requestor.  

5.2. Planner 

The PLN receives the Pb and makes sure that it is visible to 
build a Pv instance according to the current system status. The PLN 
decision making model is shown in Figure 10 via the BPMN 
activity diagram.  
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less than two robots 
are registered

receive a plan 
blueprint from 

the request 
manager

retrieve the current 
robots availability, 

capabilities, and 
tasks history from 

the KB  

select the first 
task in the 

plan blueprint

two or more robots 
are registered check if any of the registered 

robots matches the needed 
capabilities for this task 

No match

send a fail plan 
execution to the 
request manager

plan this task 
for this robot

One robot
matches

more than one 
robot matches

plan this task 
for this robot

plan this task 
randomly for 

one of the 
robots

flag that this 
robot has 

planned for this 
task randomly

select the next 
task in the plan 

blueprint

one robot 
has lower 
task value

two or more robots 
have lower task value

check if there 
are unplanned tasks 
in the plan blueprint

there are unplanned
 tasks in the plan blueprint

send a
 verified plan 
to the robot 

manage

no more unplanned 
tasks in the plan 

blueprint

 
Figure 10: Planner BPMN activity diagram 

To construct a Pv instance from a Pb, The PLN checks the 
available registered robots, the robots’ capabilities, and the robots’ 
tasks history. In case that there is only one available robot, the PLN 
directly considers a plan failure, as it is known in advance that a 
plan requires at least two robots to get executed. If at least two 
robots are available, the PLN compares the tasks in the Pb to the 
available robots’ capabilities. If the robots’ capabilities do not 
match the required tasks in the Pb, the PLN considers a plan 
failure. If there are two robots or more that can perform the same 
task, the PLN checks their tasks history, and assign the task to the 
robot that performed less tasks. This is to balance the task 
assignment among the available robots within the MRS. If all the 
tasks in the Pb could be assigned to robots, the PLN creates a Pv 
instance and sends it is the RbM to be executed. 

5.3. Robots Manager 

register a new 
robot

unregister an 
existing robot 

update the 
robots list

receive a verified 
plan from the 

planner

send a
 verified plan to 

the robot 
manage

send the 
next task to 

the associated 
robot

wait a task 
execution 
feedback

check if the task 
execution feedback is received 

within a time limit (30 sec)

send a plan 
execution fail 

feedback to the 
request manager

feedback 
unreceived

check the 
feedback type

negative 
feedback

send a plan 
execution success 

feedback to the 
request manager

check if there is a unassigned 
tasks in the verified plan

there are not 
unassigned tasks

positive 
feedback

there are 
unassigned tasks

30 sec

 
Figure 11: Robots-manager BPMN activity diagram 

The RbM receives the Pv, then it assigns the tasks in this Pv to 
the available robot. Additionally, the RbM is also responsible for 
registering/unregister the robots from the MRS. this way it 
monitors the robots’ availability. The RbM decision making model 
is shown in Figure 11 via the BPMN activity diagram. 

When the RbM assigns a task to a robot, it waits the robot 
feedback within a time limit. If the robot feedback did not arrive 

within the predefined limits, the RbM sends a negative feedback 
to the RqM. This feedback means that the whole plan is failed to 
be executed. If the RbM received a positive feedback from the 
robot within the predefined time limits, it assigns the next task due 
to the Pv. If all the tasks in the Pv are executed, the RqM sends a 
positive feedback to the RqM, otherwise it sends a negative 
feedback.  

6. Simulation 

The activity diagrams that have been illustrated in the previous 
section are used as the MRS blueprints. JADE has been used in 
this research to deploy these blueprints, and hence enables the 
MRS simulation during the design phase. The Graphical User 
Interface (GUI) shown in Figure 12 has been created to achieve 
interact with every entity in the proposed architecture. The RqM 
GUI in Figure 12-a can be used to add/edit/remove the Pb. The 
PLN GUI in Figure 12-b is used to monitor the Pv execution, the 
robots’ availability, the robots’ status, the robots’ capabilities, and 
the robots’ tasks history. The RbM GUI in Figure 12-b is used to 
show the assigned tasks status.   

 
Figure 12: (a) Requests Manager GUI – (b) Planner GUI – (c) Robots Manager 

GUI 

To illustrate the simulation scenario, an interaction example 
among the MRS entities is show in Figure 13. In this example, The 
RqM receives Rq2. Therefore, the RqM sends the Pb in a form of 
the ACL-message shown in Figure 14-a to the PLN. Accordingly, 
the PLN constructs a Pv by matching the available robots’ 
capabilities and tasks history with the received Pb. In this case, R1 
and R3 were registered into the MRS as shown in Figure 14-b. As 
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T1 needs (C1, C3, C4) to be executed, T1 was assigned to R1, because 
(C1, C3, C4) are unique capabilities of R1. Similarly, T3 was 
assigned to R3, as T3 needs (C2, C5) which is unique capability of 
R3. However, in case of T2, both R1 and R3 own the capability C2 
which is needed to execute this task. Therefore, the PLN checks 
both robots’ task history to be able to assign T2. The PLN finds out 
that R1 task history is 9 while R3 task history is 11. Accordingly, 
the PLN assigns T2 to R1, to balance the robots’ tasks distribution.  

Execution 
success

new 
request

Requests
Manager 

match 
with the 

plans 
blueprints

Planner

Construct 
a verified 

plan

Robots 
Manager

Execute a 
verified 

plan

Robot 1

Timer-1

Robot 2

Timer-2

Timer-3
Feedback 

to the 
requestor

Receive a 
feedback

Rq2

Pb2<T1(C1,C2,
C3,C4),
T2(C2),

T3(C2,C5)>
P2<{T1(C1,C2,

C3,C4),R1},
{T2(C2),R1}

,{T3(C2,C5),R3}>

T1(C1,C3,C4)

Task done

Task done

T2(C2)

T3(C2,C5)

Task done

Task done

Requestor

 
Figure 13: Simulation scenario plan execution sequence diagram – an example  

Ultimately, the PLN sends the Pv in form of the ACL-message 
shown in Figure 14-b to the RbM. The RbM assigns the tasks to 
the associated robots according to the Pv. The task assignment is 
sent as an ACL-message as shown in Figure 14-c. The RbM waits 
the robots’ feedback within a timeframe window. If all the RbM 
received success feedbacks for all the assigned tasks, it sends a 
plan success feedback to the RqM. 

 
Figure 14: (a) Plan blueprint message – (b) Verified Plan message – (c) Assigned 

task message 

7. Simulation results analysis  
As it has been demonstrated in the previous section, the robots’ 

availability, the robot’s capabilities, and the the plan blueprints are 
the variables that can be used to build different simulation 
scenarios. Accordingly, to measure the system performance, the 
robots’ availability was randomly altered during the run time. 
Thus, analyzing the simulation results has been done by running 
JADE MAS for 30 minutes as shown in Figure 15, then measuring 
the system performance indicators that are concluded in section 4. 
Each one minute, a new request is generated, one robot randomly 

unregister from JADE MAS, and one random robot register to 
JADE MAS. the robot’s capabilities and the the plan blueprints do 
not change during the simulation scenario.  

 
Figure 15: Simulation graphs (a) Processed requests – (b) Unprocessed request – 

(c) Successful requests – (d) Failed requests – (e) Latency – (d) Efficiency  
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One of the RqM responsibilities is to monitor the requests 
status. The number of processed requests by the RqM is shown in 
the graph in Figure 15-a. Accordingly, the MRS throughput can be 
directly calculated from this chart. On the one hand, MRS 
throughput expresses how fast the system, therefore it is a relative 
value. Thus, to understand the MRS throughput, Figure 15-c and 
Figure 15-d should be considered as well. For instance, the number 
of requests at minute 4 is two requests as can be seen in Figure 15-
a. But, if we look closely into Figure 15-c and Figure 15-d, we will 
find out that one request is success and another fail. This means 
that, it is not important if the system is so fast, but most of the 
requests are failed to be executed. On the other hand, MRS latency 
expresses how much delay in the system as it can be seen in Figure 
15-e. If the system delay value is equal to zero as can be seen in 
the 26th minutes of Figure 15-e, this means that the number of 
unprocessed requests is equal to zero as well, as can be seen in the 
26th minutes of Figure 15-b.  

The MRS efficiency graph shown in Figure 15-f is derived 
from dividing the data in Figure 15-c (successful requests) by the 
data Figure 15-d (fail requests). The MRS efficiency value is 
absolute. When the MRS efficiency is higher than one, this means 
that the number of success requests is higher than the number of 
fail request. Figure 15-f shows that the simulated MRS efficiency 
is higher than or equal to one during the simulation runtime.  

 
Figure 16: (a) Robots States – (b) Robots tasks history  

Table 2: Robots availability, utilization, and effectiveness  

 
One of the PLN responsibilities is to monitor the balance the 

tasks among the available robots. Figure 16-a shows that the 
robots’ available is changing over the simulation runtime. 
Simultaneously, Figure 16-b shows that the PLN compensates this 

variation by balancing the MRS. For instance, the task distribution 
among the available robot is converging to be 6 tasks per robot at 
the 6th minute of the simulation. Then, the robots’ tasks distribution 
is diverging till it balanced again to be 20 tasks per robot at the 19th 
minute of the simulation. Table 2 can be also concluded from  
Figure 16-a. In this table, R3 is the most utilized and available robot 
during the simulation runtime, and hence R3 is the most effective 
in comparison to R1 and R2. Accordingly, the PLN compensates 
this variation by maximizing R1 and R2 task assignment, to balance 
them with R3. 

8. Summary and Discussion 

This article has highlighted new dimensions of the MRS design 
problem, which are the formalization, simulation, and evaluation 
of the solution architecture. The proposed modeling approach is 
based on a formal generic ADLs, that can be used to transfer the 
solution concept over different system case studies, regardless the 
implementation technology. Furthermore, the illustrated 
simulation method can be used to verify different architecture 
design patterns, based on the concluded system performance 
measurements.   

The fundamental SysML diagrams have been implemented to 
design the proposed MRS system model. Moreover, BPMN 
language has been used to implement the activity diagram as it 
extends UML/SysML notations, semantics, and syntax. The 
collection of these standard models is used as the MRS blueprints. 
Those blueprints can be easily coded in any programming 
environment that supports distributed system implementation. For 
instance, JADE has been used in this research to implement these 
blueprints, however Robot Operation System (ROS) or Web 
Service (WS) are very suitable candidates to deploy the system.  

A group of MRS performance requirements have been defined 
during this article, to quantify the system performance during the 
simulation runtime. Those criteria can are technology agonistic as 
well, which means that they can be used to compare between the 
system performance when it is implemented with different 
technologies. Furthermore, the system simulation is not only used 
during the design phased, but it can be reused in a form of a real 
time digital twin during the implementation phase. For instance, to 
check in advance different planning and scheduling algorithms 
before executing them on the real system. 

Using a formal description language such as SysML or BPMN 
enables separating the model from the code, which is a common 
domain specific programming method. Therefore, in the future 
work, we will write a code generator that can be used to 
automatically generate the implementation code. Therefore, the 
model that has been developed in this article will turn to be 
executable and will be used as the main software artifact of the 
project. This can dramatically reduce the coding time and effort 
and improve the system readability and maintainability. 
Additionally, in the future work, the same performance 
measurements that have been used in this article can be used in the 
implementation phase, as a part of the system visualization. 
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Iare Imore Iincline Ito Ibe Ia Ikinesthetic Ilearner. IThese Ilearning Ipreferences Iand Ilearning Istyles 

Iwill Icontribute Ito Itheir Iengagement Iin Ithe Iconcept Iof Ilearning and for educators to plan 
teaching strategies. 
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1. Introduction I I 
Learning Iabout Istudents’ Ilearning Istyles Ican Ibe Ivery Ibeneficial 

Ifor Iboth Iteachers Iand Istudents. IInvolving Istudents Iin Ithe Iactive 

Ilearning Iphase Inecessitates Irecognizing Iand Icomprehending 

Ilearners’ Ilearning Istyles Iand Iteachers’ Iteaching Istyles. ITypes Iof 

Ilearning Iplay Ia Iconsiderable Irole Iin Ilearners’ Ilives. IStudents Imay 

Iincorporate Itheir Ilearning Istyle Iinto Itheir Ilearning Iprocess Ias Ithey 

Ibecome Imore Iaware Iof Iit. IStudents Ilearn Iin Ivarious Iways, Iand 

Iteachers Imust Idesign Itheir Icourses Iaccording Ito Idifferent Itypes Iof 

Ilearning. ILearning Iskills, Icreativity Iand Ilife Iand Icareer Iskills Iare 

Ievidence Ithat Istudents Imaster Ithe Iprocess Iof Icapability Iand 

Idevelopment, Iintegration Iand Iknowledge Iassessment Ifrom 

Idifferent Isubjects Iand Isources Iof Iunderstanding I[1]. IIdentifying 

Istudents’ Ilearning Istyles Iwill Ihelp Ieducators Iplan Itheir Iteaching 

Imethods Iand Iactivities Ieffectively Ito Iachieve Itheir Ilearning 

Ioutcome I[2]. IThe Ilearning Istyle Iof Istudents Iis If Ithe Isupporting 

Iforms Iof Iactive Ilearning I[3]. IThe Istyle Iof Ilearning Iplays Ian 

Iimportant Irole Iin Iensuring Ithat Ithe Ilearning Iprocess Iis Iperformed 

Ieffectively. I 

Students Ishould Ihave I21st-century Iskills, Iespecially Isoft Iskills, 

Ito Ienhance Itheir Iemployability Iand Ivalues. I[4]. IUniversities Imust 

Imake Ivital Ielements Iof Ieducation Ito Iconduct Ilearning Iby 

Iintroducing Ieffective Istudent Ilearning Iprocesses Iin Ithe Igrowth Iof 

Iinternational Ieducation Iin Ithe Iformulation Iof Iskills Iin Ithe Itwenty-
first Icentury. I[5]. ITo Iensure Ithat Iall Istudents Ireceive Iknowledge 

Ifrom Ithe Ilearning Iprocess, Ieducators Imust Iobserve Iand Iconsider 

Ithe Idiscrepancies Iand Isimilarities Ibetween Istudents Iand Iuse Ithe 

Iknowledge Ito Iprepare Ifor Ithe Ilearning Iprocess I[6] Ito Idesign 

Ilearning Iregardless Iof Ithe Ilearning Istyle Iof Ithe Istudents I[7]. ITo 

Icompare Ilearning Istyle Ipreferences Ibetween Iengineering Iand Inon-
engineering Istudents Iin IMalaysia, Ithis Istudy Iused Ia Imeasurement 

Imethod Icalled Ithe IKolb ILearning IStyle IInventory I(LSI) Isince ILSI 

Iis Iable Ito Iprovide Ia Isimple Ivalidation Iof Ithe IExperiential ILearning 

ITheory. 

1.1. Kolb ILearning IStyle 

The IExperiential ILearning ITheory Iof IKolb Iforms Ithe Ibasis Iof 

Ithe Iparadigm Iof IKolb’s Ilearning Istyle. IExperiential Ilearning, 

Iwhich Iis Idistinct Ifrom Iother Icognitive Ilearning Itheories, Inotes Ithe 

Iincrease Iin Ilearning Iprocess Iinteractions I[8]. IThe IKolb ILearning 

IStyle IInventory I(LSI) Iis Ione Imethod Ifor Imeasuring Ilearners’ 
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Ipreferential Iteaching Istyle. IKolb’s Ilearning Istyle, Ior Imore 

Igenerally Iknown Ias IExperiential ILearning ITheory I(ELT), 

Idescribes Ilearning Ias Ia Iprocess Iin Iwhich Iinformation Iis Icreated Iby 

Itransforming Iexperience I[9]. ILearning Iis Ia Iprocess, Iaccording Ito 

IKolb, Iand Iknowledge Iis Ithe Itransformation Iof Iexperience I[10]. 

IKolb Ialso Iindicates Ithat, Ito Ihave Ia Icomplete Ilearning Iexperience, 

Istudents Imust Igo Ithrough Iall Ifour Iphases Iof Ithe Ilearning Icycle, Ias 

Idepicted Iin IFigure I1. IThese Ifour Istages Inot Ionly Iallow Istudents Ito 

Iexplore Ia Isubject Ithrough Ivarious Iactivities Iand Iviewpoints 

Ithoroughly, Ibut Ithey Ialso Iaccommodate Idifferent Ilearning Istyles. 

 
Figure I1: IThe ILearning IModel Iof IExperiential ILearning Iat IKolb’s ILearning 

IStyles 

In Ithe IKolb Iview, Ilearning Istyles Irefer Ito Iprocesses Iin Iwhich 

Ithe Iperson Iorganizes Ithe Iideas, Irules Iand Iprinciples Ithat Iaddress 

Ithem Iin Idealing Iwith Inew Isituations. IIn Ipractice, Ione Iof Ithe Imost 

Ipowerful Imethods Iin Ithe Ilearning Ianalysis Iof Ithe Iindividual Iis Ithe 

Itheory Iof Ithe IKolb Ilearning Istyle. IThe Ilearning Istyles Ias Ia 

Icollection Iof Ivalues, Iinterests, Iand Ihabits Ithat Ipeople Iattempt Ito 

Ilearn Iabout Ia Iparticular Isituation Iby Iusing Iit I[11]. IPrevious 

Iresearch Iput Iit Ianother Iway: Ithe Ilearner Ifirst Iconducts Ian Iaction 

I(concrete Iexperience), Ithen Itries Ito Ithink Iabout Iit I(reflective 

Iobservation), Ithen Idevelops Ia Ihypothesis I(abstract 

Iconceptualization), Iand Ifinally Iattempts Ito Iexempt Iit I(active 

Iexperimentation) I[12]. IAccording Ito IKolb, Iexperiential Ilearning 

Ican Ibe Iused Iin Iboth Iengineering Iand Inon-engineering Ieducational 

Ienvironments I[13]. IIt Ienables Istudents Ito Iparticipate Iactively Iin Ithe 

Ilearning Iprocess Ito Idevelop Iawareness, Iskills, Ivalues, Iand Iattitudes 

Ithrough Idirect Iexperience. IThe Ilearning Istages Iwill Ipromote 

Iknowledge Itransfer Iby Iproviding Idirect Ipractice Itailored Ito Istudent 

Iexpertise’s Iscope I[14].  IThis Ilearning Imethod Ienables Istudents Ito 

Icreate Itheir Iawareness Iand Iexperience Iand Ithe Iacquisition Iof Inew 

Iskills Iand Iknowledge. IIt Istresses Ithat Ilearners Ilearn Ito Iuse Itheir 

Iexpertise Iand Iexperience Ito Isolve Itheir Iproblems. IThis Istudy 

Iaimed Ito Icompare Ithe Ipreferential Ilearning Istyles Iof Iengineering 

Iand Inon-engineering Istudents Iin IMalaysia Iby Iusing Ia IKolb 

ILearning IStyle IInventory I(LSI) Imodel Ias Ia Ireference Imodel 

Ibecause Iit Ican Iprovide Ia Ibasic Ifoundation Ifor Ivalidating Ithe Itheory 

Iof Iexperiential Ilearning. 

2. Learning IStyle Iin ITechnical Iand IVocational IEducation 

Technical Iand IVocational IEducation Iis Ian Iimportant Iroad Ito 

Ivocational Ieducation Iand Ithe Igrowth Iof Iskills. ITo Imeet IMalaysia’s 

Ieconomic Ineeds, Ithe Icountry’s ITVET Ienrollment Imust Ibe 

Iincreased Iby I2.5 Itimes Iby I2025. ITransformation IProgramme I[15]. 

IThe Ihuman Iresources Ito Imeet Ithis Idemand, Ihowever Iare 

Iinadequate. IRight Iat Ithe Itime. IMoreover, ITVET Iis Iregarded Ito Ibe 

Iless Iappealing Ithan Itraditional Iuniversity Ieducation. IThis Ihas Iled Ito 

Ia Ishortage Iof, Iespecially Ihighly Iskilled, ITVET Istudents. IMalaysia 

Imust Itherefore Imove Ifrom Ithe Icommonly Iaccepted Iassumption 

Ithat Ithe Ionly Icareer Ipath Ifor IMalaysian Iyouth Iis Itraditional 

Iuniversity Ieducation, Iand Ialso Iemphasize ITVET Ias Ia Ivalid Ihigher 

Ieducation Ichoice. I 

Technical Iand IVocational Ieducation Istudents Iare Iexposed Ito Ian 

Ieducational Isystem Iaimed Iat Igetting Ia Ijob. I(1) IA Icomponent Iof Ian 

Ieducational Iactivity Iaimed Iat Iproviding Ithe Inecessary Iknowledge 

Iand Iskills Ito Icarry Iout Ia Ispecific Ijob, Ioccupation Ior Iprofessional 

Iactivity Iin Ithe Ilabour Imarket Ican Ibe Itechnical Iand Ivocational 

Ieducation. IAt Ithe Isame Itime, Iother Itypes Iof Ieducation, Iby Itraining 

Ipeople Inot Ionly Ias Iworkers Ibut Ialso Ias Icitizens, Iact Ias Ian Iadditional 

Iform; I(2) Ian Iactivity Iassociated Iwith Ithe Itechnology Itransition, 

Iinnovation, Iand Igrowth Iprocesses IKnowledge Iand Iskills Imust Ibe 

Itransferred Isince Ithey Iform Ithe Ifoundation Iof Itechnical Iprogress 

Iand Igrowth I[16]. IIn Itechnical Iand Ivocational Iteaching, Ias Iin Imany 

Ifields Iof Iknowledge, Iit Iis Iimportant Ito Iidentify Iand Iunderstand 

Istudents Idifferences Ito Iadopt Ithe Iinstitute’s Ineeds Ito Ibest Isuit Ithe 

Istudents’ Ilearning Iconditions Iand Iskills. IA Ifact Iin Ithe Iclassroom, 

Iwhich Ican Ibe Iseen Iin Iactual Iscenarios Ior Iin Ivirtual Itechniques, Iis 

Ithe Ineed Ito Iadapt Iteaching Imethods Ito Istudent Ilearning Istyles Iand 

Iinterests. 

If Ilearning Istyles Iare Inot Iidentified, Ithey Imay Iinfluence Ithe 

Iteaching Iand Ilearning Iprocess I[17]. IA Ilack Iof Iknowledge Iof Ithe 

Imodes Iof Ilearning Ican Ialso Ibe Iproblematic. IIn Ithe Iimplementation 

Iamong Istudents Iof Ithe Iacceptable Iand Isuccessful Ilearning Istyles 

I[18]. IAcademic Isuccess Iwill Ibe Iimpaired Ias Ia Iresult I[19]. 

IUnfortunately, Iteacher-centred Ilearning Isessions Iare Iheld Iby Imost 

Ieducators, Iallowing Ifewer Istudents Ito Iengage Iin Ithe Iprocess Iand 

Iactivities Iof Ilearning I[17]. ITherefore, Ifor Ithe Iperformance Iof 

Istudents, Ilearning Istyle Iis Ian Iimportant Imatter. IThe Istyle Iof 

Ilearning Iwill Iensure Ithat Ia Ilearner Ilearns Iwell I[19]. IStudents Ineed 

Ito Iidentify Itheir Ilearning Istyles Ito Ibuild Ion Itheir Ilearning Iskills Iand 

Iexpand Itheir Ilearning Iskills. IBy Iposing Ia Ichallenge Ior Iusing 

Ivarious Ieducation Imethods, Ieducators Iare Ialso Iexpected Ito 

Iencourage Itheir Istudents Ito Iidentify Itheir Ilearning Istyle. I[20]. 

3. Material Iand IMethod 

The Isurvey Iresearch Idesign Iwith Ia Iquantitative Iapproach Iwas 

Iapplied Iin Ithis Iresearch. IA Iset Iof Iquestions Iwas Idesigned Ibased Ion 

Ithe Icollected Ilearning Istyle Iand Iactivities Ifound Iin Iliterature Ibased 

Ion Ithe IKolb ILearning IStyle IInventory. IA Itotal Iof I300 Irespondents 

Iwere Irandomly Iselected Ifrom Iall Ifaculties Iin IUniversiti ITun 

IHussein IOnn IMalaysia, IUTHM I(i.e. IFaculty Iof ICivil IEngineering 

Iand IBuilt IEnvironment, IFaculty Iof ITechnology IManagement Iand 

IBusiness, IFaculty Iof ITechnical Iand IVocational IEducation, 

IFaculty Iof IElectrical Iand IElectronic IEngineering, IFaculty Iof 

IComputer IScience Iand IInformation ITechnology, IFaculty Iof 

IApplied ISciences Iand ITechnology Iand IFaculty Iof IEngineering 

ITechnology). IThe Isurvey Iquestionnaire Iconsisted Iof Itwo Imain 

Isections Irepresenting Ithe ILearning IGoals, ILearning IStyle Iand 

ILearning IActivities. IThis Iquestionnaire Iwas Ideployed Ionline 

Ifrom Ithe Iuniversity’s Ionline Iforum Iand Iplatform. IRespondents 
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Iwere Iable Ito Icomplete Ithe Iquestionnaire Iin Iapproximately I10-15 

Iminutes. 

4. Finding Iand IDiscussion 

The Ifindings Idiscussed Iare Ibased Ion Ithe Idata Iof Ithe ILearning 

IGoals, ILearning IStyle Iand ILearning IActivities Iitems Ithat Iwere 

Iconstructed. IData Ithat Ihad Ibeen Icollected Iwere Iused Ito Ianalyze Iin 

Ithe Icontext Iof ILearning IStyle Icharacteristics, Iand IT-test Iwas 

Iconducted Ito Idetermine Iwhether Ithere Iare Iany Ivariations Ibetween 

Ithe Itwo Igroups Iof Ifields, Ias Iwell Ias Idescriptive Istatistics Isuch Ias 

Ifrequency Iand Ipercentage, Ito Ievaluate Iand Iinterpret Ithe Iresults Iin 

Ithis Ireport. IThe Iinterpretation Iin Ithe Iresearch Iinstrument Iwas Iused 

Ito Iexplain Ithe Ifrequencies Iand Ipercentages. IThe Iagreement Ilevel 

Iwas Iused Ito Iassess Ithe Istudents’ Iperceptions Iin Iboth Iareas, Iwhich 

Iwere Ieither IYes Ior INo. 

4.1. The ILearning IStyle IBetween IEngineering Iand INon-
Engineering IStudents I(Descriptive IResults) 

Based Ion Ia Isurvey Iconducted, Ithe Idifferent Ilearning Istyles Iof 

Iengineering Iand Inon-engineering Istudents Iwere Igathered Iand 

Idivided Iinto Ifour Iforms Iof Ilearning Istyle Idefined Iby IKolb, 

Ifollowing Ithe Ilearning Istyle IDiverger, IAssimilator, IConverger 

Iand IAccommodator. ITo Ibetter Iunderstand Iboth Iof Ithese Ilearning 

Istyles, Iit Ishould Ibe Iunderstood Ithat Ithe IAssimilator Ilearning Istyle 

I(think Iand Iwatch) Iis Ia Ivariation Iof IReflective IObservation I(RO) 

Iand IAbstract IConceptualization I(AC).Converger Ilearning I(think 

Iand Ido) Iis Ia Isynthesis Iof IAbstract IConceptualization I(AC) Iand 

IActive IExploration I(AE) I(AE). I IAccommodation Ilearning Istyle 

I(feel Iand Ido) Iis Ia Icombination Iof IActive IExperimentation I(AE) 

Iand IConcrete IExperience I(CE) Iand IDiverger Ilearning Istyle I(feel 

Iand Iwatch) Iis Ia Icombination Iof IConcrete IExperience I(CE) Iand 

IReflective IObservation I(RO) I[21]. IThe Ipercentage Iof Istudents’ 

Idata Idistribution Ion Ieach IKolb Ilearning Istyle Idetermined Iby IThe 

IKolb ILearning IStyle IInventory Iis Ishown Iin ITable I1 Iand Iillustrated 

Iin IFigure I2 Ibelow. 

Table I1: IResults Iof ILearning IStyle Iin IVocational IEducation Ibetween 

IMalaysian Iengineering Iand Inon-engineering Istudents 

Field Kolb ILearning IStyle 
Conver

ger 
Assimila

tor 
Accomod

ator 
Diverge

r 
Total 

f % f % f % f % f % 
Enginee
ring 42 28 2

9 
19.
3 

51 34 2
8 

18.
7 

15
0 

10
0 

Non-
Enginee
ring 

51 34 2
1 

14 60 40 1
8 

12 15
0 

10
0 

The Iresults Ishow Ithat IAccommodator Ilearning Istyle Iin 

Iengineering Istudents Iis Ithe Ihighest Ipercentage Ithan Iothers 

Ilearning Istyle Iwith Ivalue I(f I= I51, I34%) Ifollowed Iby IConverger I(f 

I= I42, I28%) Iand IAssimilator I(f I= I29, I19.3%). IWhile IDiverger 

Ilearning Istyles Ishows Ithe Ilowest Ipercentage Iwithin Iengineering 

Istudents Iwith Ivalues I(f I= I28, I18.7%). IOther Ithan Ithat, Ia Isimilar 

Icondition Iwas Ishown Iby Inon-engineering Istudents Iwhere Ithe 

IAccommodator Ilearning Istyle Ishows Ithe Ihighest Iworth 

Ipercentage I(f I= I60, I40%) Ifollowed Iby IConverger I(f I= I51, I34%) 

Iand IAssimilator I(f I= I21, I14%). IWhile Ithe Ilowest Ivalue Iof 

Ipercentage Iis IDiverger Iwhich Iis I(f I= I18, I12%). 

 

 

Figure I2: IResults Iof ILearning IStyle Iin IVocational IEducation Ibetween 

IMalaysian Iengineering Iand Inon-engineering Istudents 

The Ifindings Iof Ithe Istudy Ican Ibe Iseen Imore Iclearly Iby 

Ireferring Ito Ifigure I3 Ibelow Iwhere Iyou Ican Isee Ithe Isignificant 

Idifferences Ibetween Ithe Ifour Ilearning Istyles. IAlthough Ithere Iis Ia 

Ipercentage Idifference Ibetween Ithe Itwo Ifields, Iit Ishows Ithat Imost 

Iof Ithe Iengineering Iand Inon-engineering Istudents Ican Ibe Idescribed 

Ias Ian Iaccommodator, Iwhich Iindicates Ithey Iare Imost Ipotent Iin 

IConcrete IExperience Iand IActive IExperimentation. I IInstead Iof 

Ilogic, Ithey Irely Ion Iintuition Iwhich Iprefers Ilearning Ifrom Ipersonal 

Iexperience, Irelies Ion Igiven Iknowledge Irather Ithan Icarrying Iout 

Ihis/her Iresearch, Irequires Ia Iclear Iexplanation Ibefore Istarting Iwork 

I[22]. IIt Ialso Ishows Ithat Iboth Iengineering Iand Inon-engineering 

Istudents Ihave Istrengths Ithat Ilie Iin Itheir Idesire Ito Iexecute Iplans Iand 

Itasks Ito Itake Ipart Iin Inew Ievents I[23]. IThis Iresult Iis Iin Iline Iwith Ithe 

IKolb ILearning IStyles Itrend, Iwhich Istates Ithat Istudents Iwho Iuse 

Ithe IDoer Iand IFeeler Ilearning Istyles Iare Ibest Isuited Ifor Iteaching, 

Itechnician, Iand Iengineering Ijobs Iand Ihave Ia Ibackground Iin 

Ieducation, Itechnical Istudies, Iand Iengineering I[24]. I 

Other Ithan Ithat, Ithe Ioverall Iresult Ishows IConverger Iis Ithe 

Isecond-highest Ipercentage Ifor Iboth Ifields. IIn Icontrast Ito 

Iengineering Istudents, Inon-engineering Istudents Iprefer Itechnical 

Itasks Iand Ibetter Iinterpret Icomplex Iconcepts Iand Ihypotheses. IThey 

Ialso Ienjoy Iexperimenting. IThis Itype Iof Ilearning Istyle’s Istrengths 

Converger
28%

Assimilator
19%

Accommodator
34%

Diverger
19%

ENGINEERING

Converger
34%

Assimilator
14%

Accommodator
40%

Diverger
12%

NON-ENGINEERING
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Ilie Iin Itheir Iability Ito Iset Igoals, Isolve Iproblems, Iand Imake 

Idecisions I[23]. I 

Apart Ifrom Ithat, IAssimilator Ishows Ithe Ithird-highest 

Ipercentage Ifor Iboth Iengineering Iand Inon-engineering Ifields. IThe 

Iresults Ishow Ithat Iengineering Istudents Ihave Ia Ihigher Ipercentage 

Ithan Inon-engineering Istudents. IThis Imeans Ithat Iengineering 

Istudent Iwho Ilearns Iin Ithis Istyle Ihas Ia Iwide Irange Iof Iknowledge 

Iand Iarrange Iit Iin Ithe Imost Ilogical Iway I[22] Icompared Ito Inon-
engineering Istudents. IIt Ialso Iindicates Ithat Ithese Istudents Iprefer 

Irational, Ifactual, Iand Iwell-thought-through Iknowledge I[24]. IThe 

Istrengths Iof Ithis Ilearning Istyle Ilie Iin Itheir Iability Ito Ischedule, 

Icoordinate, Ievaluate Iand Iengage Iin Iinductive Ireasoning 

Isystematically. IThe Iresults Iof Ithis Istudy Iare Iconfirmed Iby Ia Istudy 

Iconducted Iby I[25] Iin Iwhich Iengineering Istudents Ineed Imore 

Idiverse Iknowledge Igathered Ifrom Idifferent Isources Isince Ithey 

Imust Iobserve Ihow Ito Iexecute Ithe Itask Ibefore Ibeginning Ito 

Iperform Iit. IThe Iknowledge Iis Ipresented Ifrom Idifferent Iangles Iand 

Iconcluded Iin Ia Ilogical, Isimple, Iand Iconcise Imanner. IFinally, Ithe 

Itype Iof Ilearning Ithat Ishows Ithe Ifourth-highest Ipercentage Ifor Iboth 

Iengineering Iand Inon-engineering Iis IDiverger. IThe Ifindings 

Ishowed Ithat Ithere Iwas Ia Ihigher Iproportion Iof Iengineering 

Istudents Icompare Ito Inon-engineering Istudents. IIt Iindicates Ithat 

Iengineering Istudents Iwith Ia Iparticular Istyle Iof Ilearning Iobserve Ia 

Isituation Iand Ithen Ilook Iat Ithe Isituation Ilater Ifrom Imultiple 

Iviewpoints, Ilearning Ifrom Ieach Ione I[22]. IBesides, Iit Ialso Ishows 

Ithat Iengineering Istudents Ihave Imore Ieffective Iat Iseeing Ia 

Iparticular Isituation Ifrom Idifferent Iperspectives Ithan Inon-
engineering Istudents I[26]. 

 
Figure I3:Comparison Iof ILearning IStyle Iin IVocational IEducation Ibetween 

IMalaysian Iengineering Iand Inon-engineering Istudents 

Because Iof Ithe Iinterest Iin Idesigning Ithe Ilearning Iprocess, 

Ieducators Ihave Ito Iconsider Ithe Istyle Iof Ilearning Iof Idifferent 

Istudents. IOther Ithan Ithat, Ito Imaximize Ilearning Ieffectiveness, Ithe 

Ilearning Imethod Ithat Irelates Ito Ieach Ilearning Istyle Iis Imore 

Iimportant Ibecause Ithe Ilearning Imethod Ihas Ia Ilearning Istyle 

Irelated Ito Iit I[27]. IThe Idifference Ibetween Ithe Iway Iinformation 

Iwas Iobtained Iand Iinterpreted Iwas Imore Irelated Ito Ithe Istyle Iof 

Ilearning Ithat Istudents Ihad. IOne Iof Ithe Ikey Ireasons Ifor Igathering 

Ilearning Iefficacy Iis Ithe Itype Iof Ilearning I[21]. IIThe suggest Ithat 

Iknowledge Iof Ithe Ilearning Istyles Iof Ilearners Ican Ibe Iimportant Ifor 

Icurriculum Iand Iteaching Iimprovement. ISimilarly, I[28] Istate Ithat 

IIf Ithe Ilearning Istyles Iof Istudents Iare Ievaluated, Iit Iis Ipossible Ito 

Isystematically Iplan Ilearning Iactivities Ithat Ifurther Istrengthen 

Istrengths Ior Idevelop Iweaker Iphases Ito Imaximize Ithinking Iand 

Iproblem-solving Iskills.” 

4.2. Comparison Iof ILearning IStyle IBetween IEngineering Iand 

INon-Engineering IStudents I(Inferential IResults) 

As Ifor Ithe Icomparison Ibetween IEngineering Iand INon-
Engineering Istudents, Ithe Iinference Ianalysis Ihad Ishown Ia Inon-
significant Ivalue Ibetween Iboth Igroups Iin Ipractising Ilearning Istyle 

Iin Itheir Ilearning Iprocess Iwith Imean Iand Isignificant Ivalue 

I(Engineering I= I0.538, INon-Engineering I= I0.562, Ip=0.543). 

IAlthough Ithere Iis Ia Idifference Iin Ipercentage Iand Ifrequency Ivalues, 

Ithe Iinference Ivalue Iindicates Ino Isignificant Ivalue Ifor Iengineering 

Iand Inon-engineering Istudents Ilearning Istyle. IThis Ishows Ithat Iboth 

Igroups Iof Istudents Ihave Iapproximately Ithe Isame Ilearning Istyle 

Ibetween Iengineering Iand Inon-engineering Istudents. 

Table I2: IThe IDifferences Iof ILearning IStyle IBetween IEngineering Iand INon-
Engineering IStudents 

Field Mean Std IDeviation Significant 
Engineering 0.538 0.133 

0.543 Non-Engineering 0.562 0.130 

5. Conclusion 

The Istudy Ishowed Ithat Ilearning Istyles Iare Inecessary Ifor Ia 

Icourse Ito Iachieve Itotal Ivalue Ifrom Ilearning. IWhile Isharing Icertain 

Icharacteristics, Imay Ishow Imajor Idifferences Iin Iother Iaspects Ithat 

Iaffect Ilearning. IEducators Iwho Iare Imindful Iof Ithese Idifferences 

Iand Ican Iarticulate Ithese Icharacteristics Ihave Ia Ibetter Ichance Iof 

Icreating Igood Iinstruction Ifor Ia Iwide Irange Iof Ilearners. IIn Iknowing 

Itheir Istrengths Iand Iinterests Iand Iutilizing Ithe Ilearning Icycle, Iall 

Ilearning Istyles Iwill Ibecome Istronger Ifor Istudents Iexposed Ito 

Ilearning Istyle Imodels Iand IKolb’s ILearning IStyle IInventory I(LSI), 

Iwhich Iwill Ienable Ithem Ito Ibecome Imore Iactive Ilearners. IThis 

Iresearch Ican Ibe Ivery Ibeneficial Ifor Ieducators Iwho Iwant Ito 

Iincrease Ithe Ieffectiveness Iof Ithe Ilearning Iprocess. IRecognizing 

Iand Ireacting Ito Iindividual Ilearning Istyles Imay Iimprove Istudents’ 

Iability Ito Iaccept Iand Iretrain Icontent Iand Ihelp Ito Iavoid Ipossible 

Ilearning Idifficulties Iby Iselecting Ithe Iappropriate Iteaching 

Imethod. IThis Imay Ialso Iaid Iin Iselecting Ithe Imost Isuitable Imaterials 

Iand Iactivities Ifor Ithe Iindividual Istudents. 
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 Although the perception of Environmental Kuznets Curve (EKC) has been thoroughly 
investigated, but there is inconsistency in the results. The relationship between nitrous oxide 
(N2O) emissions, financial development, economic growth, foreign direct investment, and 
electric power consumption in Bahrain over the period 1980 – 2012 is examined in this 
paper. The autoregressive distributed lags (ARDL) technique is employed to test for the 
cointegration in the long run. The results reveal a reversed U-shape long run relationship 
between N2O emissions and economic growth for Bahrain. Moreover, electric power 
consumption affects N2O emissions positively in the short and long run. Whereas foreign 
direct investments and financial development affects the emissions of N2O negatively. 
Therefore, Bahrain should assist households in installing solar cells to generate clean 
energy and enhance its financial sector. 
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1. Introduction 

One of the most considerable problems that the whole world 
is experiencing is the environmental degradation, which leads to 
irreparable damages to the natural world and human society. 
Greenhouse gas emissions are the main pollutants of the 
environment, and the major source of these pollutants is burning 
fossil fuels. When greenhouse gas emissions are mentioned, it is 
usually referring to carbon dioxide (CO2). However, greenhouse 
gas story involves other types of gases. Nitrous oxide (N2O) is 
partially responsible for the greenhouse gas diffusions and its 
effect on the atmosphere from the point of global warming is 
greater than that of CO2. One ton of N2O corresponds to almost 
298 tons of CO2.1 Moreover, the procedure followed to eliminate 
the N2O from the atmosphere contributes into depleting ozone 
layer. Therefore, N2O is considered as an ozone eradicator as well 
as being greenhouse gas. 

Bahrain that is an archipelago made up of 33 islands has a 
total area of 780 km2. The current population in the year 2019 is 
about 1.6 million with a population density of 2155 per km2 and 
a population growth of 4.9% in year 2018.There is an increase in 

 
1http://theconversation.com/meet-n2o-the-greenhouse-gas-300-times-worse-than-
co2-35204 

total energy consumption by 2% per year on average over the 
period 2010 to 2017 with a record of 14.5 mega ton of oil 
equivalent (Mtoe) in 2017. The fundamental factor behind this 
increase in energy consumption is the increase in population. Rise 
in population means greater local demand for energy, which 
increases the greenhouse gas emissions including the N2O 
emissions. 

One of the most substantial origins of N2O emissions is 
burning fossil fuels for energy and transport. Compared to the 
quantity of CO2 in the air, the amount of N2O is much less, but the 
warming impact of each molecule of N2O is nearly 300 times that 
of Co2. 2 Accordingly, a number of papers have examined the 
soundness of the Environmental Kuznets curve (EKC) hypothesis 
using N2O diffusions as a measure for the environmental 
deterioration. In [1], the authors scrutinized the theoretical and 
empirical basis of the EKC using a panel of 156 countries and 
three different pollutants including N2O emissions. The results of 
their paper indicate the presence of a reversed U-curve for all the 
three pollutants but at different levels of income. In [2], the 
researchers reviewed the available literature to explain the EKC 
phenomenon for atmospheric variation and decide the association 
with the economic evolution of Bangladesh in regard to the EKC. 

2https://www.carbonbrief.org/nitrous-oxide-emissions-could-double-by-2050-
study-finds 
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Their results show that the EKC is valid only for developed 
countries which have low-income turning point. The paper of [3] 
confirm the presence of the EKC assumption for Germany by 
employing time series data between 1970 – 2012. The study of [4] 
employed a panel of 36 developing and developed nations 
between 1995-2013 and the EKC assumption is confirmed for 
N2O and CO emissions. Therefore, the contribution of this study 
is to examine the short- and long-term effects of GDP growth, 
foreign direct investment, financial development, and electric 
power consumption on Bahrain N2O diffusions over the period 
1980 – 2012. 

The remainder of the paper is formatted as follows: section 2 
highlights the review of literature; the following section describes 
the data and models employed in this study followed by the 
discussion of results in section 4. Finally, the last section covers 
the conclusions and policy implications. 

2. Literature Review 

EKC affirms that environmental pollutants increase as the 
national output increases just before a certain threshold of output 
after which emissions decrease as output increases [5]. 
Particularly, EKC assumption indicates a reversed U-shape 
relationship between national output and environmental 
deterioration. This aspect was first called EKC by [6]. 

A substantial consideration is given to the relationship 
between economic development and environmental diffusions in 
the last decades. Various practical studies have scrutinized this 
hypothesis in distinct countries all over the world. In general, the 
results of these studies are mixed. One part validates the EKC 
hypothesis and approves the presence of a reversed U-shape (for 
example, [7]-[10] among others). The other part of these studies 
did not succeed to prove the EKC hypothesis but found either a 
linear or N-shaped relationship (such as [11]-[14] among others). 

The presence of the difference in the results of empirical 
studies is apparent. This difference in the results can be illustrated 
by the following components. The first component is explained 
by the various measures of air pollutants used. For example, one 
part of the studies utilized air contamination index such as 
greenhouse gas emissions, CO2, CH4, SO2 and NOx emissions 
(such as [11]; [15]; [16]). However, the other group of research 
has assessed the EKC hypothesis by employing other 
environmental measures such as ecological footprint [17], 
deforestation [18] and [19], and hazardous waste [20]. The second 
component is pertained to the different models and methodologies 
utilized. To illustrate, the studies that employ a panel data for a 
set of countries examined the EKC theory using panel 
cointegration [21] and [22] or fixed effects regression [23]. On the 
contrary, studies that employ an individual country apply time 
series techniques such as Vector Autoregressive (VAR) models 
[24] and [25] cointegration approaches of Granger and Johanson 

 
3 GDP at purchaser's prices is the sum of gross value added by all resident 
producers in the economy plus any product taxes and minus any subsidies not 

and the ARDL bounds techniques (such as [26]-[30], among 
others). The third component is associated with the different 
variables incorporated in the model. Some studies examined the 
EKC hypothesis by incorporating the GDP per capita and its 
square only. Other set of research papers have expanded the 
primary model with other explanatory variables like energy 
consumption, foreign direct investment, financial development, 
urbanization and trade openness. The last component is related to 
the various countries included in the study and the chosen period. 

The amount of research that examines the EKC theory in the 
Gulf Cooperation Council GCC area is limited. For example, in 
[30], the author uses the data of Saudi Arabia to investigate the 
long-run relationship between the emissions of CO2, economic 
development, energy consumption and urbanization and found 
that the EKC does not exist. This conclusion is supported by the 
study of [31], which scrutinized the relationship between CO2 
emissions from transports, energy consumption by road transports 
and economic development in Saudi Arabia. On the contrary, the 
study of [32] proved the presence of EKC assumption by studying 
the effect of trade and income level on CO2 emissions. In the UAE, 
the presence of EKC relationship was approved [33] and [34]. The 
empirical results of [35] indicate that inverted U-shaped 
relationship is held when using the ecological footprint as a 
measure of environmental deterioration but not for CO2 emissions. 
This paper adds to the existing literature by studying the 
relationship between N2O emissions, income level, electricity use, 
FDI and financial development in Bahrain. 

3. Material and Method 

3.1. Data 

To attain the target of this research paper, yearly N2O 
emissions data (thousand metric tons of CO2 equivalent) are used 
as the environmental pollutant. To check the reliability of EKC 
theory, GDP per capita at constant 2010 US$ and its square are 
employed.3 As asserted by the study of  [17] that one of the factors 
that leads to the divergence in the results of the EKC testing 
studies is the variables included in the estimated equation. One of 
the sources of N2O emissions is fossil fuel combustion that is used 
to generate electricity. Therefore, this paper augments its model 
with electric power consumption (KWh per capita) to examine its 
impact of N2O emissions. 

In [36] and [37], the authors argue that foreign investors and 
international corporations prefer investing in countries that have 
loose environmental policies and standards. Most of these 
investments sponsor forms of production that are environmentally 
inefficient [38]. Accordingly, this paper augments the basic model 
with additional variables such as the foreign direct investment, net 
inflows (% of GDP). Furthermore, domestic credit provided by 
financial sector (% of GDP) is utilized as a measure of financial 
development. 

included in the value of the products. It is calculated without making deductions 
for depreciation of fabricated assets or for depletion and degradation of natural 
resources. Data are in constant 2010 U.S. dollars.  

http://www.astesj.com/
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The World Development Indicators (WDI) database is utilized 
to collect annual data for all the variables between 1980 – 2012.4 
In order to reduce heteroscedasticity and stabilize variances all the 
variables are transformed using the natural logarithm except the 
financial development indicator and FDI as they are measured as 
a percentage of GDP. Table 1 summarizes the descriptive 
statistics of all the variables under concern. 

Table 1: Descriptive Statistics 

Variables 
Description 

N2O 

emissions 

(Thousand 
metric tons 

of CO2 
equivalent) 

GDP 
per 

capita 
(constant 

2010 
US$) 

Elec 
Electric 
Power 

Consumption 
(KWh per 

capita) 

Fin 
Domestic 

credit 
provided 

by 
Financial 

Sector 
(% of 
GDP) 

FDI 
Foreign 
direct 

investment,  
net inflows 
(% of GDP) 

Mean 86.39 20487.51 16972.75 30.42 4.57 
Std. 
deviation 26.90 1995.28 5003.57 21.68 7.79 

Minimum 39.684 16571.4 4612.55 -5.82 -13.61 
Maximum 131.257 22955.1 21644.38 72.22 33.57 
Skewness 0.142 -0.61 -1.53 0.36 1.39 
Kurtosis 1.928 1.89 4.32 2.41 7.79 
obs 33 33 33 33 33 

3.2. Technical Tool and Econometric Model 

On the basis of the pioneering work by [39] that is followed 
by the study of [40], this paper uses a single equation model that 
allows to examine the emission –growth relationship for Bahrain. 
Basically, it is suggested that the degradation of environment in 
Bahrain can be briefly written as follows: 

𝑁𝑁2𝑂𝑂 = 𝑓𝑓 (𝐺𝐺𝐺𝐺𝐺𝐺,𝐺𝐺𝐺𝐺𝐺𝐺2,𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸,𝐹𝐹𝐹𝐹𝐹𝐹,𝐹𝐹𝐺𝐺𝐹𝐹)  (1) 

where 𝑁𝑁2𝑂𝑂 represents the nitrous oxide emissions in Bahrain. The 
above function shows that the explanatory variables for nitrogen 
oxide emissions are the economic growth (GDP), square of 
economic growth ( 𝐺𝐺𝐺𝐺𝐺𝐺2 ), electricity consumption (Elec), 
financial developments (Fin) and foreign direct investments (FDI). 

Looking at the main objective of this study, it is suggested to 
derive a natural log form equation from the above linear equation, 
so it allows for testing the hypothesis of the EKC. Having natural 
log model ensure the production of reliable and effective results. 
Furthermore, in [41], the authors have reported that a natural log 
model will help in satisfying the stationary condition of the 
variance-covariance matrix. Accordingly, re-writing the model 
above can be represented by the following equation:  

𝐸𝐸𝐹𝐹(𝑁𝑁2𝑂𝑂)𝑡𝑡 = 𝛽𝛽0 +  𝛽𝛽1 𝐸𝐸𝐹𝐹 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 + 𝛽𝛽2 ( 𝐸𝐸𝐹𝐹 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡)2 +
 𝛽𝛽3 𝐸𝐸𝐹𝐹 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡 +  𝛽𝛽4 𝐸𝐸𝐹𝐹 𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 +  𝛽𝛽5 𝐸𝐸𝐹𝐹 𝐹𝐹𝐺𝐺𝐹𝐹𝑡𝑡 + 𝜀𝜀𝑡𝑡 (2) 

where 𝜀𝜀𝑡𝑡 is the error term associated with the estimation while 
𝛽𝛽0 is the intercept. The coefficients 𝛽𝛽1 ,𝛽𝛽2  𝛽𝛽3,𝛽𝛽4 𝑎𝑎𝐹𝐹𝑎𝑎𝛽𝛽5  represent, 
respectively, the impacts of GDP per capita and its quadratic term, 
electricity consumption per capita, financial developments, and 
the percentage of foreign direct investments. Based on the theory 
of EKC, it is likely that 𝛽𝛽1  has positive sign while 𝛽𝛽2  has a 
negative sign.   

 
4 The most available data for N2O were till the year 2012. 

Having a glance at (2) shown above, it is revealed that none 
of GDP term or its square term can be excluded. The aim of 
adding both terms in the same equation is to investigate the 
authenticity of the EKC, which can be verified only if the 
relationship among environmental emissions and economic 
growth is expressed by an inverted U-shape curve. In another 
words, if the relationship among the environmental emissions and 
economic growth is an inverted U-shape, EKC hypothesis cannot 
be rejected. Therefore, the environmental emissions will tend to 
increase as much as there is an increase in output per capita, until 
it reaches to a specific level (peak). Accordingly, the quality of 
the environment will be better. 

In a study conducted by [6], it is reported that if there is no 
significant change in technology in an economy, it is expected that 
an inverted U-shape curve represents the linkage between GDP 
per capita and the emissions of the environment. Precisely, an 
expansion of an economy causes negative impacts on 
environment at early stages. However, as much as it grows, 
structural change is experienced by the economy due to many 
factors including information intensive industries and services, 
advances in technology, increase in environmental consciousness 
and implementation of environmental protocols, which may have 
positive influence on reducing environmental emissions.  

3.3. ARDL Approach 

The purpose of this study is to investigate the hypothesis of 
having an environmental Kuznets curve, that be represents a curve 
of an inverted U-shape to express the linkage between the 
emissions of environment and the growth of an economy. 
Accordingly, long- and short-term dynamics of the model can be 
investigated using a cointegration approach named 
Autoregressive Distributed Lag Model (ARDL). Among others, 
the authors of [42], [43], [44], and [45] have used ARDL, which 
starts as a general model and then moves into more specific one 
to capture the characteristics of the data included in the regression 
using a sufficient number of lags. As literature has discussed 
many advantages for using ARDL in cointegration models, it is 
worth to shed the light on some key advantages that have affected 
the selection of the model for this study. First, in [42], the author 
has reported that the ARDL approach is suitable for variables with 
different integration orders that could be either fractional or at I 
(0) or I (1). In addition, the equilibrium features of both short- and 
long-term dynamics are captured by the error correction model 
(ECM) which is obtained from a transformation that is done 
linearly for the ARDL model.  

Considering the size of the sample, the authors of [44] have 
claimed that when the investigation is done on a small sample, 
then the approach of ARDL is more appropriate in comparison to 
that of [46] cointegration. They have also admitted that ARDL has 
minimal residual correlation and thus considered as a superior 
approach against serial correlation problems attributed to 
endogeneity issue. Lastly, being able to proceed with the 
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estimation even if the explanatory variables are endogenous is 
another key advantage of ARDL model [42], [45]. 

3.4. Unit Root Testing 

As time series data exhibit trending behavior and thus the null 
hypothesis of non-stationary cannot be rejected, unit root testing 
is applied using three different approaches called Augmented 
Dickey & Fuller (ADF) [47], Phillips and Perron (PP) [48] and 
KPSS [49] to test the order of integration of each variable. In fact, 
both ADF and PP tests suggest that the null hypothesis is non-
stationary where KPSS claims a stationary null hypothesis. Since 
the original Dickey & Fuller test [47] cannot accommodate 
complex models, the ADF approach is a customized version of 
the test that can satisfy the need of having an appropriate 
stationary test for complex models. The ADF for models with 
unknown orders can be represented as shown below: 

∆𝑦𝑦𝑡𝑡 =  𝜃𝜃0 + 𝛼𝛼0𝑡𝑡 + 𝛼𝛼1𝑦𝑦𝑡𝑡−1 + ∑ 𝜃𝜃𝑖𝑖∆𝑦𝑦𝑡𝑡−1
𝑝𝑝
𝑖𝑖=0 +  µ𝑡𝑡 (3) 

where 𝑦𝑦𝑡𝑡 is the variable in period t; ∆𝑦𝑦𝑡𝑡−1is the 𝑦𝑦𝑡𝑡−1-𝑦𝑦𝑡𝑡−2;  the 
disturbance term represented by µ𝑡𝑡  is i.i.d and has zero mean 
where the variance is 1; t the linear time trend and p is the lag 
order. It is worth to note that the ADF test has been developed to 
examine univariate time series for the presence of unit root. In 
another word, any time series with presence of unit root should be 
treated to ensure that the variable is stationary (if it is required for 
modelling).  

Since 𝜶𝜶𝟎𝟎 and 𝜶𝜶𝟏𝟏 are the coefficients of the time trend term (t) 
and the variable 𝒚𝒚𝒕𝒕−𝟏𝟏 in previous period (t-1), it is important to 
investigate the order of integration of the variable 𝑦𝑦𝑡𝑡. This is done 
by examining whether or not  𝛼𝛼1= 0 in (3). Accordingly, if 𝛼𝛼1 is 
not significantly less than zero, the null hypothesis of a unit root 
cannot be rejected. Otherwise, both level and first differenced 
variables are tested against unit root. Since in [49], the KPSS 
stationary test was introduced which assumes that stationary is the 
null hypothesis, this study has also applied this test to make sure 
that the results are superior. 
3.5. Bound Testing Approach  

The next step after getting the order of integration for each 
variable under concern, the ARDL bound testing [45] is 
implemented to investigate the existence of long run association 
between the variables. The ARDL bound testing depends on 
assessing the joint significance of the lagged variables 
coefficients using F-Wald test, which has a null hypothesis of 
H0: 𝛽𝛽1  = 𝛽𝛽2  = 𝛽𝛽3  = 𝛽𝛽4  = 𝛽𝛽5 = 0, whereas the alternative is that at 
least one coefficient (𝛽𝛽) is not equal to zero.  There are upper and 
lower critical values that should be compared with the results 
obtained from the F-statistics, where all are tabulated by [45]. 
There will be a proof of cointegration with a presence of long run 
association between the variables if the estimated F-statistic is 
more than the upper limit. If the computed F-statistic falls 
between the two critical limits, no conclusion can be provided by 
the test. However, the null hypothesis cannot be rejected if the 
values of F-statistic is less than the lower limit. In addition, this 
applies that there is no existence of cointegration among the tested 
variables.  

If the estimated F-statistic shows the presence of long run 
relationship between the variables, the next stage of the ARDL 
specification is estimating the long run coefficients in (2) [50].  
The long run impact on the N2O emissions is measured by the 
estimated values of 𝛽𝛽𝑖𝑖 . The Akaike Information Criteria (AIC) 
[51] is utilized to decide on the optimal lag length for each 
variable.  

The residuals obtained from estimating (2) are used to 
approximate the error correction term (ECT), which shows the 
speed that the variables restore to their equilibrium levels in the 
long run from the short run. Therefore, the value of the coefficient 
of ECT should be negative and less than or equal to one besides 
being highly significant. Hence, the specifications of the error 
correction term of the ARDL approach can be estimated as 
follows: 

∆𝐸𝐸𝐹𝐹 (𝑁𝑁2𝑂𝑂)𝑡𝑡 = 𝛿𝛿0 + ∑ 𝛿𝛿1𝑖𝑖 ∆𝐸𝐸𝐹𝐹𝑁𝑁2𝑂𝑂𝑡𝑡−𝑖𝑖𝑛𝑛
𝑖𝑖=0 +

 ∑ 𝛿𝛿1𝑘𝑘 ∆𝐸𝐸𝐹𝐹 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑘𝑘
𝑞𝑞
𝑘𝑘=0 + ∑ 𝛿𝛿2𝑗𝑗 ∆ ( 𝐸𝐸𝐹𝐹 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑗𝑗)2𝑑𝑑

𝑗𝑗=0 +
 ∑ 𝛿𝛿3𝑙𝑙 ∆ 𝐸𝐸𝐹𝐹 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−𝑙𝑙𝑏𝑏

𝑙𝑙=0 +  ∑ 𝛿𝛿4𝑤𝑤 ∆𝐸𝐸𝐹𝐹 𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡−𝑤𝑤
𝑦𝑦
𝑤𝑤=0 +

 ∑ 𝛿𝛿5𝑚𝑚 ∆ 𝐸𝐸𝐹𝐹 𝐹𝐹𝐺𝐺𝐹𝐹𝑡𝑡−𝑚𝑚𝑟𝑟
𝑚𝑚=0 + 𝜃𝜃𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−1 + 𝜀𝜀𝑡𝑡               (4) 

where ∆   represents the growth or changes in N2O emissions 
(𝑵𝑵𝟐𝟐𝑶𝑶), GDP per capita (𝑮𝑮𝑮𝑮𝑮𝑮) and its quadratic term, electricity 
consumption per capita (𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬), financial developments (𝑭𝑭𝑭𝑭𝑭𝑭), 
and the percentage of foreign direct investments (𝑭𝑭𝑮𝑮𝑭𝑭). The term 
of 𝑬𝑬𝑬𝑬𝑬𝑬 reflects the speed of adjustment when a deviation take 
place. The value of the 𝑬𝑬𝑬𝑬𝑬𝑬 is negative. 

4. Empirical Results and Discussion 

Before estimating any time series model, it is essential to examine 
the integration order of the variables and identify their order of 
integration. This study employs ADF test, KPSS test and PP test. 
The results of the three tests are reported in Table 2 which reveals 
that all the variables except the FDI are having unit root at level 
however a first difference convert them to stationary variables. 
Hence, the integration order is 1; i.e. I (1). 

Table 2: Unit root results 

Variable 
ADF KPSS PPerron 

Constant 
Constant 

and 
Trend 

Constant 
Constant 

and 
Trend 

Constant 
Constant 

and 
Trend 

lnN2O -2.33 -3.93** 0.48** 0.14* -3.01** -4.10* 
lnGDPpc -1.07 -2.33 0.31 0.11 -1.29 -2.55 
lnElec -3.23** -2.55 0.37 0.15** -3.65** -2.57 
Fin -0.11 -3.04 0.46** 0.15** 0.22 -2.99 
FDI -5.51*** -5.48*** 0.29 0.15** -5.61*** -5.55*** 
ΔlnN2O -7.49*** -8.35*** 0.32 0.11 -7.37*** -8.45*** 
ΔlnGDpc -4.74*** -4.63*** 0.14 0.11 -4.76*** -4.62*** 
ΔlnElec -5.24*** -5.69*** 0.35 0.15** -5.23*** -5.73*** 
ΔFin -5.83*** -5.74*** 0.29 0.13 -6.02*** -5.92*** 
ΔFDI -8.05*** -7.94*** 0.31 0.17** -11.2*** -11.1*** 

Notes: ADF is the Augmented Dickey Fuller Unit root test, KPSS is the Kwiatkowski, 
Phillips, Schmidt & Shin stationarity test. PP is Phillips & Perron unit root test. lnN2O is the 
natural logarithm of nitrous oxide emissions, lnGDPpc is the natural logarithm of GDP per 
capita, lnElec is the natural logarithm of electric power consumption, Fin is the Domestic 
credit provided by Financial Sector (% of GDP) and FDI is Foreign direct investment, net 
inflows (% of GDP). Δ is the first difference. *, ** and *** show 10%, 5% and 1% level of 
significance, respectively. 
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The findings obtained from stationary tests serve as the basics 
to implement the following steps of estimation. In order to explore 
the presence of long run relationship among the N2O emissions 
and its determinants,  the bound testing method of ARDL that aims 
for exploring cointegration is employed in (4) and the results are 
shown in Table 3. AIC is utilized in selecting the optimal lag 
structure for all the variables and the results are as (1,0,0,0,2,0) 
for the function 𝑁𝑁2𝑂𝑂 = 𝑓𝑓 (𝐺𝐺𝐺𝐺𝐺𝐺,𝐺𝐺𝐺𝐺𝐺𝐺2 ,𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸,𝐹𝐹𝐹𝐹𝐹𝐹,𝐹𝐹𝐺𝐺𝐹𝐹) . The 
estimated F statistic is 10.052 which is greater than the value of 
the upper critical limit developed by [52]. Therefore, it is possible 
that the null hypothesis of no cointegration is rejected. 

Table 3: Results of ARDL bound testing to cointegration 

Model Optimal lag 
structure F - value t - 

statistics 

𝑁𝑁2𝑂𝑂 = 𝑓𝑓 (𝐺𝐺𝐺𝐺𝐺𝐺,𝐺𝐺𝐺𝐺𝐺𝐺2,𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸,𝐹𝐹𝐹𝐹𝐹𝐹,𝐹𝐹𝐺𝐺𝐹𝐹) (1,0,0,0,2,0) 10.052 -6.77*** 

Table 4: Estimated Coefficients from ARDL (1,0,0,0,2,0) for Model 

𝑁𝑁2𝑂𝑂 = 𝑓𝑓 (𝐺𝐺𝐺𝐺𝐺𝐺,𝐺𝐺𝐺𝐺𝐺𝐺2,𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸,𝐹𝐹𝐹𝐹𝐹𝐹,𝐹𝐹𝐺𝐺𝐹𝐹) 

Long run estimates:  𝐸𝐸𝐹𝐹𝑁𝑁2𝑂𝑂 
as dependent variable  

Variable Coefficients t-statistics 

𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 4.5 2.18** 
𝐺𝐺𝐺𝐺𝐺𝐺2𝑡𝑡 -2.3 -2.20** 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡 0.66 2.74** 
𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡 -0.20 -4.64*** 
𝐹𝐹𝐺𝐺𝐹𝐹𝑡𝑡  -0.40 -1.33* 

Short run 
estimates: ∆𝐸𝐸𝐹𝐹𝑁𝑁2𝑂𝑂 as 
dependent variable  

𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 2.30 2.42** 

𝐺𝐺𝐺𝐺𝐺𝐺2𝑡𝑡−1 -4.6 -2.44** 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−1 0.72 2.36** 
𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡−1 -0.10 -1.29 
𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡−2 0.40 3.60** 
𝐹𝐹𝐺𝐺𝐹𝐹𝑡𝑡−1 -0.20 -0.33 
𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡−1 -0.76 -6.77*** 
Constant 14.43 1.54 

 trend -0.44 -6.97*** 

Table 5: Diagnostic Tests 

Test Coefficient 

𝑅𝑅2 0.76 

Adjusted 𝑅𝑅2 0.66 

F- statistics 10.052(0.023) 

Jarque-Bera normality test 1.062(0.334) 

Heteroscedasticity Test: ARCH 2.83(0.984) 

Breusch-Godfrey Serial Correlation LM Test 0.718(0.315) 

Ramsey RESET test 0.723(0.413) 

Table 4 presents the findings of ARDL estimation. The upper 
part of Table 4 illustrates the coefficients of the long run 
relationship. All the estimated coefficients appear to have 
significant impacts on N2O emission at 1% or 5% level of 
significance except the coefficient of FDI, which is only 
significant at 10% level. Specifically, the GDP per capita 
elasticity is statistically significant and has a positive sign in both 
long and short run relationships. Moreover, the coefficient of the 
squared GDP per capita turned out to be negative and significant 
in both timeframes. The negative coefficient on the squared value 
of GDP per capita confirms the presence of the Environmental 
Kuznets Curve (EKC), which indicates the relationship between 
Bahrain economic growth and the level of N2O emissions follows 
the inverted U-shape curve in the long run. 

The findings of Table 4 demonstrate the coefficients of the 
other variables under concern. A 1% increase in electricity 
consumption causes 0.66% surge in N2O diffusion. However, 
foreign direct investments and financial development variables 
are negatively related to the N2O emissions as they cause a 
decrease in N2O emissions of 0.4% and 0.2%, respectively. This 
is a good sign for policy makers to consider the improvement in 
the financial sector and draw the attention of foreign direct 
investments, which may help boosting air quality in Bahrain. 
Furthermore, the electricity consumption variable occurs to have 
a negative significant impact on N2O emissions level. 

The lower part of Table 4 reveals the findings of the short run 
estimations of the dynamic effects on N2O diffusions by its 
determinants. The Δ sign implies that the variables are in their first 
differences.  Briefly, for the error correction term (ECTt-1), the 
coefficient is not only negative (as expected) but also significant 
at 5% level. This reinforces the hypothesis of cointegration and 
gives a measure for the how fast is the adjustment to equilibrium 
in the short run, which is around 76% in a year.  

 
Figure 1: Plot of Cumulative Sum of Recursive Residuals 

 

Figure 2: Plot of Cumulative Squared Sum of Recursive Residuals 

To reassure the stability of the obtained findings, Table 5 
reports the results obtained from some diagnostic tests that are 
applied for ARDL estimations. The findings prove that there is no 
serial correlation in the residuals, and the distribution is normal. 
Moreover, the variance of the errors is constant (homoscedastic). 
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Furthermore, the cumulative sum of recursive residuals (CUSUM) 
and the cumulative squared sum of recursive residuals 
(CUSUMSQ) established by [53] are plotted in Figures 1 and 2 to 
examine the model’s parameters stability. Figures 1 and 2 
illustrate the stability of the estimated model as both plots occur 
within the limits of the 5% confidence interval. It is important to 
check the stability of the model for it to be strong enough for 
forecasting issues and accordingly applicable for policies 
implementations.  

5. Conclusion and Recommendations 

This paper examines the validity of the EKC hypothesis in 
Bahrain over the period 1980 – 2012 with the implication of 
nitrous oxide (N2O) emissions as an environmental pollutant. The 
estimated equation is augmented with electric power consumption, 
foreign direct investment and financial development indicator. 
ARDL approach is employed to examine the short and long run 
impact of the variables under interest on N2O emissions. The 
obtained results from the ARDL estimation indicate the validity 
of the EKC hypothesis. Moreover, electric power consumption 
has a positive impact on N2O emissions in the short and long run. 
However, foreign direct investments and financial development 
have negative impact on the emissions of N2O. 

In order to decrease the impact of electric power consumption 
on N2O emissions, Bahrain should continue its efforts in 
decreasing the environmental emissions such as assisting 
households to install solar cells on the top of their houses and use 
solar energy in generating their own need for electricity, which 
may help in reducing the electricity production using fossil fuel 
combustion. 

Although the authors of [36] and [37] argue that foreign 
investors and international corporations prefer investing in 
countries that have loose environmental policies and standards as 
most of these investments sponsor forms of production that are 
environmentally inefficient [38], this paper found that FDI 
reduces N2O emissions. Our results are in line with that of [54] 
who found that FDI can be good for the environment. They 
explain this relationship by referring to the possibility of 
transferring the foreign firms’ green technologies to their 
domestic counterparts which may have low environmental-
friendly technologies.  As the FDI helps decreasing N2O 
emissions, Bahrain should increase its focus on the quality of FDI 
to be technology oriented FDI. Moreover, the financial 
development indicator reduces the N2O emissions. Therefore, 
Bahrain should enhance its financial sector by developing bond 
and securities markets. This will improve the financial services 
and provide more funds to be invested in research and 
development on new and advanced techniques to generate clean 
energy. 
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A R T I C L E I N F O A B S T R A C T

Article history:
Received: 30 April, 2021
Accepted: 06 July, 2021
Online: 27 July, 2021

Keywords:
Distributed control
Entropy
Learning
Population dynamics
Selection-Mutation

In control systems, several optimization problems have been overcome using Multi-Agent Sys-
tems (MAS). Interactions of agents and the complexity of the system can be understood by using
MAS. As a result, functional models are generated, which are closer to reality. Nevertheless,
the use of models with permanent availability of information between agents is assumed in
these systems. In this sense, some strategies have been developed to deal with scenarios of
information limitations. Game theory emerges as a convenient framework that employs concepts
of strategy to understand interactions between agents and maximize their outcomes. This paper
proposes a learning method of distributed control that uses concepts from game theory and
reinforcement learning (RL) to regulate the behavior of agents in MAS. Specifically, Q-learning
is used in the dynamics found to incorporate the exploration concept in the classic equation
of Replicator Dynamics (RD). Afterward, through the use of the Boltzmann distribution and
concepts of biological evolution from Evolutionary Game Theory (EGT), the Boltzmann-Based
Distributed Replicator Dynamics are introduced as an instrument to control the behavior of
agents. Numerous engineering applications can use this approach, especially those with limita-
tions in communications between agents. The performance of the method developed is validated
in cases of optimization problems, classic games, and with a smart grid application. Despite
the information limitations in the system, results obtained evidence that tuning some parameters
of the distributed method allows obtaining an analogous behavior to that of the conventional
centralized schemes

1 Introduction
This original research paper is an extension of the work initially
presented in the Congreso Internacional de Innovación y Tendencias
en Ingenierı́a (CONIITI) 2020 [1]. In this version, readers can find
a full view of the proposed learning distributed method, which uses
concepts from Game Theory (GT) to control complex systems. This
paper also presents an evaluation of the method from an evolution-
ary perspective of the obtained equations. This work also simulates
a modified version of the case study presented in the conference,
which includes different communication constraints and attributes
of the generators employed in the power grid. Moreover, some
additional cases in the context of classic games and maximization
problems are introduced to make clearer the incidence of some
control parameters in the behavior of agents.

The idea to model and control complex systems has increased
over time. In this context, Engineering applications have received
special interest due to their affinity with the use of mathematical
techniques to prove new models and concepts on applications closer
to reality [2]. In recent decades, research has been focused on the
study of distributed systems with large-scale control. Numerous
models and techniques have been developed to overcome issues
such as the expensive computational requirements, the structure of
the communication, and the calculation of the data required to com-
plete a task in large-scale systems. These issues can be managed by
using Multi-Agent Systems (MAS) and concepts from game theory
[3]. In this sense, the interactions of agents have been thoroughly
studied, as some strategies can help agents maximize their outcomes.
For example, [4] establishes relations among games, learning, and
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optimization in networks. Other studies have focused on games
and learning [5] or on algorithms for distributed computation in
topologies of dynamic networks [6]. Authors in [7] studied the
main applications of power control in the frameworks of distributed
and centralized game theory. Regarding smart grid control applica-
tions, please refer to [8]. Other research has concentrated on cases
with issues in coordination and negotiation that guide the study of
the interactions of agents[9]. For further studies on applications of
power control using game theory, please refer to [10]. Research
on game theory considers three types of games. First, continuous
games consider the way an agent can have a pure strategy looking
for maximum profit. Second, in matrix games, agents are regarded
as individuals and can take only one shot to play simultaneously.
Finally, dynamic games suppose that players can learn in some
way about the environment, that is, their actions and states. This
assumption means agents can learn and correct their behavior based
on the outcomes of their actions [11]. Dynamic games must deal
with the following challenges: modeling the environment for agents
interaction, modeling the agents goals, the prioritization of the
agents actions, and the estimation of the amount of information
owned by a player [12].

The study of dynamics of agents changing over time is a concept
of dynamic games introduced by Evolutionary game theory (EGT)
[13]. The concept of the evolutionary stable strategy popularized
EGT thanks to the analogy with biology concepts and the compari-
son with natural behaviors [14]. Some real-life control applications
have employed EGT, whose understanding serves as a basis for the
replicator dynamics (RD) approach. The revision protocols describe
the way agents choose and modify their strategies, while population
games determine the agents’ interactions. The combination of both
revision protocols and population games produces the concept of
evolutionary game dynamics [14]. This perspective of evolution is
often used to model large-scale systems because its mathematical
background helps to describe this process with differential equations
[13]. Many areas of Engineering have applied EGT, for example,
optimization problems, control of communication access, systems
of microgrids, etc. [11]. The use of EGT to model engineering prob-
lems has revealed the following benefits: ease to relate a game to an
engineering problem, where payoff functions can be defined with the
objective function and the strategies, and the relationship between
the optimization concept and Nash Equilibrium, which is enabled
under particular conditions that met the conditions of the first-order
optimization of the Karush–Kuhn–Tucker. Last but not least, EGT
uses local information to achieve solutions. In this sense, distributed
approaches emerge to tackle engineering problems, which is useful
when considering the implementation cost of centralized schemes
and their complexity [11]. Distributed schemes of population dy-
namics have outstanding features over techniques like the method of
dual decomposition, which requires a centralized coordinator [15].
This characteristic reduces the associated cost with the structure
of communication. Additionally, in comparison with distributed
learning algorithms in normal-form-games, there are no failures in
distributed population dynamics when all the variables involved in
decision-making have limitations[16]. This makes Distributed Pop-
ulation Dynamics suitable for solving issues regarding allocation of
resources like in a smart city design [17]. For these purposes, the
distributed power generation needs to be integrated so that electric

grids be more reliable, robust, efficient, and flexible. Nevertheless,
modeling a grid using a distributed approach instead of the classic
centralized, is an option to consider due to its realism and flexibil-
ity, according to microgrids constraints [18]. In this sense, control
operations are considered individually in microgrids, as they make
a distinction among the power generation, the secondary frequency,
and the economic dispatch [19]. Static optimization concepts are
employed to manage the economic dispatch [20] or even methods
like the offline direct search [21]. The analysis may be more com-
plicated if it includes loads, the generator, and power line losses
in the distributed model. Other approaches cannot consider the dy-
namic conditions like the economic dispatch time dependence [22].
Some approaches have been developed to face these challenges.
For instance, [23] presents a management system for a microgrid
with centralized energy and stand-alone mode to study its static
behavior. Other research employs a distributed control strategy con-
sidering power line signaling for energy storage systems [24]. The
employment of the MAS framework in economic problems using
a distributed approach was gathered in [25], taking into account
the delays in the communication system. Microgrid architectures
have also been proposed considering distributed systems like the
microgrid hierarchical control [26].

This paper presents an approach to overcome some of the is-
sues identified in the literature review. The aim is to show how to
develop a control method of learning to study the influence of the
exploration concept in MAS, that is, interaction between agents.
RD was developed from simple learning models [27], so this re-
search seeks to bring the exploration concept into the traditional
exploration-less expression of RD, using the Q-learning dynamics.
As a result, the combination of these frameworks opens up a path
to tackle dynamics in a scenario where the feedback of each agent
is determined by the agent itself and by other agents, and where
interaction between them is limited. For the analysis, the Boltzmann
distribution includes a distributed perspective of the Replicator Dy-
namics as a way to regulate the agents’ behavior in a determined
scenario. The developed method employs a temperature parameter
and the presence of entropy terms, to modify the learning agents’
behavior and link the selection-mutation process from EGT and the
exploration-exploitation concept from RL. This attribute complies
with the traditional positive condition of EGT techniques (modeling
agents’ interaction). Nevertheless, In the control area, the employ-
ment of these techniques has to be understood more on the normative
side of things. To explain these features, this approach employs
theory of RL, EGT, and decision-making to solve some cases in
the context of classic games and maximization problems using a
novel distributed model of learning. It also uses experimental data to
tackle an economic dispatch problem, which is a common problem
in smart grids. The results obtained by the proposed approach are
contrasted with the classical centralized framework of RD.

The remainder of this paper is organized as follows. Section 2
presents, a short synopsis of game theory and reinforcement learn-
ing, as well as the relationship between EGT and Q-learning using
the Boltzmann distribution. Section 3 explains a distributed neigh-
boring concept used for the Boltzmann control method, considering
the behavior of replicator dynamics. Section 4 introduces important
concepts from the previous Section, related to evolutionary game
theory and reinforcement learning. In Section 5, the employment of
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the learning method on traditional cases of GT and maximization
problems presents the background to analyze the application of the
Boltzmann model behavior on a smart grid real-life case. Finally,
the main conclusions of the study are summarized in Section 6.

2 Preliminaries
Game theory includes a group of equations and concepts to study
the background in decentralized control issues. Most of the time, a
game comprises a group of players (agents) with similar population
behavior that choose the best way to execute actions. The strategy
of a player can decrease rewards after performing a wrong action
or increase rewards when the action was correct [28]. The theory
of learning is used to understand this behavior. In this sense, the
scheme of RL explains the relationship among the environment,
signals, states, and actions. In the interaction, at each step, each
player gets a notification with the current state of the environment
and a reinforcement signal, then, the player chooses a strategy. Each
player of the game aims to find the policy that produces the best
rewards after recognizing the consequence of its actions, that is,
reward or punishment. A structure of estimated value functions is
characteristic of traditional RL methods [29]. The total reward that
a player can obtain is usually a pair state-action or a state value.
This means that the optimal value function is needed to find the
policy that correctly fulfills payoffs. The Markov decision process
and value iteration algorithm can be employed for this purpose [30]
when the scenario is familiar. In other cases, Q-learning can be used
as an adaptable method of value iteration where the model of the
scenario does not require to be specific. Equation (1) depicts the
Q-learning interaction process [31]:

Qt+1(s, a)← (1 − α)Qt(s, a) + α(Γ + γmaxa′Qt(s′, a′)) (1)

The whole process begins at time Qt+1 with an initial pair of
action-state (s, a), then, after performing action a achieves the
Qt(s′, a′), where (s′, a′) represents the newest values of s and a,
respectively. maxa′ obtains the uppermost value of Q from s′ by
selecting the action that increases its value. α represents the general
step size parameter, Γ is the instant reinforcement, and γ is a de-
duction parameter. When players have complete access to the game
information and there are no communication limitations, the theory
of learning and games are valuable instruments to deal with control
applications that use a centralized approach. Nevertheless, these
models aim to provide a close description of optimal circumstances,
but they have some drawbacks when dealing with more realistic
conditions, communication constraints, and the individuals ratio-
nality. In this vein, EGT tries to loosen the idea of rationality, by
substituting it with biological notions like evolution, mutation, and
natural selection [32, 33]. In EGT, there is a genetic encoding of the
strategies of the players, which are called genotypes and represent
the conduct of every player employed to calculate its outcomes. The
quantity of other types of agents in the scenario determines the pay-
off of the genotype of each player genotype. In EGT, the population
strategies begin to evolve employing a dynamic process that allows
finding the expected value of this process through the use of the
Replicator dynamics equation. An evolutionary system often returns
to two concepts: mutation and selection. On the one hand, mutation

provides variety to the population. On the other hand, selection
provides priority to some varieties where every genotype is a pure
strategy Q j(n), where the RD offspring expresses this behavior. The
general equation of RD [27] is presented in Equation (2).

dxi

dt
= [(Ax)i − x · Ax]xi (2)

where xi is the portion of a population that plays the i-th strategy.
The payoff matrix is written as A and it owns diverse payoff val-
ues that each replicator obtains from other agents. The vector of
probability x = (x1, x2, ..., xJ) often defines the population state (x),
and evidence the diverse density values of each type of replicator.
Consequently, (Ax)i is the payoff obtained by the i-th player with
x state. Then, the average payoff would be written as x · Ax. Simi-
larly, dxi

dt symbolizes the growth rate of the population playing the
i-th strategy, which is calculated using the obtained payoff value
after playing the i-th strategy and its difference with the average
population payoff. [34].

2.1 Relating EGT and Q-Learning

In [35], the frameworks of RD and Q-learning are related in the
context of two-player games, where players have different strategies.
This relationship is conceivable as players can also be considered
Q-learners. For modelling this case, a differential equation is needed
for player R (rows) and another one for player C (columns). When
A = Bt, the standard RD Equation (2) is employed, where xi is sub-
stituted by ri or ci. Thence, A or B, and the change in state (x) for
r or c determine the payoff matrix for a specific player. Therefore,
(Ax)i switches to (Ac)i or (Br)i and is the reward obtained by the
i-th player with a r or c state. Likewise, for players R and C, the
growth rate dxi

dt switches to dri
dt or dci

dt , respectively. This behavior is
explained using the following system of differential equations [27]
below:

dri

dt
= [(Ac)i − r · Ac]ri (3)

dci

dt
= [(Br)i − c · Br]ci (4)

Equations (3) and (4) denote the group of replicator dynamics
equations used to model the behavior of two populations. Each
population has a growth rate determined by the other populations.
For example, A and B denote two payoff matrices that are needed to
estimate the rate of change for two different current players in the
problem using this group of differential equations. To find the rela-
tionship between the Q-learning framework and the RD equations,
Equation (5) is introduced:

xi(δ) =
eτQai (δ)∑n

j=1 eτQa j (δ)
(5)

where the notation xi(δ) means the prospect of using strategy i
at time δ, and τ symbolizes the temperature. Equation (5) is well-
known as the Boltzmann distribution and is used in [35] to obtain
the continuous time model of Q-Learning in the context of a game
played by two players, as shown in Equation (6), where dxi

dt is written
as ẋi.

ẋi

xi
= τ

[dQai

dt
−

n∑
j=1

dQai

dt
x j

]
(6)
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The expression dQai (t)

dt in Equation (6) can be solved by using
Equation (1) to represent the Q-learner update rule. Equation (7)
presents the equation of difference for the function Q.

∆Qai (δ) = α
[
Γai (δ + 1) + γmax Q − Qai (δ)

]
(7)

The term σ expresses the time spent between two repetitions of the
Q-values updates, where 0 < σ ≤ 1, while Qai (δσ) denotes the
Q-values at time kσ. Then, by assuming an infinitesimal scheme of
this expression, Equation (7) converts to Equation (8) after taking
the limit σ→ 0.

ẋi

xi
= τα

[
Γai −

n∑
j=1

x jΓa j +

n∑
j=1

x j(Qa j − Qai )
]

(8)

As x j

xi
comes to

eτ∆Qa j

eτ∆Qai
, the part after the sum in Equation (8) can

be written in logarithm terms:

α
[
τ
∑

j

x j(Qa j − Qai)

]
= α

[ n∑
j=1

x j ln
(

x j

xi

) ]
(9)

The last expression in Equation (8) is reorganized and replaced,
so it converts to Equation (10).

ẋi

xi
= ατ

[
Γai −

n∑
j=1

x jΓa j

]
+ α

[ n∑
j=1

x j ln
(

x j

xi

) ]
(10)

For using payoff matrices in games with two players, Γai as
∑

j ai jy j

can be written, then, the expressions for players 1 and 2 are ex-
pressed as shown in Equations (11) and (12), respectively:

ẋi = xiατ
[
(Ay)i − x · Ay

]
+ xiα

[ n∑
j=1

x j ln
(

x j

xi

) ]
(11)

ẏi = yiατ
[
(Bx)i − y · Bx

]
+ yiα

[ n∑
j=1

y j ln
(

y j

yi

) ]
(12)

These expressions denote the derivation of the continuous-time
model for Q-learning. For the full process of the derivation, see
Annex A. The Equations (11) and (12) can be considered as a cen-
tralized perspective, analogous to the Equations (3) and (4) that
represent the standard RD form to model actions of players R and
C, in a game of 2 players. However, the Boltzmann model produces
the main differences with the introduction of α and τ parameters,
and the emergence of an additional term. This approach has been
applied in some scenarios such as multiple state games, multiple
player games, and in the context of 2 × 2 games [27]. Nevertheless,
research is still needed to use this approach in real-life problems.

The following Section presents our approach, which is a learn-
ing method that uses a distributed population perspective to control
agents’ behaviors. This proposal uses some of the principles stated
in [35] to introduce the Boltzmann-based distributed replicator dy-
namics approach. This paper also uses the concept of population
dynamics but employing constraints in the agents communications
and assuming players should use neighboring strategies, thus, hav-
ing a scenario where players have no full information of the system.

3 The Boltzmann-based distributed repli-
cator dynamics method

In the following paragraphs, we describe the Boltzmann-based dis-
tributed replicator dynamics method. The starting point needed to
perform the development of this method is the Equation (11). This
formalism is useful since it employs the Boltzmann concept and its
first term has the classic form of the RD when modeling games that
use payoff matrices. Considering the idea to have an analogous and
more general form to express the RD expression, Equation (11) can
be written as Equation (13):

ẋi = αxiτ
[
fi(x) − f (x)

]
+ αxi

[ n∑
j=1

x j ln
(

x j

xi

) ]
(13)

In this equation, a fraction of a determined population can aug-
ment or diminish depending on the higher/lower fitness values of
its individuals with respect to the population average. The popu-
lation is represented by the state vector x = (x1, x2, ..., xn)n with
0 ≤ xi ≤ 1,∀i and

∑n
i=1 xi = 1 , which denotes the portions that

belong to each of the n-types. In fi(x), i denotes the fitness type.
Consequently, the fitness average of the population is expressed
by f (x) =

∑
j x j f j(x). Using these assumptions, this expression

becomes:

ẋi = αxiτ
[
fi(x) −

n∑
j=1

x j f j(x)
]

+ αxi

[ n∑
j=1

x j ln
(

x j

xi

) ]
(14)

The first term of Equation (14) is written as the centralized equa-
tion for the RD. We propose to adapt it to a decentralized form, to
compute the local information of the players to tackle limitations in
communication. The decentralized expression of this step is written
in Equation (15):

ẋi = αxiτ
[
fi(x) −

n∑
j=1

x j f j(x)
]

︸                         ︷︷                         ︸
Centralized

= αxiτ
[
fi(x)

n∑
j=1

x j −

n∑
j=1

x j f j(x)
]

︸                                  ︷︷                                  ︸
Decentralized

(15)
where

∑n
j=1 x j is equivalent to the unit, since the term x j of the opera-

tion denotes the probabilities of selecting the jth strategy. Likewise,
when using logarithms rules, the second term in Equation (14) be-
comes:

αxi

[ n∑
j=1

x j ln
(

x j

xi

) ]
︸                  ︷︷                  ︸

centralized

= −αxi

[
lnxi −

n∑
j=1

x jlnx j

]
︸                        ︷︷                        ︸

Decentralized

(16)

Finally, substituting Equations (15) and (16) in Equation (14),
becomes Equation (17), that expresses the Decentralized form of
the Replicator Dynamics equation in connection with Boltzmann
probabilities.

ẋi = αxiτ
[
fi(x)

n∑
j=1

x j −

n∑
j=1

x j f j(x)
]
− αxi

[
lnxi −

n∑
j=1

x jlnx j

]
(17)

This equation is studied in detail in Section 4 considering EGT
with the selection-mutation concept and the exploration-exploitation
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approaches with their influence on MAS. in Equation (17), the first
parenthesis corresponds to alterations in the proportion of players
that are using the i-th strategy and require complete information
about the state of the whole population and the payoff functions.
Consequently, complete information of the system is required so
that population dynamics evolve. However, since this work aims
to control scenarios where agents cannot access the complete infor-
mation of the system, there should not be dependence on complete
information, for example, in scenarios with limitations in communi-
cation infrastructure, big systems, or privacy matters that obstruct
the process of sharing information. Since the population structure
determines the features that explain players behaviors, the popu-
lation structure in the classic approach owns a complete and well-
mixed structure, which means that players can choose any strategy
with the same probability as the others. Figure 1a illustrates this
concept with some players in a game. We use element shapes such
as scissors, paper, or stone to represent the chosen strategies of each
agent.

(a) (b)

Figure 1: (a) Population Structure Without Constrains, (b) Constrained Population
Structure

Considering EGT, each player can equally obtain a revision
opportunity. When receiving this opportunity, players choose ar-
bitrarily one of their neighbors and switch their chosen strategy
to one of their neighbors based on the selected revision protocol.
As players are supposed to have a full and well-mixed structure,
any opponent has the same possibility of selecting and playing any
strategy of the structure (Figure 1a). On the contrary, Figure 1b
shows a case where constraints in the structure limit the capacity of
an agent to select some strategies, which is also an approach closer
to reality. In this case, all agents are equally likely to be given a
revision opportunity, but a neighbor does not have the same proba-
bility to choose and play a particular strategy. For instance, when a
player obtains a revision opportunity with a paper strategy, there is
no opportunity of choosing an opponent with scissors. The reason is
that no papers are close to any scissors. Nevertheless, in this player
case, the prospect of choosing an adversary with a paper or stone
plan is higher than in the scissors situation. The graph G = (T, L,M)
establishes a mathematical way to represent the behavior of agents
and their dynamics. The set T symbolizes the strategies an agent
can choose. Set L is the meeting probability between strategies.
For contextualizing, the notation M = [ai j], ai j = 1 suggests that
strategy j and i can find each other, but ai j = 0 indicates that these
strategies cannot meet. Thence, it is possible to define Ni as the set
of neighbors of agent i. Full and well-mixed and constrained mixed
populations can be represented by two types of graphs. Figure 2a
depicts a complete graph for the full and well-mixed structures,

while Figure 2b illustrates the case with constraints in the structure.
The form of the graph is determined by the particular structure of
the population. In this research, undirected graphs are employed,
which means that the probability that strategies j and i find each
other are the same as in strategies i and j.

(a) (b)

Figure 2: Graphs topology for (a) full and well-mixed structure and (b) constrained
structure.

Now, for regulating agents interactions, the limitation of incom-
plete information dependency in the population structure of Equa-
tion (17) must be overcome. For this purpose, the work proposed by
[2] is considered. Therefore, to incorporate the neighboring concept,
we use the pairwise proportional imitation protocol, as expressed in
Equation (18):

pi j = p j[ f j(pNi) − fi(pNi)]+ (18)

where the calculation of pi only requires knowing the portions of
the population that are playing neighboring strategies. Then, the
following expression is assumed:

Assumption 1 Operations that update behaviors of agents by em-
ploying the pairwise proportional imitation protocol use the neigh-
boring concept, which means that the iterations in the sums and the
payoff function are determined by those neighbors communicating
effectively with the i-th player.

In this vein, Equation (19) denotes the obtained distributed replicator
dynamics that fulfill the limitations of the population structure and
enable agents to regulate the calculation of incomplete information:

ẋi = αxiτ
[
fi(xNi)

n∑
j∈Ni

x j −

n∑
j∈Ni

x j f j(xN j)
]

(19)

where fi/ j(xNi/ j) is the payoff function for the ith or jth player,
estimated by the proportion of population that effectively communi-
cates with neighbors, and

∑n
j∈Ni x j is a sum that just considers those

neighbors who communicate effectively. As our statement about
the neighboring concept was implemented just in the first part of
Equation (17), the second part of the equation (second parenthesis)
including this concept is written as follows:

− αxi

[
lnxi −

n∑
k∈Ni

xklnxk

]
(20)

In this equation, k represents i-th neighbor with an active com-
munication link that employs strategy j. The end of the equation
expresses the way the i-th player behaves regarding the proposed
method using the Boltzmann concept. Equation (21) denotes in
a complete manner the Boltzmann-Based Distributed Replicator
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Dynamics (BBDRD) which includes both concepts: the distributed
and the neighboring.

ẋi = αxiτ
[
fi(xNi)

n∑
j∈Ni

x j −

n∑
j∈Ni

x j f j(xN j)
]

︸                                  ︷︷                                  ︸
Exploitation

−αxi

[
lnxi −

n∑
k∈Ni

xklnxk

]
︸                 ︷︷                 ︸

Exploration

(21)
As stated above, the BBDRD equation evidences the implemen-

tation of the exploration and the exploitation notions of RL, and
the selection-mutation approach of EGT, as explained in the next
section. The implementation of this approach and examples of its
application in the context of classic games, maximization problems,
and for a smart grid control are developed in Section 5.

4 Evolutionary Approximation
This section presents the control method stated in Equation (21)
from the perspective of RL and in an evolutionary approximation,
which is helpful to comprehend the introduction of the notion of
exploration in the classic RD expression.

4.1 Evolutionary Perspective

The traditional structure of RD is represented in the first part of
the dynamics of Equation (21). This allows approximating to the
Q-learner dynamics from EGT, because the mechanism for selection
is contained in it. Then, the mechanism for mutation is found in the
complementary part of the expression, which means:

xiα

 n∑
k∈Ni

xk ln(xk) − ln(xi)

 (22)

In Equation (22), there are two recognizable entropy values: the
distribution of probability x and the value of the strategy xi. The
expressions for entropy can be written as:

Ei = −xi ln(xi) (23)

and

En = −

n∑
k∈Ni

xk ln(xk) (24)

where Ei represents the available information regarding strategy i,
while En is the information of the complete distribution. Conse-
quently, the mutation equation can be expressed now as:

− (αxiEn − αEi) (25)

The following expression is the mutation equation derived, con-
sidering the difference between old and new states of xi.

n∑
k∈Ni

εik xk − xi (26)

In Equation (26), εik expresses the rate of mutation of agents that
employ the i-th strategy and select another strategy from the pool of
the k neighbors, for example, strategy j. When k is higher or equal

to 1, εik becomes bigger than or equal to zero. Considering EGT, in
the framework of Q-Learning dynamics, mutation is directly con-
nected with entropy that expresses the strategy state. However, this
connection already existed, since it has been evidenced that entropy
augments with mutation [36]. This connection is described in [37]
from the perspective of thermodynamics, taking into account the
trend of mutation to augment to increase entropy. Additionally, the
Q-learning dynamics evidence that RD is the basis for the develop-
ment of the selection concept. In RD, the resulting payoff can favor
or be independent of a strategy, and the behavior of its opponent is
strongly related to the resulting payoff. The concept of mutation can
be found too. This fact is estimated by comparing the value of the
entropy strategy with the value of entropy of the entire population.

4.2 Reinforcement Learning Perspective

Reinforcement learning aims to compensate the exploration and
exploitation mechanisms. For gaining the maximum profit, a player
must execute an action. Commonly, the player chooses actions that
paid a high compensation before. Nevertheless, if the player wants
to identify these actions, it must choose actions that were not chosen
before. The notion from RL of exploitation-exploration is under-
stood from a biological perspective by establishing connections
between exploitation/exploration and mutation/selection. For clarity
purposes, the first term of Equation (21) always chooses the best
courses of actions, which matches the exploitation concept. Like-
wise, the exploration term is introduced into the RD expression due
to its direct connection with the terms of entropy in Equation (22).
Note that high values of entropy produce a high level of uncertainty
in choosing one course of action. Therefore, the term of exploration
augments entropy and gives diversity all at once. Consequently,
the exploration and mutation concepts are strongly related, as both
of them give variety, and a feature of heterogeneity to the environ-
ment. Being in control of particular scenarios like heterogeneity and
communication limitations in a system is a demanding task when
addressing real-life cases. In this sense, the compensation of the
exploration-exploitation mechanisms can be quite difficult since a
fine adjustment is often required for the parameters involved in the
learning process. This adjustment must be performed to regulate the
behavior of players in the process of decision-making. This problem
can be solved by using the BBDRD control method as demonstrated
in Equation (21) and explained in the following section.

5 Illustrative cases

5.1 Rock-Paper-Scissors as a classic game

In this part of the document, the concept introduced in Equation
(21) is implemented in one of the classic games for excellence, the
rock-paper-scissors game. For this purpose, a single population
with three strategies has been considered, where x = [x1, x2, x3]>

represent each of them respectively. In the same sense, the expres-
sion F(x) = Ax denotes the fitness function, where A represents the
payoff matrix showed in Equation (27). It is worth noting that the
classic payoff matrix has been modified to guarantee positive values
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of the payoffs in all cases.

A =

2 1 3
3 2 1
1 3 2

 (27)

To start running the simulation, a time of 30 units was considered
with 300 agents and 5000 iterations. Additionally, the following
initial conditions were stated x0 = [0.2, 0.7, 0.1]>. The classic
behavior of the rock-paper-scissors game proposes that every single
strategy has the same probability to be selected, which means the
absence of a dominant strategy. This behavior can be evidenced
using ∆ representation, which is defined as follows:

Definition 1 Let ∆ be the representation of a triangle of n-
dimensions known as a Simplex.

Using a simplex helps in the understanding of the implicit dy-
namics. Since the simplex is composed of three vertices, each of
them represents a strategy e.g. rock, paper, scissors, then, the classic
expected simulation of this situation is depicted as shown in Figure
(3)a. Similarly, Figure (3)b, shows how the evolution of the popula-
tion strategies is completely symmetrical, which means they keep
constant along the time.

(a)

(b)

Figure 3: (a) Classic Rock-Paper-Scissors Behavior in a Simplex. (b) Evolution of
the Population Behavior.

We also consider simulating a general distributed case to further
compare it with the results of the BBDRD method. In both cases,

the same simulation parameters were considered, but communi-
cation between agents was limited in the following way: agents
playing strategy 1 were not allowed to communicate with agents
playing strategy 3 and vice versa. Figure 4a shows the behavior of
the distributed case, where the graphic seems to be an oval. This
means that the interaction between strategies using only the first part
of Equation (21) (general distributed case without entropy) tends to
have a similar behavior to the one found in Figure 3a. Additionally,
results depicted in Figure 4b show the evolution of the population
strategies under the distributed case, where the symmetry is altered
by the constraints in the communication of agents.

(a)

(b)

Figure 4: (a) Distributed Rock-Paper-Scissors Behavior in a Simplex. (b) Evolution
of the Distributed Behavior.

As mentioned previously, to compare these results with those
obtained using the BBDRD method of Equation (21) (Distributed +
Entropy case), Figure 5a shows that using τ= 1 the blue line depicts
just one part of the oval (in contrast to 4a). Additionally, Figures
5c and 5d show the behavior of the model using τ values of 10 and
100 respectively. As evidenced, the bigger the term τ is, the more
similar the behavior is to that obtained in the distributed case i.e.
the contour of the oval seems to be equal to that obtained in Figure
4b), which at the same time is similar to the classic case. Finally,
In Figure 5b, the evolution of the strategies population seems to be
stable in all cases. This can be understood due to the introduction
of the entropy term.
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(a)

(b)

(c)

(d)

Figure 5: (a) Distributed + Entropy Rock-Paper-Scissors Behavior in a Simplex. (b)
Evolution of the Population Behavior. (c) Simulation with τ =10. (d) Simulation
with τ =100.

5.2 Solving maximization Problems

In this part of the document, we propose an application of the pro-
posed method by understanding how it works under single and
multi-population cases to solve maximization problems.

5.2.1 Single Population Case

This case considers a population where each agent can choose one
of the n + 1 strategies. In this case, the first n strategy corresponds
to one variable of the objective function and the n + 1 th strategy
can be seen as a slack variable. Thus, xk is the proportion of agents
that use the kth strategy, and it corresponds to the kth variable, i.e.,
xk = zk. The fitness function of the kth strategy Fk is defined as the
derivative of the objective function with respect to the kth variable,
thus,

Fk(x) ≡
∂

∂xk
f (x)

Note that if f (x) is a concave function, then its gradient is a de-
creasing function. As mentioned previously, users attempt to in-
crease their fitness by adopting the most profitable strategy in the
population, e.g. the kth strategy. This lead to an increase of xk,
which in turns decrease the fitness Fk(x). Furthermore, the equilib-
rium is reached when all agents that belong to the same population
have the same fitness. Thus, at equilibrium Fi(x) = F j(x), where
i, j ∈ {1, . . . , n}. If we define Fn+1(x) = 0, then, at equilibrium
Fi(x) = 0 for every strategy i ∈ {1, . . . , n}. Since the fitness function
decreases with the action of users, it can be concluded that the strat-
egy of the population evolves to make the gradient of the objective
function equal to zero (or as close as possible). This resembles a
gradient method to solve optimization problems. Recall that the
evolution of the strategies lies in the simplex, that is,

∑
i∈S p zi = m,

thence this implementation solves the following optimization prob-
lem:

maximize
z

f (z)

subject to
n∑

i=1

zi ≤ m,
(28)

where m is the total mass of the population.
Figure 6 shows an example of the setting described above for

the function
f (z) = −(z1 − 5)2 − (z2 − 5)2. (29)

Figure 6a shows the classic behavior to solve the maximization
problem using a centralized approach. The simulation is executed
during 0.6 time units. The black line founds the maximum with a
very short deviation. Figure 6b depicts the case using a decentral-
ized maximization approach. Once again, the maximum is reached
but the deviation is bigger than the centralized approach. Finally,
Figures 6c, 6d, 6e and 6f show the behavior of the Boltzmann-
Based Distributed Replicator Dynamics, i.e. communication be-
tween agents is limited (Equation 21). In these cases, values of
τ of 0.1, 0.5, 1, and 10 were used, respectively. Using the ob-
tained model, it can be observed that as τ grows, the behavior of
the simulation tends to be very similar to that of the centralized
approach. Conversely, the shorter the τ value, the farther it is from
the maximization point.
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(a) (b) (c)

(d) (e) (f)

Figure 6: (a) Centralized Maximization Approach. (b) Decentralized Maximization Approach. (c) Distributed Maximization + Entropy Approach for τ =0.1. (d) Distributed
Maximization + Entropy Approach for τ =0.5. (e) Distributed Maximization + Entropy Approach for τ =1. (f) Distributed Maximization + Entropy Approach for τ =10

5.2.2 Multi Population Case

Consider n populations where each agent can choose one out of
two strategies. One population is defined per each variable of the
maximization problem and also n additional strategies that resemble
slack variables. Thus, xp

i is the proportion of agents that use the
ith strategy in the pth population. In this case xk

1 corresponds to
the kth variable, that is, xk

1 = zk, while xk
2 is a slack variable. The

fitness function Fk
1 of the kth population is defined as the derivative

of the objective function with respect to the kth variable, that is,
Fk

1(x) ≡ ∂
∂xk

1
f (x). Additionally, Fk

2(x) = 0. This implementation
solves the following optimization problem:

maximize
z

f (z)

subject to zi ≤ mi, i = {1, . . . , n}.
(30)

Figure 7a shows the way the system gets to the maximum point
using the centralized approach. Using a multi-population, the plot-
ted line is made almost without deviations. Similarly, Figure 7b
depicts the result for the classical distributed approach, where the
multiple populations reach the maximum, but the following form
has some deviations before reaching it. Figures 7c, 7d, 7e and 7f
show the behavior of the Extended Distributed Replicator Dynamics
(see full model of Equation (21)). In these cases, values of τ of
0.1, 0.5, 1, and 10 were used respectively. Results show once again,
that using the Boltzmann-Based Distributed Replicator Dynamics

method evidences that as τ grows, the behavior of the simulation
tends to be very similar to that of the centralized approach (where
full information is assumed within agents). Conversely, the shorter
the ϕ value, the farther and the more deviant it is from the maxi-
mization point.

5.3 Smart Grids Application

This part of the paper presents how the use of the Boltzmann-based
distributed replicator dynamics can be developed in a power grid.
Some of the main issues to solve in these kinds of applications are
cases of the economic dispatch problem (EDP). In these problems,
first, it is necessary to reduce the global value of the power gen-
eration and, second, to maximize the overall effectiveness of the
power generators, thus fulfilling the limitations of generation capac-
ity and power balance simultaneously [38]. In this sense, traditional
approaches to EDP have employed offline direct-search methods
[21, 15], or static optimization algorithms [20]. One of the first
works that introduced a different approach to deal with EDP is [39],
where the authors proposed changing the resource allocation as a
solution to this issue. Our work takes into account this approach
and complements it with the introduction of the Boltzmann-based
distributed replicator dynamics as a way to find the place to execute
the dispatch algorithm at a microgrid, by using distributed popula-
tion dynamics. Our work also assumes that loads, generators, and
other devices in the grid share information in the system and have
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(a) (b) (c)

(d) (e) (f)

Figure 7: (a) Centralized Maximization Approach. (b) Decentralized Maximization Approach. (c) Distributed Maximization + Entropy Approach for τ =0.1. (d) Distributed
Maximization + Entropy Approach for τ =0.5. (e) Distributed Maximization + Entropy Approach for τ =1. (f) Distributed Maximization + Entropy Approach for τ =10

a cooperative role with other controllable devices in the grid. The
general case of the microgrid is explained in [40], where authors
formulate a grid with two different control levels. At the lowest
level, an inverter attaches loads to a source of voltage comprised
of seven distributed generators (DGs). The output voltage and the
operation frequency are controlled by a drop-gain regulator. Figure
8 depicts the distribution of the microgrid.

The uppermost level employs a strategy that can dynamically
dispatch setpoints of power. The economic limitations, like load
demands and power production costs, come from the inferior level
of control and are directed to the central controller of the microgrid.
Therefore, a classic RD is implemented. The controller obtains
dynamic values of load demands and costs, which means that it
is possible to include renewable energy resources. As a result,
the dispatch is carried out , that is, the uppermost control level.
The expression of the EDP is written as follows:

maximize J(ϕ) =

n∑
i=i

Ji(τi),

subject to
n∑

i=1

ϕi =

n∑
i=1

ψi = ϕD

(31)

In Equation (31), 0 ≤ ϕi ≤ ϕmax i,∀i ∈ Z, n represents the quantity
of distributed generators, ϕi denotes the the i-th DG set-point of
power, ψi simbolizes the loads, ϕD represents the total load that the
grid requires, ϕmax establishes the i-th DG maximum capacity of

generation, and Ji(ϕi) represents the utility function of every DG.
The criterion of the economic dispatch determines the utility func-
tion [38], which in turn settles the performance of all the generation
units with the same marginal utilities stated in Equation (32)

dJ1

dϕ1
=

dJ2

dϕ2
= ... =

dJn

dϕn
= δ, (32)

Consider δ > 0, so that
∑n

i=1 ϕi = ϕD. According to the EDP
criterion expressed in Equation (32), it is possible that the EDP of
Equation (31) obtain a solution by employing utility functions with
quadratic form for every DG [39].

5.3.1 The Economic Dispatch Problem Using a Population Games
Perspective

From the Population Games Perspective, the EDP can be managed
using the Replicator Dynamics approach. For the simulation pur-
poses, we limit the communications constraints among agents at
random, which allows us to have another point of view to compare
results with those obtained in [1]. Using the population games ap-
proach, n represents the quantity of DGs in the grid. Consider the
selection of a DG as the i-th strategy, then, ϕi would be the amount of
power allocated to each DG, which is associated with the number of
players that choose the i-th strategy in S. The term ϕD represents the
sum of every power set-point, which means

∑n
i=1 ϕi = ϕD to obtain

an appropriate steady-state performance. Likewise, to accomplish
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Figure 8: Distribution of a Power Grid. Adapted from [11].

the power balance, f̄ = (1/ϕD)
∑n

i=1 ϕi fi must be implemented
to enable the invariance of set ∆ = [ϕ ε t ≥ 0 :

∑
i ε S ϕi = m] [41].

This equation ensures that in case ϕ(0) ε ∆, then ϕ(t) ε ∆, ∀t ≥ 0,
that is, the strategy of control have to determine set-points to guar-
antee the correct equilibrium between the demanded and generated
power by generators. This behavior makes it possible to perform
a proper control of frequency. To include in the control strategy
economic and technical criteria, the capacity of power generation
and the associated cost are relevant factors for determining the final
power dispatched to every DG. RD seems to be suitable, since its
stationary state is achieved once the average outcome equals all the
outcome functions. This characteristic relates RD to EDP, as it is
the same as the economic dispatch criterion of Equation (32) when
the outcome function is chosen as follows:

fi(ϕi) =
dJi

dϕi
,∀i = 1, 2, ..., n, (33)

It is worth noting that the EDP approach in Equation (32) ensures
an optimal solution of the system if constraints are satisfied. These
kinds of optimization issues may be tackled using marginal utilities
for the outcome functions. This is possible because the outcome
functions are equal to f̄ . The outcome chosen can be modeled as
an expression whose growth/reduction depends on the distance of
the desired set-point from/to the power. In this vein, RD allocate re-
sources to generators according to the average result. The following
function [42] can illustrate this phenomenon:

f ($) = r$
(
1 −

$

k

)
(34)

where k represents the carrying capacity so that the independent
variable $ ε (0,K). Here, parameters such as the carrying capacity
and a cost factor of generation, among other parameters, are used

by the outcome functions. As a result, the outcome function of each
DG can be expressed as:

fi(ϕi) =
dJi

dϕi
=

2
ci

(
1 −

ϕi
ϕmax

)
,∀i = 1, 2, ..., n, (35)

The population game can transform into a potential game by the
addition of marginal utilities to the outcome functions [43]. The out-
come functions in Equation (35) become functions of quadratic util-
ity for every DG in the optimal EDP [39]. This outcome function
has been implemented in other research, e.g. [39, 40, 44].

Ji(ϕi) =
1
ci

(
2ϕi −

ϕi2

ϕmaxi

)
, ∀i = 1, 2, ..., n, (36)

5.4 Simulation Results

The BBDRD control model presented in this paper is validated in
a study case that considered a low voltage smart grid comprising
seven DGs. The system used ϕD = 9 kW as the overall power
demand in the network; DG 4 had the lowest cost and DG 7 the
highest. DGs 1, 3, 5, and 6 had no significant differences in cost,
and DG 2 had their lowest cost. The system employs 60 Hz and
a nominal capacity of 3.6 kW for all generators, except for DGs
2 and 6 that employ 1.5 KW and 4 KW, respectively. Note that
these initial conditions differ from those used in [1], where DG 3
had the lowest cost and the nominal capacity of DGs 2 and DG 6
was 3.6 KW and 2 KW, respectively.

For comparison purposes, first, the classic centralized case was
simulated, taking into account the availability of full information.
Figure 9a shows the results of this step. There is an unexpected
rise in the load of 3 KW and various values for each generator.
The frequency was stable, except for t = 0.8, where there is a varia-
tion of approximately 0.2 Hz produced by an increase in the load,
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however, it returns to stability right after it. Figure 9a also depicts
the quantity of power delivered to each DG. First, generator DG
7 transmits a minimum power when there is low demand, owing
to its costly behavior. On the contrary, DG 3 approximates to its
maximum capacity and remains near this value without affectations
by changes in the load. In case that the demand augments, DG 7
augments its capacity too, intending to counter-weigh the demand.
DG 6 approximated to its maximum capacity just after changes in
the load. DGs 1, 4, 5, and 6 evidence a comparable behavior, since
they present analogous conditions. Finally, DG 2 approximates
to its maximum performance thanks to its low-cost performance.
With the results of the classic centralized case, the BBDRD con-
trol method was employed to contrast its behavior. Figure 9b–d
present the outcomes of this step for different values of τ. For
simulation purposes, we use constraints in the communication of
agents at random. When the τ value augments, the system imitates
the centralized approach. Low values of τ (Figure 9b) produced
the biggest differences, as DGs need more time to achieve their
working level. On the contrary, high values of τ (Figure 9d) allow
DGs to achieve their working levels faster. Concerning the results
obtained in [1], we observe a similar behavior of the microgrid.
Despite using limitations in the communications of the generators
at random, after employing the BBDRD method with high values of
τ, once more the behavior tends to be equal to that of the centralized
approach of the classic RD. The main difference evidenced is the
behavior of DG4 in comparison with the centralized approach, that
is, when the demand augments, it delivers more power as a result
of the communication limitations topology and the effect of the
exploration concept (second term in Equation (21). This effect was
also evidenced in [1] with the behavior of DG5.

6 Conclusions

The Boltzmann-based distributed replicator dynamics shown in
Equation (21) might be defined as a learning method of distributed
control that includes the exploration scheme from RL in the classic
equation of RD. In this sense, exploration can be related to the
mutation concept of EGT, and involves a method for measuring
variety in the system with the entropy approach. The Boltzmann-
based distributed replicator dynamics also employs the scheme of
the Boltzmann distribution to include the τ parameter for control-
ling purposes. An appropriate temperature function can be chosen
using methodological search and reliably set to fulfill an anticipated
convergence distribution. Regarding stability, Section 3 presents a
derivation process that has low or no significant variations in the
presence of multiple agents. This behavior is explained with the
inclusion of the population approach in the BBDRD method. The
neighboring approach provides the missing piece to prevent cen-
tralized schemes from happening and compels players to consider
just the available information of other players before performing an
action. The method was validated in the context of classic games,
maximization problems, and in a smart grid that allowed initializing
parameters beforehand, and providing evidence that behavior using
the BBDRD approach tends to be similar to cases using centralized
schemes.

Engineering problems represent real scenarios whose complex-

ity can be simulated using MAS, through the analysis of the com-
munication between the agents. EGT presents some helpful tools
to tackle communication between players and control them. This
paper evidences the advantages of applying a distributed control
approach of EGT to a real-life smart grid. The BBDRD perfor-
mance is presented using experiments that include limitations in
communication, therefore, it emerges as a helpful tool for develop-
ing more realistic control strategies in Engineering problems with
distributed schemes. This advantage becomes particularly relevant
because it offers the opportunity to deal with complex systems using
local information of the agents, taking into account communication
limitations without the need of a centralized coordinator and evad-
ing expensive implementation costs, as in classic approaches, like
the dual decomposition method. The distributed control concept
proposed to tackle cases of classic games, maximization issues, and
the Economic Dispatch Problem can be further applied to other
real-life situations, including some other problems in the smart grid
context, like as the physical limits of power-flow, the presence of
power losses, and the inconsistency of renewable generation, among
others.

Despite using incomplete information, results demonstrated that
the system can imitate the performance of a centralized approach
when the τ value increases. conversely, when τ takes values
lower than the unit, the behavior was distant from outcomes ob-
tained under the optimal communication scenario of a centralized
approach. The possibility of adjusting the behavior and parameters
of the method using communications limitations between players
proved to be successful. This can also logically be extended to
any number of players or populations. Results also evidenced that
the Boltzmann-based distributed method has adequate performance
for solving some cases of maximization problems, including the
economic dispatch problem in a smart grid. This is possible since
the features of the DGs were coherent with their power capacity and
operation cost.

7 Future Work

For future work, the optimization of wireless sensor networks can
be an option for the building automation field. Various critical issues
may be tackled by implementing the distributed replicator dynamics
approach to solve the EDP in a smart grid scenario, for example,
considering power losses, the limitations of physical power-flow,
or the uncertainty of renewable generation. Open issues should
be considered with respect to the control strategies developed that
must include decentralization, scalability, and robustness. In con-
sequence, novel methods should incorporate economic incentives
and the information necessary to ensure that more elements can
be included in the system without a reconfiguration of the whole
system. The Boltzmann-based distributed concept that tackles EDP
will be expanded to other problems in the context of a smart grid
framework, for example, the inconsistency in renewable generation,
physical limitations of power-flow, and incorporation of power loss.
In summary, distributed techniques used to manage open problems
represent a suitable option for modeling the complexity of these sce-
narios. Innovative approaches are still required to include scalable
solutions and features closer to reality.
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(a)

(b)

(c)

(d)

Figure 9: Results for a microgrid system. (a) Frequency response and active power response of DGs for the classic RD. The analysis of the performance of the
Boltzmann-based distributed replicator dynamics for different values of τ: (b) τ = 0.4 (c) τ = 2.5, (d) τ = 7.
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Annex A
In this part of the document, we reconstruct the full process of
derivation necessary to have a continuous-time limit for the model
of Q-learning, where the Q-values are considered as Boltzmann
probabilities for action-selection mechanisms. For clarity purposes
in the construction of the learning model, this analysis starts consid-
ering an extended version of the equations obtained in [35], where
dynamics for the Q-learners in two-players games were defined.

To find the relationship between the Q-learning framework and
the RD equations, the use of the Equation (1) that describes the
Boltzmann probabilities is done.

xi(δ) =
eτQai (δ)∑n

j=1 eτQa j (δ)
(1)

Here, xi(δ) represents the prospect of selecting the i strategy at
δ step time, and τ symbolizes the temperature. From the Boltzmann
distribution, it is easy to find the expression for xi(δ + 1) as follows:

xi(δ + 1) =
eτQai (δ+1)∑n

j=1 eτQa j (δ+1)

now dividing xi(δ + 1) into xi(δ):

xi(δ + 1)
xi(δ)

=
eτQai (δ+1) ∑n

j=1 eτQa j (δ)

eτQai (δ)
∑n

j=1 eτQa j (δ+1)

after organizing terms it gets to:

xi(δ + 1)
xi(δ)

=
eτQa j (δ+1)e−τQai (δ)∑n

j=1 eτQa j (δ+1) ∑n
j=1 e−τQa j (δ)

Then, using ∆ to denote a small difference between operations it
takes the following form:

xi(δ + 1)
xi(δ)

=
eτ∆Qai (δ)∑n

j=1 eτ∆Qa j (δ)

This result can be rewritten in the following way:

xi(δ + 1) = xi(δ)
eτ∆Qai (δ)∑n

j=1 x je
τ∆Qa j (δ)

Now, considering the difference equation for xi:

xi(δ + 1) − xi(δ) =
xi(δ)eτ∆Qai (δ)∑n

j=1 x j(δ)e
τ∆Qa j (δ)

− xi(δ)

= xi(δ)
[eτ∆Qai (δ) −

∑n
j=1 x j(δ)e

τ∆Qa j (δ)∑n
j=1 x j(δ)e

τ∆Qa j (δ)

]

At this point, to describe the continuous time version, it is as-
sumed that σ, with 0 < σ ≤ 1, describes the time amount spent
between game repetitions. In the case of xi(δσ), it represents the
x-values at time kσ = t. Under these premises, the expression takes
the following form:

xi(δσ + σ) − xi(δσ)
σ

=
[ xi(δσ)

σ
∑n

j=1 x j(δσ)eτ∆Qa j (δσ)

]
∗

[
eτ∆Qa j (δσ)

−

n∑
j=1

x j(δσ)eτ∆Qa j (δσ)
]

Nevertheless, the main interest is finding the limit of xi(δσ), given
σ→ 0, δσ→ t and t ≥ 0, then:

lim
σ→∞

∆xi(δσ)
σ

= lim
σ→0

[( xi(δσ)

σ
∑n

j=1 x j(δσ)eτ∆Qa j (δσ)

)
∗

(
eτ∆Qa j (δσ)

−

n∑
j=1

x j(δσ)eτ∆Qa j (δσ)
)]

This expression can be rewritten as follows:

lim
σ→∞

∆xi(δσ)
σ

= lim
σ→0

[ xi(δσ)∑n
j=1 x j(δσ)eτ∆Qa j (δσ)

]
∗

lim
σ→0

[eτ∆Qa j (δσ)

σ
−

∑n
j=1 x j(δσ)eτ∆Qa j (δσ)

σ

]
In the first limit, the expression eτ∆Qa j (δσ) is equal to 0, and the
summation becomes 1 because it is referred to the sum of all the
probabilities. This means that the first limit becomes xi.

lim
σ→∞

∆xi(δσ)
σ

= xi ∗ lim
σ→0

[eτ∆Qa j (δσ)

σ
−

∑n
j=1 x j(δσ)eτ∆Qa j (δσ)

σ

]
︸                                               ︷︷                                               ︸

L2

In the second limit, an undefined situation is presented; the numera-
tor and denominator become zero, therefore, after using l’hopital
rule, this limit equals (for short L2):

L2 = lim
σ→∞

[τ∆Qa j (δσ)eτ∆Qa j (δσ)

σ

]
−

n∑
j=1

x j(δσ) ∗ lim
σ→∞

[
τ∆Qa j (δσ)

eτ∆Qa j (δσ)

σ

]
Which allow finding the following expression:

L2 = τ
dQai (t)

dt
−

n∑
j=1

x j(t)
dQa j (t)

dt

Now, it is possible to find the total limit, that is, the Q-Learning
continuous time model derived as shown in Equation (2):

dxi
dt

xi
= τ

[dQai

dt
−

n∑
j=1

dQa j

dt
x j

]
(2)
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To solve the expression dQai (t)

dt , the first player takes the following
update rule:

Qai (δ + 1) = Qai (δ) + α
[
Γai (δ + 1) + γmax

ai
Q − Qai (δ)

]
Therefore, the last expression represents the equation of differ-

ence for the Q-function and can be rewritten as follows:

∆Qai (δ) = α
[
Γai (δ + 1) + γmax

ai
Q − Qai (δ)

]
(3)

if Equation (3) takes an infinitesimal scheme, it is supposed that
the amount of time spent performing two update iterations of the
Q-values is given by σ with 0 < σ ≤ 1. Additionally, Qai (δσ)
symbolizes the Q-values at time δσ. Applying these assumptions,
Equation (3) gets to:

∆Qai (δσ) =
[
α(Γai ((δ+ 1)σ) + γmax

ai
Q−Qai (δσ)

]
∗
[
(δ+ 1)σ− δσ

]
which is equal to:

∆Qai (δσ) = ασ
[
Γai ((δ + 1)σ) + γmax

ai
Q − Qai (δσ)

]
Once again, the limit σ→ 0 is the state sought. Taking the limit of
Qai (δσ), it gets to Equation (4):

dQai

dt
= α

[
Γai + γmax

ai
Q − Qai

]
(4)

Now, substituting Equation (4) on Equation (2):

dxi
dt

xi
= τ

[
αΓai + αγmax

ai
Q − αQai −

n∑
j

x jα(Γa j + γmax
ai

Qai − Qa j )
]

= τα
[
Γai −

n∑
j=1

x jΓa j − Qai +

n∑
j=1

Qa j x j

]
Taking into account that

∑n
j x j = 1 and using ẋi to denote dxi

dt , it is
obtained:

ẋi

xi
= τα

[
Γai −

n∑
j=1

x jΓa j − Qai

n∑
j=1

x j +

n∑
j=1

Qa j x j

]
ẋi

xi
= τα

[
Γai −

n∑
j=1

x jΓa j +

n∑
j=1

x j(Qa j − Qai )
]

since x j

xi
equals

eτ∆Qa j

eτ∆Qai
, the second part of the last expression can be

expressed in logarithm terms:

α
[ n∑

j=1

x jln(
x j

xi
)
]

= α
[
τ
∑

j

x j(Qa j − Qai )
]

After reorganizing and substituting, the result is:

ẋi

xi
= ατ

[
Γai −

n∑
j=1

x jΓa j

]
+ α

[ n∑
j=1

x j ln
(

x j

xi

) ]

To bring the concept of the payoff matrices into a 2 x 2 game, it can
be expressed rai as

∑
j ai jy j, thus obtaining the Equation (5) which

represents the behavior for the first player as follows:

ẋi = xiατ
[
(Ay)i − x · Ay

]
+ xiα

[ n∑
j=1

x j ln
(

x j

xi

) ]
(5)

Similarly, for the second player, the expression is:

ẏi = yiατ
[
(Bx)i − y · Bx

]
+ yiα

[ n∑
j=1

y j ln
(

y j

yi

) ]
(6)

Since the approach of the classic RD can be used at this point,
Equation (5) may be stated as shown in the following expression
[27]:

ẋi = αxiτ
[
fi(x) − f (x)

]
+ αxi

[ n∑
j=1

x j ln
(

x j

xi

) ]
It should be noted that depending on the value obtained from

the fitness of a specific type of population, this value may increase
or decrease depending on the average value obtained by the entire
population.
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 This paper addresses experiments with Scratch-developed games in the robotics 
introduction course at the Federal University of Technology – Paraná. It aims at assisting 
learning of classical and initial robotics concepts. This proposal, similar to the classic 80s 
war tanks game on Atari 2600, was developed using an autonomous vehicle. In the first 
experiment, applied to the class 2019/2, the students (players) had to battle against another 
autonomous tank developed (in two different ways, in Person and Distance Learning), using 
keyboard inputs to control their tank. In this game, the students were asked to create states 
machine models while were being introduced to fundamental concepts such as pose, other 
basic notions concerning controlled and autonomous robots, and the hierarchy of actions. 
At the end of the games, a questionnaire answered by the students extracted valuable 
findings of the examined concepts. In 2021/1 class, the second and third experiments were 
applied. The former was an extension of the first experiment, using autonomous parking 
cars. The latter was inspired by the classic Pong game, with the addition of more degrees 
of freedom (DOF). In this case, the player attempts to reach and catch a ball through the 
operation of a robotic arm with two rotating joints, using keyboard inputs. Each block or 
scenario will become more complex, and the student has time to perform a task. In the case 
of the third experiment, the concepts including 2-D workspace, multiple solutions, inverse, 
and direct kinematics were explored. Delivery rates for the first and second experiments 
were 90% and 80%, respectively. Even though three individual experiments were 
investigated, the single objective was achieved: the implementation of modern didactic 
tools to deliver critical pedagogical concepts to students in the robotics class. 
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Game-based learning  
Mobile robotics 
Robotic manipulators 
Autonomous robotics 

 

 

1. Introduction   
The first 20 years of 2000 have been highlighted by the 

development and creation of computer technologies. This study is 

devoted to the integration of certain aspects of these technologies 
to either the working or leisure areas of everyday human life. In 
the field of leisure, games have been transformed into digital, 
triggering increased attention to users of all ages around the world, 
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while the extended popularization of the web helped in this 
direction. Electronic games are characterized by an enormous 
variety of levels in terms of their type and difficulty, targeting a 
wider age group, no longer being a niche market [1], as it used to 
be in the past. 

This paper is an extended version of the previous work 
published in ILSA 2020 [2] approaching game-based learning. The 
proposal of active methodologies such as game-based learning 
aims to involve students by establishing a process that implies 
action-reflection-action and not just internalization of what has 
been exposed (as is the case in in-person classes) [3]. 

With Game-based learning, students learn while playing. Thus, 
making the learning process more enjoyable, causing a positive 
effect on cognitive development. Games are combined with 
traditional classes because the conventional learning process can 
be monotonous, and game-based learning can improve students' 
motivation to learn. It is not just about using games to review and 
reinforce concepts [4]. 

The games include many problem-solving features, adding 
elements of competition and opportunity. That is, the student 
player needs to deal with an unknown result, choose between 
several paths to an objective, construct a context of the problem, 
and collaborate with several players [4]. 

Among the benefits of games implementation in learning, 
according to [5], the following attributes should be mentioned: 

• Games can easily attract the attention of individuals across 
various demographic boundaries (for example, age, sex, 
ethnicity and educational status). 

• Games can assist young people in setting their goals as they 
can provide feedback and reinforcement or record changes in 
human behaviour. 

• Games offer fun and excitement to the players. Hence, it is not 
difficult to attract and maintain a person's attention. 

• Games also offer the chance to participants to explore their 
curiosity and new challenges, thus stimulating their 
motivation for learning. 

On that basis, gamification is the practice of using elements of 
game design, mechanics and thinking in non-game activities to 
motivate participants. Gamification in the field of education 
exploits, among others, sets of games rules, players' experiences, 
and cultural roles in shaping students' behaviour [4]. Thus, it uses 
points, badges, ratings, and incentives to engage students in the 
learning process. 

The benefits of gamification in education are [4]: 

• Improved learning experience. 

• Enhanced learning environment. 

• Instant Feedback. 

• Promotion of behavioral changes. 

• Feasibility to integrate into different learning needs. 

Nowadays, the utilization of novel learning technologies has 
overcome the conventional problems of distance, time, and cost in 
learning. However, the lack of student motivation is a problem that 
e-learning still faces. The application of gamification in e-learning 
is being used aiming at giving participation and increasing student 
motivation. Within the same learning content, the characteristics 
of different users and static gamification elements do not increase 
the expected motivation. To overcome this problem, gamification 
must be adapted to the characteristics and needs of the learners [6]. 

The development of computers, tablets, and smartphones with 
enhanced capabilities derived from improved processing power 
and low cost has boosted the popularity and wide use of digital 
games among young people. On this basis, researchers have 
recently focused on exploring the intrusion of games into the 
teaching and learning process. In this context, the authors, through 
the examined scenario, investigate how technological means could 
improve the teaching-learning process using digital games. 

This approach is based on traditional teaching and learning 
methods, whereas it exploits diverse aspects of the learning 
process [7]. Additionally, it utilizes question games, where 
students are rewarded with marks when delivering the correct 
answers, thus creating active cooperation and healthy competition, 
which stimulates the learning process; this process is also known 
as gamification. This gamification scenario has been appropriately 
applied to exhibit the contribution of games in the learning 
processes in students' interests [8]. 

The successful integration of games in education to 
complement traditional learning is highly attributed to the valuable 
features of games, including the playful aspects, interactivity, 
feedback, problem-solving, experimentation, competition, and 
students' engagement in learning [7, 9]. To instantiate the 
methodology, the work [10, 11] presents, in addition to learning 
the proposed concepts, that the games favour students' cognitive 
and social development through the solution of problems and 
cooperation between them. An example that can be cited in the 
literature is the work with children playing with robots. Some 
elements are relevant in game development and were used in this 
article, shown as follows. 

As a motivation for this research at university level, we can 
mention the work that uses game-based learning in conjunction 
with other methods as a teaching technique for children. In [12], a 
novel teaching structure assisted by a computer was presented for 
teaching maths in the 5th grade. Based on an award-winning 
curriculum program, this approach uses music and body gestures 
to develop certain connections between mathematical concepts 
and culturally inspired metaphors. Utilizing Virtual Augmented 
Reality (VAR) and sensors, the presented approach deals with the 
successful transformation of the class from traditional to digital.  

Another factor that supports this research is the fact that the 
Brazilian Computer Society (SBC) considers the basic concepts of 
computing as important as those of mathematics, philosophy, 
physics, and other sciences for contemporary life. Thus, computer 
science, robotics and digital games have found new adherents with 
meaningful pedagogical experiences. 

It is not the scope of this research to carry out any statistical 
analysis, only to present roughly the percentage of students who 
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suggested having abstracted the classical knowledge of robotics in 
each of the proposed experiments. 

Digital games, since their introduction in 1974, have taken 
tremendous and rapid steps towards improving players' overall 
gaming experience and involvement. Actually, game developers 
intended to keep people engaged in playing their game 
uninterruptedly, targeting new goals every time, being determined 
to experience new challenges. Even though today's children have 
a different view towards the use of video and computer games than 
games were meant to offer, students still show an optimistic 
attitude characterized as interested, competitive, cooperative, 
results oriented. At the same time, they actively seek information, 
fundamentals (which is the purpose of this research, toward 
robotics) and even solutions [1]. 

As for the application of games based on Atari, a relevant 
consideration suggests a possible motivation of students in the 
application of games, even if it is worth mentioning that: the use 
of DeepMind Technologies Limited acquired by Google in 2014, 
has been breaking all records of Atari games and is capable of 
challenging any human to a match [13]. This motivated students 
about the importance of digital games in intelligent computational 
systems and for learning robotics. That said, the students answered 
questionnaires and developed state machines. 

This article is divided into five sections. Section 1 presents the 
introduction and a brief review of the literature. Section 2 presents 
the theoretical aspects of games and learning. Section 3 presents 
the development of the research developed. The results are 
presented in Section 4, and, finally, in Section 5, the overall 
conclusions and discussions are presented. 

2. Games and learning: theoretical aspects  

This approach aims at improving learning, using the 
motivating effects of the elements and techniques of digital games. 
Student engagement is the criterion for integrating gamification 
into the learning process and therefore serves as an essential 
measure for its effectiveness. However, gamification should not be 
restricted in considering only games' main concepts such as points 
and leaderboards, which significantly reduce its educational value 
and the desired impact on students, who constitute the main target 
of this attempt [14]. 

Among the advantages of game-based learning that motivates 
the current study is the ability to provide learners with the 
understanding of concepts in a practical way, taking the student to 
a higher level of involvement with his learning in a more dynamic 
way. In this context, the work of [15] presents a model under study 
which illustrates the fact that an intense engagement in learning 
has a strong effect on human body as dopamine and serotonin do. 
Specifically, this neural model was based on the assumptions that 
dopaminergic activity increases as the expected reward increases 
and serotonergic activity increases as the expected cost of an action 
increases.  

Following a brief history review regarding learning and 
technology, the view of Robert McClintock, Frank Moretti and 
Luyen Chou is devoted to the evolution of technology which goes 
side by side with the change and transformations in teaching and 
learning. Originally, education and training were a process of 

imitation and training - "picking up a stone and playing with the 
animal." If you are unable to do this the first time, practice several 
times until you succeed. "No, do it this way." The practice has 
become a way of playing to make this repetitive skill-based 
learning bearable and memorable. This type of "demonstration and 
practice" learning requires good coaches, usually in an individual 
relationship. This is how people learn to play sports, play musical 
instruments, and master other physical skills. In the most basic, not 
even language is necessary, e.g., athletes and musicians are often 
skillfully trained by people who do not or barely speak the same 
language [1]. 

According to [16], since the 1980s, some researchers carried 
out certain studies concerning the use of games in education and 
its benefits and approaches. In [17], the authors reported the 
popularization of gamification started only in 2010. The term 
gamification refers to the use of game elements, as aesthetics, 
game thinking and mechanics, in non-game-related contexts to 
involve people, motivate action, improve learning, and solve 
problems. 

It also involves several concepts, such as rewarding and 
punishing the players. It has several connotations, such as the case 
of this research in which games are developed to assist in the 
learning process, in commercial games, or even in the commercial 
area. For example, in [6], the authors use a Systematic Literature 
Review (SLR) to explore adaptive gamification in terms of 
frameworks and methods proposed, as well as other research 
components. The first step is to define the research question (RQ) 
and then to search the literature published in popular scientific 
journal databases. Twenty-five selected articles were finally 
reviewed, in which the authors identified three elements that 
comprise the proposed framework. These are adaptive 
gamification engine, adaptive component, and gamification 
display. Additionally, eleven types of methods were implemented 
in adaptive gamification. Among them, Felder-Silverman 
Learning Style Model (FSLSM) is the most popular method. As 
for the components of adaptive gamification, four were mined, 
namely: player/learner profiles, learning style, behavior, and 
skill/knowledge. 

Specifically, the following examples are related to this 
research. The authors in [18] conclude that in recent years, interest 
in the theme has been increased to such extend so that a theoretical 
game model was developed for educational purposes. In this case, 
not any particular game element could be used for gamification, 
except a subtly combination of elements that are used to 
contextualize learning. The initiative behind the game 
development was the integration of various types of activities into 
this game, as well as assisting teachers in working with 
modernized learning content. 

Another study considers games as powerful experiences that 
exploit motivation and engagement [17]. In particular, the 
deployment of simplified elements reduces project complexity 
concerning badges, levels, points, and leaderboards, that fail to 
involve students and damage any existing interest for the learning 
process. A thorough consideration regarding game design must be 
given in gamification, apart from just implementing game 
components successfully. However, gamification is a broader 

http://www.astesj.com/


M. Mendonça et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 212-222 (2021) 

www.astesj.com     215 

concept used in different areas of knowledge, for example, the 
management area [6]. 

In [19], it was observed that educators could increase the 
feedback mechanisms by exploiting specific game design elements 
by applying continuous feedback, visual cues, frequent question 
and answer activities as well a progress bar. Students are also 
prompted to interact with the content, experience real-life case 
studies, make decisions for specific tasks, and have realistic 
consequences for making wrong or unsatisfactory choices. In this 
way, they are getting involved within the game flow, which attracts 
students' attention. In conclusion, satisfactory learning outcomes 
come when facts are embedded adequately inside a game-based 
story rather than in a passive text format. 

In the example of Sheldon's work [20], the professor of a higher 
education institution gamified his electronic games development 
class. Students' marks were starting from zero and increasing with 
their results. Moreover, there was an increase in the number of 
game-based activities against the traditional assessments. These 
activities had the form of missions to defeat enemies and were 
assigned to groups of students. The outcome of each mission was 
assessed and formed the student's final grade. Throughout this 
learning process, it was observed that the average grades of the 
students were notably improved at the end. 

Gee also noted that students perform better when a level system 
is used in the game-based learning process. The players are more 
inspired when they apply what they have learned and get the 
corresponding feedback after completing each level. Each 
subsequent level requires, after all, skills acquired at previous 
levels [21]. The authors in [22] conclude that the game's dynamics 
are improved when levels or progress bars are involved. In 
addition, storytelling is another game design aspect that highly 
contributes to the successful integration of games into the learning 
process. Some examples of these types of games include SimCity, 
where players follow the story of building a city from scratch, as 
well as Monopoly, where the story behind the game is to become 
rich buying and selling property in every round, trying to avoid the 
risk of losing everything [16]. 

After an in-depth review of the available literature, certain 
characteristics were found mainly in [16,17,19-21] regarding the 
successful development of games integrated into learning 
environments. These include Freedom to Fail, Quick Feedback, 
Progression and Counting stories. 

3. Development 

There are several approaches that deal with the integration of 
digital games in learning environments. The simplest paradigm 
refers to the utilization of simple games used exclusively in the 
classroom whereas, more complex examples focus on the design 
of digital game concepts that are put into practice but are not 
necessarily used as learning simulators in virtual or real 
educational environments [7]. 

It is not the scope of this work, but it is possible to use board 
games, for example, as a learning method. Several research works 
can be found in the literature which study board games-based 
learning. More specifically, the authors in [7] propose cooperative 
learning as a means to design an educational course based on the 

board game. According to the curriculum, pre-service teachers 
cooperate in developing and delivering a board game prototype. 

Because of the game's simplicity, the tutorial with the game 
instructions was presented during the beginning of the class in 
Brazilian and Portuguese (Brazil is the native language) and is 
presented in the metadata of this work. 

In the first stage, a group discussion in an online platform took 
place where the participants were working on the fulfillment of 
specific activities according to the curriculum. Next, a 
questionnaire evaluated the performance of the pre-service 
teachers in the particular task. Based on the results produced, all 
participants' groups were able to successfully design games in line 
with the academic disciplines that are played sufficiently and 
without difficulties. Additionally, teachers' self-efficacy was 
improved through the process of cooperative learning. 

Another study in this area that contributes to learning [23] 
presents a novel structure devoted to the general board game 
(GBG). GBG configures boardgame's standard interfaces, states 
and AI agents. This structure offers cooperation with various 
agents in different games and defines the parts of board game 
coding. GBG is particularly suitable for arbitrary 1, 2, 3 or 
multiplayer board games. 

This work proposes three different games developed 
individually. The first one is devoted to designing a tanking battle 
game based on a classic Atari 2600. This game includes the 
definition of some concepts regarding robotics discipline 
fundamentals. These are the pose concept that complements the 
Cartesian coordinates (x, y) and the angle, which denotes the 
object's orientation. Two more games are also presented: one 
consisting of a manipulator arm and a ball, while the last one deals 
with car parking. 

Goals: each experiment has its own distinct goals. In tanks, the 
objective is to destroy the opponent; in the robotic arm, the goal is 
to reach the ball and, finally, in the valet, a parking space must be 
found. 

Rules: In the case of tank war, the opponent must be destroyed 
before the player is destroyed; in other games, the objectives must 
be accomplished in the shortest time possible. 

The proposed digital game was built on the Scratch platform, 
which was developed by the Massachusetts Institute of 
Technology (MIT) team in 2007. Scratch is among the most 
accessible programming languages as it uses a graphical interface 
and does not require programming skills on any other 
programming language [24]. The scope of this game is to insert 
blocks, as shown in the example in Figure 1. 

The methodology of the learning process was initially the 
presentation of various games, such as Pong, which was the first 
game of the era. Then an explanation followed on how the games 
work, and next, the commands and objectives were exhibited. In 
the next phase, the students were introduced to relevant areas of 
robotics and/or virtual agents related to the tank war game and 
continued with activities concerning the following two 
experiments presented. 
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Figure 1: Screen example using Scratch. 

4. Results  

Three games built on Scratch were presented in different 
classes. The tanks war (experiment 1) and the autonomous valet 
(experiment 2) games were presented to the 2019/2 class, and 
various responses were collected. In sequence, the game with two 
robotic arms (experiment 3) was illustrated, in which students tried 
to simply catch a ball (target) by rotating the two arms joints (2 
degrees of freedom, GDL) with the help of a keyboard. Concerning 
the first experiment, 27 students were involved. However, just a 
small number of results for all three experiments is presented for 
the purposes of this study due to the limited workspace.  

4.1. Experiment 1 

The purpose of this exercise was to assist students in 
understanding certain robotics concepts that concern the need for 
autonomy and hierarchy when actions are taken. Priority is given 
to some control actions in the scenario, such as obstacles avoidance 
and targeting the opposing tank. Additionally, new routines can be 
applied in the development of future works based on intelligent 
computer systems. For example, the opponent can become an 
autonomous entity by implementing intelligent computational 
methods based on Fuzzy logic. Fuzzy Cognitive Maps can help in 
this direction in the future, as it provides low computational 
complexity [25, 26]. 

In other words, this experiment added the abstraction of a 
robotic architecture inspired by fundamental concepts of Brooks' 
subsumption architecture [27]. The notion of priority when a robot, 
or in this game's case a virtual robot (bot), must prioritize its 
actions, such as staying alive, avoiding enemy attacks and 
obstacles before shooting the enemy. 

In the initial phase of this game, as shown in Figure 2, both 
tanks are guided by players. The main objective of the first tank is 
to destroy the second by shooting at it while trying to avoid other 
fixed and mobile obstacles (opponent's shots). The next phase of 

the game design includes determining the game rules and then 
establishing the possible states of the tanks. 

The game rules are defined according to possible damage 
suffered by the tanks. The game has a winning condition for the 
first player when he manages three hits to the opponent's tank. One 
point of damage is attributed either by a shot or physical contact 
with an obstacle. The distinct states of a tank are the following: 

• Moving freely. 

• Shooting. 

• Avoiding a fixed obstacle. 

• Avoiding a moving obstacle (opponent's shot). 

According to the exercise proposal in the experiment 
developed in the seventh period of Control Engineering and 
Automation, the following tasks need to be accomplished by 
students: 

• Develop tank's finite state machine. 

• Identify the tank's position (coordinates) and pose (angle with 
the x-axis). 

In this experiment, we had an abstraction of the mobile robotics 
concepts of approximately 80% for one class and 90% for another, 
despite having initial results with applications in only two classes. 
Objectivized concepts like hierarchy and pose in mobile robotics 
were abstracted, suggesting that this game is promising for 
introducing the basic concepts of programmed and mainly 
autonomous mobile robotics. 

 
Figure 2: Representation of the first game 

Based on the proposal, each student was asked to give a figure 
of the state machine and a description of the events in a doc or pdf 
file. In addition to the graphical representation, students were also 
asked to answer a group of questions to identify whether the nature 
of the activity made it possible for them to perceive aspects and 
concepts proposed. Such an activity can be considered as a 
Subjective Modeling when capturing the impression of the student 
in the short-term memory as listed below: 

a) Is it possible to distinguish between the programmed and the 
autonomous control? Explain. 

http://www.astesj.com/


M. Mendonça et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 212-222 (2021) 

www.astesj.com     217 

b) Is it possible to perceive the robot's hierarchy during the game, 
and in what way? 

c) Is an exemplified angle during the battle necessary, in addition 
to the x, y coordinates?  

d) Is It possible to perceive the different states, attacks and 
defences? 

e) Develop a state machine that models the player's actions to 
defeat the opponent. 

One exemplary and one complete answer provided by the 
students are listed below for each question: 

Question a: 

• Student 1: Yes, because the user-controlled tank responds to 
the given commands, whereas the autonomous only responds 
to the events following its logical construction. 

• Student 2: It is possible. The opponent's tank moves without 
any human intervention. On the other hand, the player's tank 
is controlled at each cycle by the keyboard. 

Question b: 

• Student 1: The hierarchy is noticed as the robot tank is looking 
for its own defense, and then is trying to destroy the opponent 
with the intention to win. Our tank has no hierarchy since it is 
controlled by the user. 

• Student 2: Hierarchy is perceived when activating opponents, 
avoiding obstacles and the opponent's attack for keeping its 
integrity (game's objective). 

Question c: 

• Student 1: The angle is used to increase the control precision. 
For example, position x = 0, y = 0 is where the tank is located 
in the environment. When X = 1, the tank will not necessarily 
move forward, but it may be rotated. 

• Student 2: The question was not answered. 

Question d: only two students answered the questions. 
However, the state machine abstraction was the main objective of 
this experiment. 

Student 1: Student 1 provided a satisfactory interpretation of 
the robot's movement finite-state machine, shown in Figure 3. The 
possible states are: 1 - shoot avoidance; 2 - stopped; 3 - chasing the 
enemy; 4 - aiming at the enemy tank; 5 - shooting the enemy and 
6 - obstacle avoidance. 

Only two students were inserted due to a large amount of space 
for a more accurate analysis. However, students were chosen at 
random, and their responses can provide feedback on their learning 
from the most complex experiment, the tank battle. Other students 
have already managed to develop state machines for game 
strategy, which are shown below. 

The response by the student is presented below. 

a) Do not press anything. 

b) Press arrow keys. 

c) Mouse left-click. 

d) Spin the mouse. 

 
Figure 3: Finite-state machine by Student 1. 

On the other hand, it is worth noticing that student 2 (Figure 4) 
provided a more complete interpretation than those submitted by 
the rest of the class. It seems to be more accurate and closer to the 
actual operation of the tanks in the game. 

 
Figure 4: Finite-state machine by Student 2 

• State 0: The game is stopped and has not yet started. 

• State 1: The game started; tank not moving. 

• State 2: The tank is moving. 

• State 3: The tank moves, aiming and firing. 

• State 4: The tank is stopped, aiming and firing. 

• State 5: The tank is dead, awaiting re-entering to the game. 

• State 0 → 1: Press the button to start the game. 

• State 1 → 2: Press the directional buttons to move the tank. 

• State 2 → 1: Release the movement buttons. Tank in motion. 

• State 2 → 3: Press the shoot button to target. Tank in motion. 

• State 3 → 2: Release the fire button. Tank in motion. 

• State 1 → 4: Press the fire button while aiming at the target. 
Tank is stopped. 

• States 1, 2, 3, 4 → 5: The tank got damage. 

• State 5 → 1: The tank respawns after an x amount of time has 
passed. 
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Regarding student 3, he developed the state machine but left 
the vocabulary unfinished. Through this process, it emerges that 
the students have delivered various interpretations. Additionally, 
the students seemed to comprehend specific concepts in the field 
of robotics and their autonomous mode as well. 

The graphical representation that student 4 provided (see 
Figure 5) illustrates the finite-state machine of the game combined 
with the respective vocabulary, offering a satisfactory 
interpretation of the activity concept. Although different 
interpretations emerged from students, these interpretations were 
similar concerning the game strategy. Overall, the number of 
different ways for learning assessment in each of the experiments 
needs to be highlighted. 

 
Figure 5: Finite-state machine by Student 4 

In this tank warfare experiment, using the state machine was 
necessary due to different behaviours in combat, such as an attack, 
defence, avoiding obstacles, enemy shots, and chasing the enemy, 
among others. However, in the last experiment, four questions 
were enough to assess students' learning. In general, each 
experiment has a complexity level, whereas different evaluation 
methods were used. 

State machines have been promising in terms of students' 
abstraction. Most of the students, about 40%, did not even know 
the state machines yet (because they are students of an Automation 
and Control course, whose robotics discipline is offered from the 
seventh period on). So, the results of this experiment showed 
promising abstraction of the game's strategy, especially the 
concepts of robotics involved, mentioned in the text. 

New experiments took place in 2021 with distance learning due 
to the pandemic (University policy to mitigate Covid contagion). 
The difficulty of experimenting compared to previous ones before 
the pandemic was much greater [24]. It was necessary to do a live 
meeting and provide videos of the game's action to help students 
abstract the strategy and do their required tasks. Figure 6 shows 
details of the video provided to students. 

UTFPR-CP, a federal university (in Portuguese Universidade 
Tecnológica Federal do Paraná Campus Cornélio Procópio), gave 
a subsidy to low-income students to purchase computers. In 
addition, it also promoted aid in cash to low-income students, 
which was also maintained during the pandemic. Only three 
examples (see Figures 7, 8, 9) will be presented, which took place 
in a distance learning class during the pandemic. 

The ICT Panel COVID-19 (2020), which took place with 
young people aged 16 or over, showed that the cell phone was 
mentioned by 22% of users in social classes A and B, 43% of users 
in class C and 54% of users in classes D and E. The inequalities of 
student access to connected devices are striking. The same 

document also points out: three-quarters of Internet users aged 16 
or over in classes D and E (74%) used the network exclusively by 
cell phone, a percentage that was 11% among users of classes A 
and B (no reference because it was written in Portuguese).   

 
Figure 6: shows details of the video provided to students. 

Student 1 (Distance Learning): 

 
Figure 7: Finite-state machine by Student 1 (distance learning) 

Vocabulary state machine. 

• State 0 → 1: Start the game. 

• State 1 → 2: The player moves the tank without shooting. 

• State 1 → 3: Τhe player moves the tank and shoots. 

• State 1 → 4: Τhe player stops the tank and shoots. 

• State 4 → 5: The tank was stopped and died. 

• State 2 → 5: the tank was moving and died. 

• State 3 → 5: the tank was moving and shooting and died. 

• State 5 → 1: The tank was dead and reappeared. 

• State 3 → 2: Tank moving stopped shooting. 

• State 2 → 3: Tank moving started shooting. 

Student 2 (Distance Learning): 

Vocabulary state machine. 

• State 0 → 1: Starts the game, with the tank stopped. 
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• State 1 → 2: Tank is moving. 

• State 2 → 3: Tank is moving and firing. 

• State 3 → 5: The tank, while firing, dies and awaits 
reappearance. 

• State 5 → 1: The tank was dead and reappeared. 

• State 1 → 4: Stopped Tank aims and shoots. 

• State 4 → 5: Tank was stopped and died. 

• State 5 → 1: The tank was dead and reappeared. 

 
Figure 8: Finite-state machine by Student 2 (distance learning) 

Student 3 (Distance Learning): 

 
Figure 9: Finite-state machine by Student 3 (distance learning) 

Vocabulary state machine. 

• State 0: Game start. 

• State 1: Player walking. 

• State 2: Player aiming. 

• State 3: Player shooting. 

• State 4: Player dodging obstacles. 

• State 5: Player dodging shots. 

• State 6: Player hitting opponent. 

The first two results were compatible with the experiments 
carried out in the classroom. The third result presented was one of 
the best in abstraction, if not the best of all the experiments 
presented in distance learning and on-site teaching. In addition to 

the states, the figure shows the events used to control the player's 
tank. 

4.2. Experiment 2 

Another simpler game was produced on Scratch, contributing 
to this work. In this game, the student must drive a car to find a 
parking space (autonomous valet), as shown in Figures 10 and 11. 
It was held in the same class (2019/2) following the tank war game. 

It was also introduced in the robotics discipline, aiming to 
present students a brief notion of the maneuver difficulty, even if 
performed on the keyboard, by an autonomous valet using Fuzzy 
logic as an example. 

The coexistence of several agents or virtual robots in the same 
scenario was emphasized. It is noteworthy that in the discipline of 
robotics, students have a posterior example of an autonomous 
valet. This game reinforces the concepts of tank warfare: 
autonomy and hierarchy of control actions. That is, it is necessary 
to avoid the cars reaching a parking space. 

One student's answer: despite being a relatively simple activity 
for human beings, the game allowed us to observe the difficulties 
of developing an autonomous system, which would make these 
maneuvers without any human intervention. It helped us to 
understand a little more about autonomous robotics. 

 
Figure 10: Student 1 answers; initial stages 

Compared to Experiment 2, different results were obtained and 
aided in the autonomous vehicle abstraction. However, two of 
several examples will be cited in which can be seen that the second 
student was faster than the first one, as shown in Figures 10 to 13. 
Nevertheless, practically all students were successful in all three 
stages. The first objective is to help develop an autonomous valet 
through Fuzzy logic, for example, fuzzy cognitive maps [28]. 

The course has already clarified the difference between 
programmed and autonomous robots, a relevant concept in 
robotics [29]. 

 
Figure 11: Student 1 answers; final stage  
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Figure 12: Student 2 answers; initial stages 

 
Figure 13: Student 2 answers; final stage 

4.3. Experiment 3 

The robotic arms game (experiment 3) was applied in the class 
of 2020/1, which has approximately 23 students. The game works 
as follows: a ball (target) appears on the scene at random as shown 
in Figures 14 and 15. The student's goal is to try and catch it using 
the cursors. 

The game objective is to emphasize on direct and inverse 
cinematics concepts and the action radius (the robot inserts in a 2D 
environment). Future work could also implement a 3D game 
addressing a sphere or a search surface. In addition to the 
objectives, a classic problem regarding robotics manipulation 
became clear to students: the multiple solutions that can occur. 

According to the figures presented, the game strategy is 
oriented to reaching three targets in sequence within the space area. 
However, the ball's movement cannot be achieved in certain 
situations, especially when the robotic arm is out of reach. It should 
be mentioned that the robotic arm has two degrees of freedom and 
also have rotational joints. 

Due to workspace restrictions in this paper, the presentation of 
the answers to the provided questions will be limited, and only a 
few examples will be presented. It also needs to be highlighted that 
the results illustrated below were randomly selected to maintain 
the authenticity and truthfulness of the current research. 
Experiment 3 involves the following questions: 

a) Is it possible to use more movements to catch the ball? 

b) Would the movement become more natural if the joints 
move at the same time? 

c) Does the game have direct or inverse kinematics? 

d) Are there inaccessible positions of the arm? 

In the meantime, the results in Figure 15 should be considered 
as they are the second successful attempt for student 2. The 
answers of five students are shown below for each of the four 
questions.  

Question a: 

• Student 1: Since the arm has two DOF, it is possible to have 
more than one solution.  

• Student 2: It is possible for some ball positions, according to 
the image of the first line, in the same position, that there is 
more than one way to capture it. However, in the second line, 
there is only one possibility. 

• Student 3: Yes, the movement is more harmonious when the 
joints move simultaneously, as this situation results in faster 
movements to reach the ball, more agile and more natural 
compared to a real human arm. 

• Student 4: Yes, with the combination of the angles and the ball's 
position. 

• Student 5: Yes, more than one solution is possible. 

Question b: 

• Student 1: Yes, this process would require greater 
computational power, but it would have a more harmonious 
movement closer to the human arm movement. 

• Student 2: It would be, but it is easier to use keys to move both 
together simultaneously in the game.  

• Student 3: Yes, it is possible to have different solutions to catch 
the ball, as each player has the freedom to choose the arm's 
movements by joining different angles for each joint but 
reaching the same point in the Cartesian plane. 

• Student 4: Yes, it mimics the human body more. 

• Student 5: Yes. 

 
Figure 14: Student 1 result: first attempt 

Question c: 

• Student 1: Inverse, as the movement orientation of the joints 
occurs through the ball's position. 

• Student 2: Inverse kinematics because the arm has a desired 
position and orientation (ball). 
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• Student 3: The game has inverse kinematics, as the player must 
define the joints' positions after a given ball orientation. 

• Student 4: Inverse, the arm needs to follow the position of the 
given ball. 

• Student 5: Direct, because the angles are already given, so the 
position of the arm can be found. In the game, we are going 
after the target "ball" visually. 

 
Figure 15: Student 1 result: second attempt 

Question d: 

• Student 1: Yes. 

• Student 2: Yes, according to the figures, the ball travels 
practically the entire space of the screen and some points that 
are not unattainable. 

• Student 3: The question was not answered. 

• Student 4: Yes, so that a key is needed in the game to reset the 
ball. 

• Student 5: Yes, then there is the ball moving. 

The given answers emerge that they were similar since students 
could identify the problem just by playing the game. The correct 
answer to the fourth question is that the arm cannot reach the ball 
(target) because of its structure. Moreover, student 4 gave a more 
consistent answer to the second question, explaining his response 
assertively. Overall, the game seemed to have its objective 
fulfilled. In specific, considering a sample corresponding to 
approximately 20% of the class, it emerges that some answers were 
more competent than others. However, it is concluded that there 
was an abstraction of the contents and objective foundations. 

Figures 14 and 15 illustrate in a more precise way the structure 
of the game's components and how the robotic arm changes its 
position to reach its target (ball), according to the game's random 
logic. The experiment was carried out in pairs, and the students had 
to repeat it three times and search for the target. The game 
attempted to leverage active learning [26] through objective 
concepts visualization. Additionally, the game demanded multiple 
solutions from students, as they had to find the target near or 
similar positions with different angles. 

To provide a further understanding of the game, it is necessary 
to examine the arm's angles. Based on the representation inspired 
by the geometric model of MathWorks (see Figure 16), the angle 

θ1 is formed by the intersection of Arm 1 (L1) and the X-axis. The 
angle θ2 is formed by the continuation of Arm 1 (L1) and Arm 2 
(L2), considering that (X, Y) is the desired position. 

 
Figure 16: Representation of 2-DOF robotic manipulator. 

5. Conclusion 

The results, although initial, suggest the feasibility of the 
Scratch's proposals based on classic games of the 80s. The most 
important part of the experiments was the fact that the students 
experienced and became familiar with significant concepts in the 
domain of robotics through playing games. Among the produced 
outcomes was students' perception who considered the class 
"lighter" and liked the experiments. In short, the results were 
seemed convincing in terms of game-based learning since over 
80% of the students had shown interest in these experiments, even 
if they were relatively simple. Therefore, the application of this 
methodology is considered quite promising. 

In addition, it was possible to carry out some examples of 
experiments 1 and 3 in the distance learning modality, with a slight 
reduction in the percentage of students' interest, approximately 
70%. Furthermore, experiment 3 had one of the most complex state 
machines and one of the best (if not the best) of the tank battle 
game, as mentioned above, which reinforces the promising results 
of the method. 

The participation and motivation of the students in general in 
both classes was over 80%. According to the few results of the 
experiments, it can be observed that the objectives of introducing 
the basic concepts of robotics initially proposed were abstracted by 
the students with an even higher percentage than the motivational. 
That is approximately 85%. 

Future works can emphasize the control of the opponent's tank 
and the appearance of obstacles like trees in the tank battle game. 
For the robotic arm, a 3D arm can be introduced to increase the 
difficulty of reaching the target significantly. Thus, the solution of 
the inverse kinematics would be more complex and the number of 
solutions to the problem. And finally, future work can be oriented 
to the development of realistic prototypes that would increase the 
difficulty of the game and introduce and utilize soft computing 
based on Fuzzy Cognitive Maps (FCMs). Considering that this 
intelligent technique has low computational complexity, it could 
be exploited to construct prototypes of low computational and 
financial cost, such as Arduino. Finally, as mentioned, the next 
generation of the games may also deploy other programming 
platforms, for instance, UNIT. Overall, considering the promising 
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results of distance learning, it would be interesting to conduct new 
experiments. 
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 Combinatorial software testing is regarded as a crucial part when it comes to the software 
development life cycle. However, it would be impractical to exhaustive test highly 
configurable software due to limited time as well as resources. Moreover, a combinatorial 
testing strategy would be to employ input-output-based relations (IORs) due to its benefits 
versus other forms of testing as it concentrates on program output as well as interactions 
amongst certain input value parameters. However, there are few studies focused on IOR 
strategies. Although the IOR strategy has been demonstrated to minimize test suite size 
because of its inherent properties, size could be decreased by appropriately choosing the 
“don't care value” pertaining to the test cases. To achieve a result, this paper demonstrates 
a unified strategy by considering the new meta-heuristic algorithm known as the adaptive 
firefly algorithm (AFA) in order to design an IOR strategy. In contrast to the existing work, 
the adaptive firefly algorithm represents a novel approach to integrate between test cases 
pertaining to t-way test suite generation by deploying elitism operator in classical firefly 
algorithm. The optimization algorithm method has been put forward to be adopted along 
with this strategy. Because of this, AFA is expected to deliver promising results when 
employing the IOR strategy. As per the experimental results backed by non-parametric 
statistical analysis, AFA demonstrated to offer competitive performance versus its 
counterparts. In particular, AFA has been found to achieve and match 68% with regards 
to the best sizes based on the published benchmark results including 32% new known best 
sizes. This finding could aid in the area of software testing by reducing the number of test 
cases pertaining to test execution. 

Keywords:  
Combinatorial optimization 
Input output relations testing 
Adaptive firefly algorithm 
Elitist operator 
 

 

 

1. Introduction  
 Software failure is deemed as a dreadful outcome because it 

could impact the costs associated with software growth. Software 
testers usually employ dynamic testing to identify if there are any 
errors in the system under test. Determination of a number of test 
cases is done to execute a testing activity. Within the path 
pertaining to the testing activity, a comparison of the real behavior 
pertaining to the system is done with the expected behavior [1]. All 
the values pertaining to each of the parameters have to be tested 
one time at least. It would be inefficient to test the values 
individually. It also results in an exhaustive parameter-value 
combination testing [2].  We need more time for exhaustive testing, 
also we need to run various test cases. As an alternative, 

combinatorial testing could be used[1-3]. Most of the current 
methods do not detect errors caused by a set of multi-input 
parameters like interfaces that involve greater than two parameters 
[4], [5]. Recently, t-way testing (t denotes an interaction strength), 
is being widely employed to overcome the issue T-way testing 
consists of three forms: variable strength, uniform strength, and 
relations according to input-output. T-way strategies could be 
employed by either pure computational, algebraic, or optimization 
algorithm. Much of the study focused on optimization algorithm; 
however, it covers only strength less than three, variable strength, 
input/output based interaction, constraints, seeding, and sequence 
[6]. A major concern of meta-tests by using optimization is 
including an interaction test suite with the fewest test cases [7]. 
Even though the majority of current T-strategies  are considered 
essential and very useful, there is no specific strategy or 
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optimization algorithm method that suits the needs of input-output 
relationships [6], [8], [9]. Several optimization methods have 
employed nature-inspired strategies like Genetic Algorithm, 
Simulated Annealing, Particle Swarm Optimization, Firefly 
Algorithm, and Ant Colony Optimization. These strategies were 
designed to obtain optimal, yet efficient results. However, the NP-
hard problem is deriving the best test cases. Therefore, not one 
strategy could be considered the best [6], [9]. These strategies have 
a proven track record when they can generate optimized test suites 
pertaining to variable and uniform strength interaction. This 
method has not yet been explored by the IOR. There is a need for 
additional investigation on this method in order to reinforce the 
input-output based relations [10]. For this research, the nature-
inspired strategy was used to produce a test suite in IOR as it 
allowed achieving optimum results. It has been known that this 
strategy yields encouraging results in terms of variable and 
uniform strength [10], [11]. A meta-heuristic algorithm named 
Firefly Algorithm (FA) has been employed in numerous 
applications as well as industries as it can address combinatorial 
optimization problems [12], [13]. Certain researchers who are 
involved in the field of software testing select the algorithm 
without change regarded to be efficient in producing test data 
pertaining to structural testing. FA yields competitive results 
versus Simulated Annealing and Genetic Algorithm with regards 
to an effective level, average coverage, and average convergence 
Components [14]. 

The IOR strategy has been introduced in this paper by 
combining it with the AFA algorithm, in order to achieve the 
optimum test suite size. A smaller test suite size is produced by 
IOR itself versus combinatorial testing. Also, the test suite size 
could be minimized by choosing the best don’t care values. AFA 
has been put forward to be combined with the IOR strategy 
because it could have chosen a test case with better weightage, 
from the start of the random firefly. 

The research is organized in the following sequence: In the 
second part, the relationships based on inputs and outputs are 
elucidated comprehensively. The Firefly algorithm is explained in 
more detail in the third part. In part four, the recommended 
approach is outlined, and part five provides the summary. 

Schroeder P.J. et al. put forward IOR [15]. To manage 
multiple outputs and input. It is not the same strategy when we 
compare it to a unified and variable strength. The main variation 
is we should consider a software tester as the relationship based 
on input and output of the values of the interaction parameters. It 
is also considered that the IOR application covers uniform and 
variable strength [16]. 

Generally, the tested system parameters are distinguished 
from one another. Indirectly, the associated input parameters 
possess various values. Tester assumption was used to apply 
variable or uniform strength interaction testing instead of actual 
interaction [17]. 

This could result in the exclusion of fundamental interactions 
as well as having irrelevant test cases. It is regarded that IOR can 
solve this issue. This kind of interaction takes into account just 
interaction pertaining to input parameter values that may 
influence the output. This happens since just some of the input 
interact amongst each other or there is a variation of strength 

pertaining to each interaction [18]. Even though a combination of 
every input is not needed in this strategy and possesses a smaller 
number of combinatorial test, there is an enhancement in the 
ability to identify any error while also reducing the redundancy of 
the test suite [18], [19] There are currently several IOR-supporting 
t-way approaches that use pure computational e.g. Greedy, Union, 
and Integrated t-Way test Data Generator (ITTDG), Test Vector 
Generator, Aura, ReqOrder and Para Order. Each strategy 
possesses its own weakness and strength. With regards to the two 
experiments carried out by [9], [10] it could be said that the 
ultimate optimum test suite size is produced by ITTDG and 
Density while the least favorable result is yielded by Union. A 
research study in [10], [15] discovered that IOR can decrease the 
size of the test suite by almost fifty percent. There is a decrease in 
size since the testing is executed according to program1 output. 
There is less interaction required to be run versus full 
combinatorial testing. The other key reason is due to only one 
interaction that could encompass many matching values 
pertaining to input parameters. 

For a detailed explanation for the IOR strategy, Program 1 has 
been employed as a simple. The program1 has been demonstrated 
in Figure 1. It includes four inputs, A, B, C, and D. Three outputs 
are yielded by the program: V, W, and X [15]. The output of the 
function pertaining to V includes inputs A and C, while function 
output pertaining to W is usually an interaction amongst inputs B, 
C, and D. The function output pertaining to X covers a 
combination of input A and D. The general IOR program could 
be expressed as: 

 
Figure 1: IOR for program 1 

CA IOR test suite symbole is expressed in Equation (1), which 
is taken from [3]. 

                       TS= IOR (N, 𝑉𝑉1
𝑟𝑟1   𝑉𝑉1

𝑟𝑟2…….𝑉𝑉𝑛𝑛
𝑟𝑟𝑛𝑛 ,𝑅𝑅)                (1) 

In the equation, 

• TS = test suite, 

• MCA = mixed covering array, 

• N = the final test suite size, 

• t = the interaction strength, 

• v = the value of parameters, 

• r = number of parameters, 

• n = the nth parameter or value. 

In this case, if we know the input-output relationships (for 
example through experimentation), then a generation of input-
output-based relations t-way test suite could be done accordingly. 
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To demonstrate, let us consider (f1 and f2) which are system 
outputs that conform to the following relationships. 

• f (1) is a function of the output of parameters, B and C, that is, 
f1 =f (B, C).   

• f (2) is a function of the output of parameters A, C, and D, that 
is, f2=f (A, C. D). 

Table 1: Input Parameter Values for Program 1 

Parameters 
of Input A B C D 

Values a1 b1 c1 d1 
a2 b2 c2 d2 

 
Figure 2 (i.e. the shaded input parameter-value) shows the 

tuples (i.e. parameter-value interaction elements) generated by 
these two input-output relations. The un-shaded parameters could 
be regarded as don’t care in which any valid value could be 
employed. 

To form a comprehensive input-output-based relation test 
suite, all tuples need to be tested at least once. One such approach 
would be to convert all tuples into a test case by allocating any 
valid value to all who don’t care. An input-output-based relation 
test suite can be defined as a collection of all form test cases (i.e. 
without duplication of any test case) as presented in Figure 2. 

 
Figure 2: IOR interaction test cases for program 1 

Figure 2 shows the IOR interaction derived from the proposal 
of the College Consultation System program1. The interactions 
provide only Function output f (1) until f (2). Only function 
outputs-based interactions are handled while different not linked 
input interactions or parameters are ignored. Just 8 test cases are 
needed to be performed out of 16 test cases.  

To produce test cases according to on IOR strategy; generation 
of combinatorial test cases pertaining to the outputs F1 and F2 of 
the program is done independently. After this, all two sets 
pertaining to the test cases are compounded, while eliminating 
redundant test cases. At the end; only thirteen cases are produced 
for Program 1, as shown in Fig. 3. It denotes a decrease of forty-
five percent. 

Based on the last test cases generated, it was observed that 
certain parameters are don’t care values. They can be defined as 
any value that has been randomly selected. If we select the don’t 
care value appropriately; the number of test cases could be 
decreased. The best test suite size could be produced by carefully 

choosing the don’t care value. In this paper work, they don’t care 
values were wisely chosen by integrating the AFA algorithm into 
the approach. 

2. Mathematical of Fireflies Algorithm (FA)      

In [20], the author developed FA which is an optimization-
based algorithm, and was based on the Firefly characteristics. 
There are more than 2000 Firefly species in the world, which 
show a unique flashing configuration. The Firefly flashing was 
based on a bioluminescence technique. The Firefly flashes light 
for attracting a mating partner, warning of the predators, or as a 
form of communication. As the fireflies are unisexual, any fly gets 
attracted to light. Furthermore, distance and light intensity are 
inversely proportional, which indicates that the light absorption 
decreases with the distance increase between the fireflies. Thus, 
the real function is optimized for determining the Firefly light 
intensity. These functions were combined for deriving a novel 
solution. FA is regulated using 3 parameters, i.e., randomization 
absorption coefficient, c; attractiveness, b; and parameter, a; as 
described in Figure. 1 [14–17]. FA has been recently developed 
as a swarm intelligence technique, which was developed in 2008 
by Yang. This was a nature-inspired, stochastic, meta-heuristic 
algorithm, which could be used for solving some difficult 
optimization problems (or NP-hard problems). As it is a stochastic 
algorithm, it uses a type of randomization process which searches 
for a solution set. This algorithm was based on the flashing lights 
of the fireflies. A heuristic is defined as `to find' or `to derive 
solutions by trial and error'. Thus, there was no assurance that an 
optimal solution could be derived within a reasonable time period. 
Also, meta-heuristic indicates a 'higher level', wherein the search 
process applied in the algorithms was based on the trade-off 
between the local search and randomization. In a FA process, the 
`lower level' (heuristic) was based on the development of novel 
solutions in a specific search space and selects the optimal 
solution for survival. Furthermore, randomization helps the search 
process avoid all solutions that were trapped in the local optima. 
This local search also improves the candidate solutions till better 
improvements were noted. The FA was developed in 2007 by 
Yang and was a result of the light flashing pattern and attitude of 
the fireflies. Thus, FA was based on the 3 rules below:  

As the fireflies are unisexual, any fly gets attracted to the light, 
irrespective of its sex. 

There is a direct proportional between the attractiveness of a 
Firefly and the light intensity, which decreases with an increasing 
distance. Hence, for any flashing fireflies, the one with a lesser 
light intensity moves in the direction of the brighter Firefly. If 
there is no brighter Firefly compared to the Firefly, it moves 
randomly. Firefly flashing brightness is influenced by the nature 
of the actual function [21], [22]. 

For an exaggerating problem, the brightness can be directly 
proportional to the objective function value. As a firefly’s 
attractiveness is directly proportional to the intensity seen light by 
neighboring fireflies; the variation of attractiveness β can be now 
be defined with the distance r by [23] 

               𝛽𝛽𝑖𝑖𝑖𝑖 =   𝛽𝛽0𝑒𝑒−𝛾𝛾𝑟𝑟𝑦𝑦
2                                                           (2) 
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Where; 𝛽𝛽0 was the attractiveness at r = 0; whereas the 
attractiveness, which simulated the movement of a Firefly (i), in 
the direction of a brighter Firefly (j), is defined as: 

               𝑥𝑥𝑖𝑖 = 𝑥𝑥𝑖𝑖 + 𝛽𝛽0𝑒𝑒−𝑦𝑦𝑟𝑟
2�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖� +  𝛼𝛼(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 − 0.5)              (3) 

The 2nd part is because of attraction, while the 3rd part was a 
randomization term, wherein αt was a randomization factor, and 
ϵit was a vector of some arbitrary numbers derived from the 
Gaussian distribution or the regular distribution at the time, t. If 
𝛽𝛽0= 0, it is considered a simple random move. Otherwise, if γ = 0, 
it decreases to a different of particle swarm optimization [24]. The 
secondary phase of the proposed technique includes to the 
Adaption with Elitism (AE) as can be seen in Figure 3, which is 
also employed as a development algorithm[8]. The preferred 
result obtained by using the FA to assessed the population is 
accepted to the AE algorithm to give a neighbor solution. If the 
new solution is better than the existing one, it is approved. If the 
new solution is not as good as the previous one, the possibility 
rule is proved, and the new solution is approved if it showed the 
possibility rule as in Equation 3. Then, the superior solution is 
gone the FA to give a new population according to the best 
candidate. During this procedure, the search for the best solution 
is continuous. 

For minimizing the test cases and improving the results, the 
researchers implemented the FA with the test suite generator. 

A random list of some test cases is generated, called the 
fireflies. Thereafter, all test cases are evaluated for deriving the 
weightage. Another condition is present wherein the generated 
test case is added according to all combination pairs coverage in 
the combination list. It was seen that if a test case covered one 
combination pair from every combination list, it was believed to 
include a maximum coverage (i.e., weightage). Thereafter, it is 
added to the final test suite. On the other hand, if it did not include 
the maximum coverage, it is added to the memory of the fireflies, 
wherein their memory (population) is filled with the candidate 
fireflies (i.e., test cases). These test cases undergo an 
improvisation process, for deriving a better value of the intensity, 
which indicates the test case weightage. It was seen that if these 
improvised selected test cases showed a better weightage value, 
the primary test case is replaced by the improvised test case. 
Furthermore, when this process reached a maximal generation, 
the test case showing the maximal weightage amongst the fireflies 
was added to the test suite.                                                                                                
3. The Proposal Approach 

For archiving, the performance Input-Output Based on 
Relations using adaptive firefly algorithm this paper is proposed 
adaptive firefly to minimum test cast. 

3.1. Implementation of Test Case Generation 

For minimizing the test cases and improving the results, the 
researchers implemented the FA with the test suite generator. 

A random list of some test cases is generated, called the 
fireflies. Thereafter, all test cases are evaluated for deriving the 
weightage. Another condition is present wherein the generated 
test case is added according to all combination pairs coverage in 

the combination list. It was seen that if a test case covered one 
combination pair from every combination list, it was believed to 
include a maximum coverage (i.e., weightage). Thereafter, it is 
added to the final test suite. On the other hand, if it did not include 
the maximum coverage, it is added to the memory of the fireflies, 
wherein their memory (population) is filled with the candidate 
fireflies (i.e., test cases). These test cases undergo an 
improvisation process, for deriving a better value of the intensity, 
which indicates the test case weightage. It was seen that if these 
improvised selected test cases showed a better weightage value, 
the primary test case is replaced by the improvised test case. 
Furthermore, when this process reached a maximal generation, 
the test case showing the maximal weightage amongst the fireflies 
was added to the test suite. 

The test of the T-way interaction deals with optimal test suite 
size as well as takes a lesser time to produce the test suite. 
Investigators have made efforts to deal with the problem by 
concentrating on either of these [19]. This study concentrates on 
the IOR strategy to get an ideal test suite size. As stated previously, 
although IOR could yield lesser sized test cases, this study 
involves the most optimal test suite size. A lesser test suite size 
signifies minimal time and costs to apply the testing activity. 

3.2. Adapt Firefly Algorithm Process 

In this research study, we have used the AFA algorithm due to 
its ability to choose the best test case with better weightage from 
the start of the tour. However, there are certain changes required 
to outfit this subject. In such a case, the input/output based 
relations become the subject matter, while the algorithm is 
adjusted to variable strength interaction. This is due to the fact that 
IOR includes a range of strengths. The algorithm can be employed 
even if the strength is alike for each function output. The key 
priority here is that IOR needs to support the limitations. The 
interaction amongst the values pertaining to the input parameters 
also has an impact on the program output. Thus, the put forward 
strategy overlooks the unrelated values. 

For the IOR strategy, Section II needs to be revisited. The 
strategy only stresses on the interactions amongst input that 
generate the function output. All of the interaction input, as well 
as its function output, is categorized under SUT’s requirements 
and not merely as the assumption of the tester. Processing of the 
produced function outputs is done to acquire interaction test cases 
by accounting for the IOR strategy. 

A flow chart that represents how the AFA technique is 
employed in the scheme, is displayed in Figure 3. The IOR 
interaction test cases list is required to be produced. This list 
includes the test cases which are uncovered. It functions as the 
input for the AFA module. The AFA module begins with the 
initialization of the pheromone trail. 

A constant value for the pheromone and a heuristic value is 
set. After that, every ant begins formulating solutions by 
exploiting or exploring the edges of every factor. The edges 
represent every parameter’s value. The ant revises its local 
pheromone corresponding to the selected edge. This procedure 
goes on until all the fireflies finish the shifting of the parameters. 
Here, a fitness function is employed to search for the most optimal 
test. Only the most optimal test case which has a better weightage   
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Figure 3: Input-Output Based on Relations using adaptive firefly algorithm 

Some concerns to be regarded in the implementation of the 
IOR scheme combined with AFA are Combinatorial interaction – 
that the interaction of the input factor values of SUT is set. The 
one who is testing must take into account each of the function 
outputs as well as their corresponding input parameter value 
interaction. 

Heuristic value – this heuristic value is needed to help in 
searching for a good quality solution in the metaheuristic 
technique and can become accustomed to any situation of the 
optimization. 

In the AFA technique, a constant value of the pheromone and 
the heuristic value is computed during Pheromone Trail 
Initialization. In this recommended scheme, a heuristic is crucial 

to ensure that the ants start their exploitation or exploration with 
consistent information instead of random preliminary values 
which can possibly end up causing a bad edge selection. The value 
may perhaps help in decreasing the duration of time required in 
producing the test cases. 

The heuristic value represents the number of interactions from 
one node (i) to the next node (j) over the interactions summation 
involved by node i. The formula for the heuristic value given in 
[11] can be applied with an adjustment to be appropriate for the 
IOR scheme. The formula is: 

                             𝜂𝜂𝑖𝑖,𝑖𝑖(𝑡𝑡) =
𝐼𝐼𝐼𝐼𝑅𝑅𝑖𝑖,𝑗𝑗(𝑡𝑡)+1

𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑖𝑖,𝑗𝑗𝑗𝑗𝐺𝐺{𝐼𝐼𝐼𝐼𝑅𝑅𝑖𝑖,𝑗𝑗(𝑡𝑡)+1}
                        (4) 

IORi.j (t) is a summation of IOR interactions between 
parameters i and j. G is the set of parameters and its edges. 

Fitness function – it represents the amount of interactions 
which are covered by the current and not by the previous test. 
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In the case of the IOR scheme, the highest fitness function is 
the amount of the programmer outputs of the SUT. The formula 
that follows is employed to compute the amount of the fitness 
functions, f(t): 

                                𝑓𝑓(𝑡𝑡𝑖𝑖) = ∑ 𝑊𝑊𝑝𝑝
𝑝𝑝𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡
𝑝𝑝=0                           (5) 

Where (WP) represents the IOR interactions that are remain 
uncovered by the previous test but gets covered by the test 𝑡𝑡𝑖𝑖.                                               

AFA summary is represented by the shaded box in Figure 3: 
The technique adds the most optimum test case into the last test 
set, and after that, the covered interaction components are 
discarded from the list of the interactions. Further, the interaction 
components are examined. Once each of the interaction 
components is covered (that is, the list of the interactions is 
empty), the end of the iteration; otherwise, there is a repetition of 
the search procedure. The firefly procedure for the t-way 
examination is explained in more detail as follows: 

1. Every test case is one firefly; every test case contains a list of 
the uncovered tuples (light intensity). 

2. Compute the weight in every test case (list of uncovered 
tuples) using the value of the interaction components.  

3. Apply the Firefly scheme randomly at the in-depth test set, 
beginning with an arbitrary position to compute the fitness 
function (value). If the existing firefly value is higher, then the 
preceding firefly does not move and keeps its current position 
(value), and moves with the other fireflies. 

4. Generate the population of firefly:  A random list of some test 
cases is generated, called the fireflies.  

5. Move firefly to brighter one: These test cases undergo an 
improvisation process, for deriving a better value of the 
intensity, which indicates the test case weightage. It was seen 
that if these improvised selected test cases showed a better 
weightage value, the primary test case is replaced by the 
improvised test case. 

6. Calculate the attractiveness and distance for each firefly:  if a 
test case covered one combination pair from every 
combination list, it was believed to include a maximum 
coverage (i.e., weightage). 

7. To improvisation-based dynamic elitism. 
8. Adaptive elitism with dynamic property selection based on the 

local population and global population to obtain the best 
values for every test cases.  

9. If the dynamic property is greater than the random it will get 
the global population and check for the length of FA by 
iteration for the new Wight (gbest). It will put the best test 
cases inside the memory else it will get the local population. 

10. Carry out the operation of elitism for enhancing the local and 
universal population by using the steps given below: 

11.  If the random is less than or equal to the probability [0,1] to 
find several elite flies. 

12.  Then it will do iteration for maximum to check the new 
weight. As it gets the best weight for (test cases). 

13. Added the memory for the final test suit until stop the 
iteration. In the proposed self-adaptive Firefly with elitism test 
list generation strategy, the poor solutions will be replaced by 
the new solutions based on local population or global 
population dynamically.  

The integration of the FA technique with an Elitism technique 
is done to achieve a balance between exploitation and exploration 
to make sure that there is an effective convergence as well as an 
ideal solution. 

It is used as a development technique as well because of the 
best outcome by using FA after the optimum solution is calculated. 
They adopted the Elitism to create a nearby solution, and in case 
the new solution is improved in comparison to the existing 
solution, then it is agreed. 

4. Benchmarking and Discussion 

Two experiments published in [10],[25] are conducted to 
evaluate the performance of AFA in IOR. The capability of the 
size of the T-way IOR generation optimal test set inspires the 
experts to investigate further in this field. Several schemes that 
are in support of IOR are proposed in the literature, as cited in the 
“related work” part of section 2. In this part, we standardize the 
results with nine other schemes, i.e. Union [7], Greedy [10], the 
Generator of Test Vector, ITTDG (Integrated T-Way Test Data 
Generator) [13], Para Order and, ReqOrder [18], AURA [26], 
Density [14], TVG (Test Vector Generator) [27], CTJ (Jaya 
algorithm) [25]. 

Nonetheless, these approaches use the computational search 
method, and the metaheuristic search method was not used. This 
study implements AFA on the sizes of the IOR test set. Moreover, 
two experiments published in [10] are conducted to evaluate the 
performance of AFA in IOR. 

Furthermore, the input-output relationship (R) in the tests 
begins with the first 10 requested interactions, and then the 
subsequent 10 interactions are added every time until there are 
100 interactions. 

where R= [{1, 2, 7, 8}, {0, 1, 2, 9}, {4, 5, 7, 8}, {0, 1, 3, 9}, {0, 
3, 8}, {6, 7, 8}, {4, 9}, {1, 3, 4}, {0, 2, 6, 7}, {4, 6}, {2, 3, 4, 8}, 
{2, 3, 5}, {5, 6}, {0, 6, 8}, {8, 9}, {0, 5}, {1, 3, 5, 9}, {1, 6, 7, 9}, 
{0, 4}, {0, 2, 3}, {1, 3, 6, 9}, {2, 4, 7, 8}, {0, 2, 6, 9}, {0, 1, 7, 8}, 
{0, 3, 7, 9}, {3, 4, 7, 8}, {1, 5, 7, 9}, {1, 3, 6, 8}, {1, 2, 5}, {3, 4, 
5, 7}, {0, 2, 7, 9}, {1, 2, 3}, {1, 2, 6}, {2, 5, 9}, {3, 6, 7}, {1, 2, 
4, 7}, {2, 5,8}, {0, 1, 6, 7}, {3, 5, 8}, {0, 1, 2, 8}, {2, 3, 9}, {1, 5, 
8}, {1, 3, 5, 7}, {0, 1, 2, 7}, {2, 4, 5, 7}, {1, 4, 5}, {0, 1, 7, 9}, {0, 
1, 3, 6}, {1, 4, 8}, {3, 5, 7, 9}, {0, 6, 7, 9}, {2, 6, 7, 9}, {2, 6, 8}, 
{2, 3, 6}, {1, 3, 7, 9}, {2, 3, 7}, {0, 2, 7, 8}, {0,1, 6, 9}, {1, 3, 7, 
8}, {0, 1, 3, 7}, {1,4}, {0,9,3}, {3,7,9}, {0,6,8,4}, {3,5}, {1,2,8,9}, 
{0,6}, {0,3,7}, {2,4}, {7,8,9}, {3,7,6}, {3,8,9}, {2,5,6,9}, {4,7,9}, 
{5,8}, {4,6,7,9}), {6, 9}, {6,7}, {3,4,7}, {4,8}, {0,9}, {0,2,6}, 
{1,4,8,9}, {7,8}, {5,8,9}, {3,6,7,9}, {4,8,9}, {2,4,6,9}, {4,8,9}, 
{3,5,9}, {0,4,9}, {0,6,8,9}, {4,5,8}, {2,5}, {3,5,6,8}, {2,4,7}, 
{4,5,6,7}, {5,7,9}, {3,5,8,9}, {2,9})]. 

The results of test size are listed in tables 2 and 3. The 
proposed AFA Results are compared with the results of previous 
IOR based strategies. It is worth to mention that the previous 
studies are implemented with R values from 10 to 60 except the 
ITTG which is executed up to 100. In this work, the AFA is 
implemented from R = 10 to 100. The shaded cells refer to the 
minimum values of the test suite size of the different strategies and 
configurations. 

Comparison between the test suite size results of the proposed 

http://www.astesj.com/


A.S.M. Ali et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 223-232 (2021) 

www.astesj.com     229 

AFA and previous strategies at different IOR (N, 310 , R). 

As it is shown in Table 2, the AFA performed better than the 
other methods in obtaining the optimal solutions. The AFA 
obtained optimal solution in the nine strategies instance: Density, 

Tvg, Reqoreder Union Greedy, ITTDG, Aura, CTJ in addition to 
obtaining over 95% accuracy in the remaining instance. 

Comparison between the test suite size results of the proposed 
AFA and previous strategies at different IOR (N, 23 33 43 51, R). 

 
Table 2: Comparison of Size Generated by Different Strategies for IOR (N, 310, Rel) 

Computational 
 

Metaheuristic 

R Density TVG Req 
Order 

Para 
Order Union Greedy ITTDG AURA CTJ AFA 

10 86 86 153 105 503 104 81 89 88 83 

20 95 105 148 103 858 110 94 99 100 90 

30 116 125 151 117 1599 122 114 132 118 106 

40 126 135 160 120 2057 134 122 139 128 114 

50 135 139 169 148 2635 138 131 147 134 122 

60 144 150 176 142 3257 143 141 158 145 131 

70 NA NA NA NA NA NA 139 NA NA 133 

80 NA NA NA NA NA NA 140 NA NA 137 

90 NA NA NA NA NA NA 110 NA NA 83 

100 NA NA NA NA NA NA 101 NA NA 90 

Table 3: Comparison of Size Generated by Different Strategies for IOR (N, 23334351, Rel). 

 
Computational Metaheuristic 

 
R 

 
Density 

 
TVG 

 
Req 

Order 

 
Para 

Order 

 
Union 

 
Greedy 

 
ITTDG 

 
AURA 

 
CTJ 

 
AFA 

10 144 144 154 144 505 137 144 144 144 144 

20 160 161 187 161 929 158 160 182 165 160 

30 165 179 207 179 1861 181 169 200 170 160 

40 165 181 203 183 2244 183 173 207 173 161 

50 182 194 251 200 2820 198 183 222 191 180 

60 197 209 250 204 3587 207 199 230 209 187 

70 NA NA NA NA NA NA 190 NA NA 187 

80 NA NA NA NA NA NA 249 NA NA 242 

90 NA NA NA NA NA NA 268 NA NA 264 

100 NA NA NA NA NA NA 260 NA NA 254 
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The proposed AFA method gives the most optimal size of the 
test set among all schemes with the exception of R=10, for which 
the optimum size of the test set is given by ITTDG. In this case, 
nonetheless, AFA still provides the second-best optimal size of 
the test set. 

Table-2 displays that the worst working is of the Union 
scheme for all the cases. 

In view of the outcomes given in Table 3, the recommended 
AFA scheme gives the best size of the test set among all the 
schemes excepting of R=10, where, out of 9, 6 schemes produce 
an equivalent optimum size of the test set. Apart from AFA, the 
other schemes are TVG, AURA, ParaOrder, ITTDG and Density. 
Moreover, the optimum size of the test set is generated by ITTDG, 
and AFA at R=20. The Union scheme, among all the schemes, has 
the worst working in all the cases, same as that given in Table 2. 

5. T-way Result Statically Analysis 

The statistical analysis is performed using the Friedman [28], 
and Wilcoxon [29] signed-rank test with Bonferroni-holm 

correction (∝ℎ𝑝𝑝𝑜𝑜𝑚𝑚) at 95% confident level (i,e, ∝= 0.005). In this 
section, the statistical analysis is divided into two subsections. 
The First sub sections consider the result of the t- way strength 
benchmarking while the second subsections consider the results 
of the mixed-strength benchmarking. The strategies with N/A and 
N/S results are considered incomplete and ignore samples as there 
is no available result for the specified test configuration. 

The statistics for Friedman test and Post-hoc Wilcoxon 
signed-rank test is used between AFA and each strategy and it is 
presented in Tables 4-5, through 2 and tables 6-7 through 3 with 
the confidence of 95%  level (i.e. α =0.05). As the tables show 
the Post-hoc Wilcoxon Rank-Sum Tests give negative ranks (i.e. 
a number of cases that AFA unable to outperform another 
strategy), and positive ranks (i.e. number of cases that AFA is 
better than another strategy), along with ties. The column is 
labeled Asymp. Sig. (2-tailed) shows p-value probability: if p-
value less than 0.005, as recommended in [30]. For the statistical 
significance, all the AFA (Size) results are based on 10 executions. 
The test is performed using an SPSS software tool. 

Table 4: Friedman Test for Table 2 

Table 5: Wilcoxon Ranks Tets of Table 2 

Categories Pair comparison 
Ranks   

Negative 
Ranks 

Positive 
Ranks Total Asymp. Sig.(2-tailed) Conclusion 

 
M

et
a-

he
ur

is
tic

-b
as

ed
 st

ra
te

gi
es

   
  

 

Density -AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

TVG - AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

Req Order - AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

Para Order - AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

Union - AFA 0 6 6 0.028 Reject the mull hypothesis 𝐻𝐻0 

Greedy - AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

 ITTDG - AFA 1 5 6 0.046 Reject the mull hypothesis 𝐻𝐻0 

 AURA- AFA 0 6 6 0.027 Reject the mull hypothesis 𝐻𝐻0 

 CTJ - AFA 0 5 6 0.042 Reject the mull hypothesis 𝐻𝐻0 
(courtesy: IBM SPSS version 26) 

Table 6: Friedman Test for Table 3 

Friedman Conclusion 

Degree of freedom = 9 ,   ∝= 0.05 
 Friedman statistic (p-vale) = 0.000  
Chi-square vale (𝑥𝑥2) = 50.074 

0.000 <0.05 ( i.e p-value <∝). 
Thus, reject 𝐻𝐻0 and proceed to the post-hoc test. 
 

Friedman Conclusion 

Degree of freedom = 9, ∝= 0.05 
Friedman statistic (p-vale) = 0.000 
Chi-square vale (𝑥𝑥2) = 45.255 

0.00 <0.05 ( i.e p-value <∝). 
Therefore, reject 𝐻𝐻0 and proceed to the post-hoc test. 
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Table 7: Wilcoxon Signed-Rank (post-hoc) Tets for Table3 

Categories Pair comparison 
Ranks Asymp. 

Sig.(2-tailed) Conclusion Negative 
Ranks 

Positive 
Ranks Total Mean 

Rank 

M
et

a-
he

ur
is

tic
-b

as
ed

 st
ra

te
gi

es
 

  

Density -AFA 0 5 7 3.00 0.043 Reject the mull hypothesis 𝐻𝐻0 

TVG - AFA 0 6 7 3.50 0.028 Reject the mull hypothesis 𝐻𝐻0 

ReqOrder - AFA 0 7 7 4.00 0.018 Reject the mull hypothesis 𝐻𝐻0 

ParaOrder - AFA 0 6 7 3.50 0.027 Reject the mull hypothesis 𝐻𝐻0 

Union - AFA 0 7 7 4.00 0.018 Reject the mull hypothesis 𝐻𝐻0 

Greedy - AFA 2 5 7 5.00 0.063 Reject the mull hypothesis 𝐻𝐻0 

ITTDG - AFA 1 4 7 3.50 0.078 Reject the mull hypothesis 𝐻𝐻0 

AURA - AFA 0 6 7 3.50 0.028 Reject the mull hypothesis 𝐻𝐻0 

 CTJ - AFA 0 6 7 3.50 0.027 Reject the mull hypothesis 𝐻𝐻0 

6. Conclusion 

The Input-Output Relation strategy is an excellent strategy for 
interaction testing. It is due to the fact that it is capable of dealing 
with the original input as well as programmer output causing the 
reduction in the size of the test set because of ignoring any 
interaction with the separate parameters of the input value. Thus, 
the recommended AFA is used to optimize IOR strategy to obtain 
an optimum size of the test set. Few elements are required to be 
examined so that they can match with the IOR and AFA schemes. 
The components are heuristic value, the number of a firefly, 
combinatorial interactions, and fitness functions. The strategy is 
assessed and compared with other strategies for optimization. 
Moreover, the statistical examination shows 49% statistical 
importance according to the compression of the pier of Wilcoxon 
signed-rank (as shown in Tables 5-7). Thus, this research 
summary that AFA is a helpful strategy for producing a t-way test 
set. The results demonstrated that the AFA scheme is an 
improvement over the traditional algorithm (FA) and other similar 
algorithms due to the enhancement of the diversity of its 
population by the elitism operatives. In the view of AFA’s 
promising performance, it is proposed that other limitations of FA, 
like the weak examinations in high-dimensional. 
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 In this investigation, an integrated physics-informed deep learning and topology 
optimization approach for solving density-based topology designs is presented to 
accomplish efficiency and flexibility. In every iteration, the neural network generates 
feasible topology designs, and then the topology performance is evaluated using the finite 
element method. Unlike the data-driven methods where the loss functions are based on 
similarity, the physics-informed neural network weights are updated directly using gradient 
information from the physics model, i.e., finite element analysis. The key idea is that these 
gradients are calculated automatically through the finite element solver and then 
backpropagated to the deep learning neural network during the training or intelligence 
building process. This integrated optimization approach is implemented in Julia 
programming language and can be automatically differentiated in reverse mode for 
gradient calculations. Only forward calculations must be executed, and hand-coded 
gradient equations and parameter update rules are not required. The proposed physics-
informed learning process for topology optimization has been demonstrated on several 
popular 2-D topology optimization test cases, which were found to be a good agreement 
with the ones from the state-of-the-art topology optimization approach. 
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Automatic Differentiation 

 

 

1. Introduction  

1.1. Literature Review 

Classical gradient-based optimization algorithms [1], [2] 
require at least first-order gradient information to minimize/ 
maximize the objective function. If the objective function can be 
written as a mathematical function, then the gradient can be 
derived analytically. For a complex physics simulator, such as 
finite element method (FEM), computational fluid dynamics 
(CFD), and multibody dynamics (MBD), gradients are not readily 
available to perform design optimization. To overcome this 
problem, a data-driven approach, such as response surface 
methodology or surrogate modelling [3], is applied to model the 
simulator's behavior, and the gradients are obtained rapidly. The 
response surface methodology and surrogate modeling 
approximate the relationship between design variables (inputs) and 
the objective values (outputs). Once the approximated model is 
constructed, gradient information for optimization are much 
cheaper to evaluate. However, this approach may require many 
precomputed data points to construct an accurate model depending 
on the dimensionality of the actual system. Therefore, generating 

many data points arises as one of the bottlenecks of this method in 
practice due to the high computational cost of physics simulations.  

In addition, the data-driven approach may not generalize the 
behavior of the physics simulation accurately. This would cause 
the approximated model to produce invalid solutions throughout 
the design space except at the precomputed data points. This will 
be detrimental in optimization, where the best solution must be 
found among all true solutions. 

A possible reason data-driven approach fails is its reliance on 
the function approximator to learn the underlying physical 
relationships using a finite amount of data points. In theory, a 
function approximator can predict the relationship between any 
input and output according to the universal approximation theorem 
[4], [5]. However, this usually requires enough capacity and 
complexity of the function and sufficient data points to train the 
function. These data points are expensive to obtain and a 
significant amount of effort must be placed towards computing the 
objective values of each data point through a physics simulator. In 
the end, only the design variables and corresponding objective 
values are paired for further analysis (surrogate modeling and 
optimization). All the information during the physics simulation is 
discarded and wasted. Many ideas have been proposed to solve 
topology optimization using data-driven approach. In [6], [7] the 
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showed the GAN's capability of generating new structure 
topologies. In [8], the authors proposed a TopologyGAN to 
generate a new structure design given arbitrary boundary and 
loading conditions. In [9], the authors designed a GAN framework 
to generate a new airfoil shape. All these approaches are data-
driven methods where large dataset must be prepared to train the 
neural network for surrogate modeling. 

To use the computational effort during physical simulations, 
we turn to a newly emerged idea called differential programming 
[10], [11] which applies automatic differentiation to calculate the 
gradient of any mathematical/ non-mathematical operations of a 
computer program. Because of this, we can make the physics 
model be fully differentiable and integrate it with a deep neural 
network and use backpropagation for training. In [12], the authors 
discussed the application of automatic differentiation on density-
based topology optimization using existing software packages. In 
[13], [14] the authors demonstrated the ability to use automatic 
differentiation to calculate gradients for fluid and heat transfer 
optimization. Furthermore, in [15] the authors modeled the 
solution of a partial differential equation (PDE) as an unknown 
neural network. Plugging the neural network into the PDE forces 
the neural network to follow the physics governed by the PDE. A 
small amount of data is required to train the neural network to learn 
the real solution of the PDE. In [16], [17] the authors demonstrated 
the application of a physics-informed neural network on high-
speed flow and large eddy simulation. In [18], the authors designed 
an NSFnet based on a physics-informed neural network to solve 
incompressible fluid problems governed by Navier-Stokes 
equations. In this work, we will design optimal structural topology 
by integrating the neural network and the physics model(FEM) 
into one training process. The FE model is made fully 
differentiable through automatic differentiation to provide critical 
gradient information for training the neural network. 

1.2. Review of Solid Isotropic Material with Penalization 
Method (SIMP) 

The SIMP method proposed by Bendsoe [19] established a 
procedure (Figure 1) for density-based topology optimization. 

 
Figure 1: SIMP Method Optimization Process 

The algorithm begins with an initial design by filling in a value 
𝑥𝑥𝑒𝑒 in each quadrilateral element of a predefined structured mesh in 
a fixed domain. The value represents the material density of the 
element where 0  means a void and  1 means filled. A value 
between 0 and 1 is partially filled, which does not exist in reality. 
It makes optimization easy but results in a blurry image of the 
design. Therefore, the author [19] proposed to add a penalization 
factor to push the element density towards either void or 
completely filled.  

The objective of the SIMP method is to minimize the 
compliance, 𝐶𝐶 , of the design domain under fixed loadings and 
boundary conditions. The compliance defined in (1), also 
described as total strain energy, is a measure of the overall 
displacement of a structure. 

                    𝐶𝐶(𝑥𝑥) =   𝑈𝑈𝑇𝑇𝐾𝐾𝑈𝑈               

=  �𝐸𝐸𝑒𝑒(𝑥𝑥𝑒𝑒)𝑢𝑢𝑒𝑒𝑇𝑇𝐾𝐾0𝑢𝑢𝑒𝑒

𝑁𝑁

𝑒𝑒=1

 

(1)  

 
𝑑𝑑𝐶𝐶
𝑑𝑑𝑥𝑥𝑒𝑒

=
𝑑𝑑𝐸𝐸𝑒𝑒
𝑑𝑑𝑥𝑥𝑒𝑒

𝑢𝑢𝑒𝑒𝑇𝑇𝐾𝐾0𝑢𝑢𝑒𝑒 
(2)  

 

 𝑥𝑥𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛 =   

�
max(0, 𝑥𝑥𝑒𝑒 − 𝑚𝑚)  𝑖𝑖𝑖𝑖 𝑥𝑥𝑒𝑒𝐵𝐵𝑒𝑒

𝜂𝜂 ≤ max(0, 𝑥𝑥𝑒𝑒 − 𝑚𝑚)
min(1, 𝑥𝑥𝑒𝑒 + 𝑚𝑚)  𝑖𝑖𝑖𝑖 𝑥𝑥𝑒𝑒𝐵𝐵𝑒𝑒

𝜂𝜂 ≥ min(1, 𝑥𝑥𝑒𝑒 − 𝑚𝑚)
𝑥𝑥𝑒𝑒𝐵𝐵𝑒𝑒

𝜂𝜂               𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒
 

𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐵𝐵𝑒𝑒
𝜂𝜂 =  

− 𝜕𝜕𝐶𝐶
𝜕𝜕𝑥𝑥𝑒𝑒

𝜆𝜆 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥𝑒𝑒

 

                   
(3)    

        

Inside the optimization loop, the density of each element 𝑥𝑥𝑒𝑒 
has to be updated to lower the compliance. For a gradient-based 
method, the gradient 𝑑𝑑𝐶𝐶/𝑑𝑑𝑥𝑥  is calculated as (2) by taking a 
derivative of (1). Then a heuristic update rule, (3), is crafted to 
ensure the optimality condition is satisfied for the design. In other 
popular density-based topology optimization techniques, such as 
level-set [20], [21] or bidirectional evolutionary optimization [22] 
an analytical formula of gradient, element density derivative, or 
shape derivative must be provided manually. In the proposed 
framework in Section 2, there is no need to provide such gradient 
information analytically as the gradients are calculated by reverse 
mode automatic differentiation. 

1.3. Motivation  

In this work, the goal is to integrate a physics-based model 
(e.g., finite element model) with a neural network for generating 
feasible topology designs so that the gradient information obtained 
from the finite element model can be used to minimize the loss 
function during the training process to achieve optimal topology 
designs. The critical gradient information and update rules are 
determined using automatic differentiation and ADAM optimizer, 
eliminating hand-coded equations, such as (5) and (6). 
Furthermore, the critical gradient information directly obtained in 
the finite element model would contain essential features which 
may not exist or are significantly diluted in the training data sets. 
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In addition, the proposed approach does not require a significant 
amount of time for preparing the training data set.  

In Section 2, we have constructed a new topology optimization 
procedure by integrating a deep learning neural network with a 
wildly used classical SIMP topology optimization method to 
achieve efficiency and flexibility. This integrated physics-
informed deep learning optimization process is presented in 
Section 2 and has been implemented in Julia programming 
language, which can be automatically differentiated in reverse 
mode for gradient calculations. The proposed integrated deep 
learning and topology optimization approach has been 
demonstrated on several famous 2-D topology optimization test 
cases, which were found to be a good agreement with the SIMP 
method. Further validation of the idea and approach via complex 
structural systems and boundary and/or loading conditions will be 
conducted in our future work. 

2. Proposed Physic-Informed Deep Learning Process 

2.1. Mathematical Formulation 

In this work, we will perform the topology optimization with 
integrated physics-informed neural network. The neural network 
is physics-informed because its parameters are updated using 
gradient information directly from the finite element model.  

A flow chart of the proposed physics-informed deep learning 
design optimization procedure is outlined in Figure 2. The 
equivalent mathematical formulation can be stated as: 

   min
    𝜃𝜃

 𝐿𝐿 = 𝑈𝑈𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 

                               subject to: 

    𝑥𝑥 = 𝐺𝐺(𝑣𝑣; 𝜃𝜃) 

𝑀𝑀(𝑥𝑥) = 𝑣𝑣 

                               𝑈𝑈 = 𝐹𝐹\𝐾𝐾(𝑥𝑥)                              (4) 

The 𝑈𝑈𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the displacement at the applied load point and it 
is the loss function, L, to be minimized. The input to the generator 
is the target mass fraction,𝑣𝑣 . The generator, 𝐺𝐺(. ; 𝜃𝜃), is a deep 
neural network with parameter 𝜃𝜃  and it outputs a topology, x, 
based on the target mass fraction. The 𝑀𝑀(𝑥𝑥)  returns the mass 
fraction of the topology produced by generated and compare it to 
the target mass fraction. The 𝐾𝐾(𝑥𝑥) and F are the stiffness matrix 
of the topology and load vector, respectively. They are processed 
in the FEM component in Figure 2, and a resultant displacement U 
is returned.  

Figure 3: Proposed Physics-Informed Deep Learning Topology Optimization 
Approach 

Instead of providing a hand-coded gradient equation, (1.2), and 
update rule, (1.3), the gradient of every operation throughout the 
calculation is determined by using reverse differentiation 
(ReverseDiff). The gradient is a vector of 𝑑𝑑𝐿𝐿/𝑑𝑑𝑥𝑥𝑒𝑒 , where 𝐿𝐿 is a 
scalar value of the objective function.  In the examples shown in 
Section 4, the compliance/displacement is the objective function, 
while a given total mass is equality constrain that must be satisfied. 
Instead of providing an update rule, the generator, G(.), proposes a 
new design (x) for every iteration. The parameters of the network 
are adjusted simultaneously to generate better design while 
satisfying the mass constraint. Therefore, in the proposed 
algorithm, the gradients that guide the design approaching optimal 
are not 𝑑𝑑𝐿𝐿/𝑑𝑑𝑥𝑥𝑒𝑒 , but 𝑑𝑑𝐿𝐿/𝑑𝑑𝜃𝜃  instead. For a 1-D design case where 
the design variables have no spatial dependencies, the neural 
network is a multilayer perceptron. While for 2D cases, the neural 
network architecture is composed of layers of the convolutional 
operator, which is good at learning patterns of 2-D images. Thus, 
the objective of this topology optimization becomes learning a set 
of parameters, θ, such that the generator can generate a 2D 
structure, x, such that it minimizes the displacement at the point of 
load while satisfying the mass constraint. 

The optimizer component in Figure 2 is the algorithm to update 
the variables given the gradient information. In this work, ADAM 
(ADAptive Moments) [23] is used to handle the learning rate and 
update the parameter θ of the generator in each iteration. 
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2.2. Generator Architecture 

The network architecture of the generator in is illustrated in 
Figure 3. Adapting the idea of the generator from Generative 
Adversarial Network (GAN) [24], which can generate high-quality 
images after training, the generator starts with a seed value (fixed 
or random) which followed by a fully connected layer. Then the 
fully connected layers are reshaped to a feature layer composed of 
a 3D array. The first two dimension relate to the feature layer’s 
width and height, and the third dimension refers to channels. Then 
the following components are to expand the width and height of 
the feature layer but shrink the number of channels down to 1. In 
the end, the output will be a 2D (3rd   dimension is 1) image with 
correct size 𝑒𝑒𝑥𝑥  ×  𝑒𝑒𝑦𝑦 based on the learnable parameter θ. In Figure 
3, the output size of the ConvTranspose2D layer doubles every 
time. The second last layer has an activation function, 𝑜𝑜𝑡𝑡𝑡𝑡ℎ(. ), 
making sure the output values are bounded. The last convolutional 
layer does not change the size of the input, and its parameters are 
predetermined and kept fixed. The purpose of the last layer is to 
average the density value around the neighborhood of each 
element to eliminate the checkerboard pattern. This is similar to 
the filtering technique used in the SIMP method [25], [26]. 

The generator architecture can vary by adding more layers or 
new components. Instead of starting with a size of 𝑒𝑒𝑥𝑥/4 ×  𝑒𝑒𝑦𝑦/4, 
one can make this even smaller and add more channels at the 
beginning. Hyper-parameters such as the kernel sizes and 
activation functions can be applied to any layers of the generator. 
However, in this paper, the architecture design is kept simple 
without experimenting too much with the hyper-parameters. 

3. Automatic Differentiation 

The idea of automatic differentiation uses derivative rules of 
general operations to calculate the derivatives of outputs to inputs 
of a composite function  𝐹𝐹 ∶  𝑅𝑅𝑚𝑚  →  𝑅𝑅𝑛𝑛, where 𝑚𝑚 and 𝑡𝑡 are the 
dimensions of inputs and outputs, respectively. In general, the 
resulting derivatives form an 𝑚𝑚 ×  𝑡𝑡 Jacobian matrix. When  𝑚𝑚 >
𝑡𝑡 = 1, the derivatives form a gradient vector with length 𝑚𝑚. The 
automatic differentiation can be done in two ways: forward mode 
[27] or reverse mode [11]. In the following, ForwardDiff and 
ReverseDiff will be used for short. Usually, the entire composite 
function F has no simple derivative rule associated with it. 
However, since it can be decomposed into other functions or 
mathematical operations where the derivatives are well defined, 
the chain rule can be applied to propagate the derivative 
information either forward (ForwardDiff) or backward 
(ReverseDiff) through the computation graph of a composite 
function𝐹𝐹. The ForwardDiff has linear complexity with respect to 
the input dimension, and therefore, it is efficient for a function 
when 𝑚𝑚 « 𝑡𝑡. Further detail of the forward differentiation can be 
found in reference [27]. Conversely, the ReverseDiff is ideal for a 
function when  𝑚𝑚 » 𝑡𝑡 , and applied in this paper to calculate 
derivatives. ReverseDiff can be taken advantage of in this situation 
as the dimension of the inputs (densities of each element) is very 

large, but the output dimension is just one scalar value, such as 
overall compliance or displacement. 

3.1. Reverse Mode Differentiation (ReverseDiff) 

The name, ReverseDiff, comes from a registered Julia package 
called ReverseDiff.jl and additionally has a library of well-defined 
rules for reverse mode automatic differentiation. The idea of 
ReverseDiff is related to the adjoint method [11], [20], [28], [29] 
and applied in many optimization problems where the information 
from the forward calculation of the objective function is reused to 
calculate the gradients efficiently. In structure optimization, the 
adjoint method solves an adjoint equation 𝐾𝐾𝜆𝜆 = 𝑧𝑧  [30], [31]. 
Since 𝐾𝐾−1 is known when solving  𝐾𝐾𝑈𝑈 =  𝐹𝐹 during the forward 
pass, then the adjoint equation can be solved with a small 
computational cost without factorizing or calculating the inverse 
of matrix again. The ReverseDiff is also closely related to 
backpropagation [32] for training a neural network in machine 
learning. The power of ReverseDiff is that it takes the automatic 
differentiation into a higher level, where any operation 
(mathematical or not mathematical) can be assigned with a 
derivative rule (called pullback function). Then with the chain rule, 
we can combine the derivatives of every single operation and 
compute the gradient from end to end of any black-box function, 
i.e., physics simulation engine or computer program. To formulate 
the process for ReverseDiff, a composite function : 𝐹𝐹 ∶  𝑦𝑦 =
 𝑖𝑖𝑛𝑛(𝑖𝑖𝑛𝑛−1(. . . 𝑖𝑖2(𝑖𝑖1(𝑥𝑥1))))  is considered, where any intermediate 
step can be written as 𝑥𝑥𝑛𝑛+1 =  𝑖𝑖𝑛𝑛(𝑥𝑥𝑛𝑛). A computation graph of the 
composite function is shown in Figure 4. For simplicity, it is 
assumed that any intermediate function inside the composite 
function is a single input and a single output.  

 
Figure 5: Computation Graphs of x2 (left) and x*x (right) 

The black arrows are the forward pass for function evaluations, 
and the red arrows are reverse differentiation with chain rule been 
applied. The idea can be generalized to multiple inputs and outputs 
as well. To ReverseDiff of the function from end to end in Figure 
4, we will define and expand derivative using chain rule as: 

�̅�𝑥1 =
𝑑𝑑𝑦𝑦
𝑑𝑑𝑥𝑥1

 

                =
𝑑𝑑𝑦𝑦
𝑑𝑑𝑦𝑦

×
𝑑𝑑𝑦𝑦
𝑑𝑑𝑥𝑥𝑛𝑛

× … ×
𝑑𝑑𝑥𝑥3
𝑑𝑑𝑥𝑥2

×
𝑑𝑑𝑥𝑥2
𝑑𝑑𝑥𝑥1

 

           （5） 
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On the right side of the (3.1), y is called seed, and its value 
equals 1. Starting from the last node, y, it essentially calculates 
𝑥𝑥𝑖𝑖  =  𝑑𝑑𝑦𝑦/𝑑𝑑𝑥𝑥𝑖𝑖 as going backward through the computation graph. 
It can be shown that 

      �̅�𝑥𝑖𝑖 =
𝑑𝑑𝑦𝑦

𝑑𝑑𝑥𝑥𝑖𝑖+1 
×
𝑑𝑑𝑥𝑥𝑖𝑖+1
𝑑𝑑𝑥𝑥𝑖𝑖

= �̅�𝑥𝑖𝑖+1 × 𝑖𝑖𝑖𝑖′         （6） 

In other words, for any function 𝑥𝑥𝑖𝑖+1 =  𝑖𝑖(𝑥𝑥𝑖𝑖), the derivative 
of the input 𝑥𝑥𝑖𝑖 can be determined from the derivative of the output 
𝑥𝑥𝑖𝑖+1  multiplied by𝑖𝑖𝑖𝑖 . For ReverseDiff, (3.2) is known as the 
pullback function, as it pulls the output derivative in backward to 
calculate the derivative of the input. To evaluate the derivative 
using the pullback function, we need to know the output derivative 
and the value of 𝑥𝑥𝑖𝑖 as well. Thus, a forward evaluation of all the 
intermediate values must be done and stored first before the reverse 
differentiation process. Theoretically, the computation time of the 
ReverseDiff is proportional to the number of outputs, whereas it 
scales linearly with the number of inputs for ForwardDiff. In 
practice, ReverseDiff also requires more overhead and memory to 
store the information during forward calculation. In the examples 
used in this paper, the input space dimension is on the order of 103 
to 104, but the output space dimension is only 1. 

The pullback function is the rule needed to implement for every 
single operation during the forward calculation. For example, 
suppose the function we want to evaluate is 𝑖𝑖: 𝑦𝑦 =  sin (𝑥𝑥2) . 
Then we need to write a generic pullback function for b1  =  an as 
a1 = 𝑏𝑏1 × 𝑡𝑡𝑡𝑡𝑛𝑛−1  and for b2 = sin (𝑡𝑡2)  as 𝑡𝑡2 = 𝑏𝑏2 × 𝑐𝑐𝑜𝑜𝑒𝑒 (𝑡𝑡2) .  
For the sake of demonstration, we can then combine these two 
pullback functions as one (will not do in practice as chain rule will 
take care of) it as: 

𝐵𝐵𝑓𝑓(𝑦𝑦�) = 𝑦𝑦� cos(𝑥𝑥2) × 2𝑥𝑥 （7） 

Notice that the pullback function of the exponent 𝑥𝑥2 is known 
from calculus. However, we can also treat it as a multiplication (a 
fundamental mathematical operation) of two numbers. The 
computation graph is shown in Figure 5. The pullback function for 
multiplication of two real numbers, 𝑦𝑦 =  𝑥𝑥1  ×  𝑥𝑥2 , is: 𝐵𝐵𝑓𝑓(𝑦𝑦�) =
𝑦𝑦� × 𝑥𝑥2,𝑦𝑦� × 𝑥𝑥1. Then the pullback function of the input x in Figure 
5 is the summation of the two terms in (3.3), which is 𝑦𝑦(𝑥𝑥1  +
 𝑥𝑥2)  =  𝑦𝑦 ×  2𝑥𝑥 when 𝑥𝑥1  =  𝑥𝑥2  =  𝑥𝑥. As can be seen from the 
example above, any high-level operations can be decomposed into 
a series of elementary operations such as addition, multiplication, 
sin(.), and cos(.). Then the pullback function of the high-level 
operations can always be inferred from the known pullback 
functions with the chain rule. However, it will be a timesaver if the 
rules for some high-level operations can be defined directly. Just 
like the exponent function, it takes much longer computationally 
to convert it into a series of multiplications, while using a given 
rule from calculus, such as 𝑥𝑥𝑛𝑛  =  𝑡𝑡𝑥𝑥𝑛𝑛−1, is much more efficient. 
In the structural topology examples demonstrated in Section 4, we 
will define a custom pullback rule for the backslash operator of the 
sparse matrix, which results in a much more efficient calculation 
of the gradient. The implementation details of this rule are 
discussed in Section 3.2. 

3.2. Automatically Differentiate Finite Element Model 

A standard forward calculation must be coded as illustrated in 
the dashed box in Figure 1 to construct a differentiable FEM 

solver. Then we need to make sure every operation in the forward 
calculation has a pullback function associated with ReverseDiff. 
Most elementary mathematical operations in linear algebra have 
pullback functions well-defined in Julia. However, the operation 
for solving KU = F, where K is a sparse matrix, has not been 
defined. Therefore, it is important to write an efficient custom rule 
for the backslash operator 𝑈𝑈 = 𝐾𝐾\𝐹𝐹 . There are two parts 
associated with the backslash operation. The first part is to 
construct a sparse matrix K = sparse(I, J, V ), where I and J are the 
vectors of row and column indices for non-zero entries and 𝜕𝜕 is a 
vector of values associated with each entry. The pullback function 
of the operation is defined as 𝜕𝜕�  (𝐾𝐾�) = NonZerosOf(𝐾𝐾�). The process 
is illustrated in Figure 6. The second part is for the backslash 
operation. For a symmetric dense matrix, K, the pullback function 
of 𝑈𝑈 =  𝐾𝐾 \ 𝐹𝐹 can be written as: 

     
Figure 6: Forward and Backward Calculation of sparse(I,J,V) function 

The 𝑈𝑈� is the derivative of each element of U with respect to the 
downstream objective function. In (4.1), it requires two backslash 
operations, but in practice, the factorization or inverse of K can be 
reused, and only one expensive factorization is needed. This is why 
the ReverseDiff can “automatically” calculate the gradient by only 
evaluating the function in forward mode. 

𝐾𝐾�(𝑈𝑈�) = −𝐹𝐹�𝑈𝑈′, 
𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑈𝑈 = 𝐾𝐾\𝐹𝐹,𝐹𝐹� = 𝐾𝐾\𝑈𝑈� （4.1） 

When K is sparse, (4.1) can be done efficiently by only using 
the terms in 𝐹𝐹�  and U that correspond to the nonzero entries of the 
sparse matrix K. Otherwise, (4.1) will result in a dense K matrix 
that takes up significant memory. 

3.3. Programming Language  

Julia is used as the programming language. Julia has an 
excellent ecosystem for scientific computing and automatic 
differentiation. We use a Julia registered package called 
ChainRules.jl to define the custom pullback function of the finite 
element solver. Flux.jl was used to construct the neural network 
and for optimization. 

4.1. 2D Density-based Topology Optimization 

Figure 7 is a well-known MBB beam (simply supported beam) 
for the benchmark test in topology optimization. The objective is 
to minimize the compliance of the beam subjected to a constant 
point load applied in the center. Due to symmetry about the vertical 
axis, the design domain (Figure 7) only includes half of the original 
problem. The objective function minimizes the displacement at the 
load point. The equality constraint is that the overall mass fraction 
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of the optimized topology must be consistent with the target mass 
fraction at the input layer to the generator.  

 
Figure 7: Design Domain and Boundary Conditions of MBB Beam 

Figure 8 shows the convergence of MBB beam topology 
design within 100 iterations. The mass fraction is kept as 0.3. It is 
shown that the objective value in the vertical axis almost flats out 
at 40 iterations, where the design from the generator stays almost 
the same afterward. 

When assembling the global stiffness matrix 𝐾𝐾  from the 
element density values, 𝑥𝑥, the actual density value is penalized 
using 𝑥𝑥𝑝𝑝 , where p ≥ 1. The penalty factor eliminates the 
checkerboard patterns and creates a smooth boundary. Figure 9 
shows side-by-side comparisons of the results from our proposed 
approach and SIMP 88-line code. The experiment ran 
combinations of three target mass fraction values and two penalty 
values for both methods. All designs in Figure 9 are generated after 
100 iterations for the MBB beam. The number below each 
optimized design is the magnitude of the displacement at the 
applied load point. The proposed method works very well with a 
low mass fraction design. However, when the mass fraction 
increases, the details of the design are hard to capture, and a higher 
penalty value is required to make the design clearer. Although the 
details of designs from the two methods are different, both 
methods result in close displacement values. This means the 
optimized structures have equivalent overall stiffness given the 
mass fraction, loading, and boundary conditions. 

 

Figure 8: Convergence of the Objective Function of the Proposed Method 

Table 1 shows the computation time of the proposed method 
on a 2015 Mac with 2.7GHz Intel i5 Dual Core and 8Gb memory. 
The time in the table is an average of 100 iterations. The actual 
time of each iteration varies due to the convergence of the mass 
constrain in the inner loop as shown in Figure 1. 

Table 1: Computation Time of Proposed Method for Each Iteration 

Mesh 
Size 

Time (seconds) 
per Iteration 

48*24 0.08 
96*48 0.28 

192*96 1.3 

Figure 10 shows two more cases with different loading and 
boundary conditions (cantilever beam and bridge) on the density-
based topology optimization using the proposed design 
framework. The cantilever beam on the left has fixed boundary 
conditions on the left side and a tip load at the midpoint on the right 
side. The bridge design on the right is simply supported at the 
lower left and restricted in the vertical direction at lower right. A 
point load is applied at the midpoint at the bottom surface. The 
optimized structure using the proposed method does not look 
exactly like the one using SIMP 88-line code. However, they show 
similar trends for most of the cases. In Figure 10, the displacement 
at the applied load point is less using the proposed method, which 
means the structure has a higher stiffness.

 
Figure 9: Comparisons of Results Between the Proposed Method and 88-line code (Value under each image is the displacement at load point) 
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Figure 10: Comparisons of Cantilever Beam (Left) and Bridge (Right) Designs using Proposed and SIMP 88-line Method (Value under each image is the 

displacement at load point) 

4.2. 2D Compliant Mechanism Optimization 

To demonstrate the flexibility of our proposed method, we use 
this approach to perform optimization for compliant mechanism 
design. For a compliant mechanism, the structure must have low 
compliance at the applied load point but high flexibility at some 
other part of the structure for desired motion or force output. A 
force inverter, for example, requires the displacement at point 2 to 
be in the opposite direction to the applied load at point 1. 

 
Figure 11: Two Load Cases for Optimizing a Compliant Mechanism 

Therefore, the objective function has to be formulated as a 
combination of two parts:  

𝐿𝐿 =
𝑈𝑈2I

𝑈𝑈1I
+ 𝑒𝑒[𝑈𝑈2II + 𝑈𝑈1I] （4.1） 

The first term on the right-hand side is the geometry advantage, 
which is the ratio of the output displacement over input 
displacement for load case I. This term has to be minimized 
because the output displacement has to be negative, opposite the 
input force direction. Also, this term needs to be as negative as 
possible. However, only this term in the objective function will 
result in intermediate density and a fragile region around point 2. 
A second term is added to solve this problem, which measures the 
compliance of the overall structure, and we want to make sure the 
structure is stiff when the load is applied at either point 1 or 2. The 
superscripts 𝐼𝐼  and II denote two different loading cases (Figure 
11). For case I, the force is applied at point 1, and displacements 
are recorded at points 1 and 2. For case II, the force is applied at 
point 2, and only the displacements at point 2 are recorded. Both 
displacements at the loading points of the two cases must be 
minimized to achieve low compliance. Therefore, for each 
iteration, two load cases, as opposed to one in the previous 
example, have to be run, and the displacement values will then be 

fed to the objective functions. The weight coefficient of the second 
term in (4.2), w, has to be a small number (< 0.1). Otherwise, the 
design will be too stiff and result in minimal geometry advantage. 
The image on the left of Figure 12 is the optimized design of this 
force inverter where w = 0.01 and 0.3 volume ratio. It achieves a 
geometry advantage of 226/47. 

 
Figure 12: Optimized force inverter with different objective functions. Left: 

use geometry advantage; Right: use target displacement 

5. Conclusions 

In this work, an integrated physic-informed deep neural 
network and topology optimization approach is presented as an 
efficient and flexible way to solve the topology optimization 
problem. We can calculate the end-to-end gradient information of 
the entire computational graph by combining the differentiable 
physics model (FEM) with deep learning layers. The gradient 
information is used efficiently during the training process of the 
neural network. We demonstrated the proposed optimization 
framework on different test cases. Without explicitly specifying 
any hand-coded equations for gradient calculation and update 
rules, the neural network after training can learn and produce 
promising results. The generated optimized structure achieves the 
same level of overall stiffness as the well-known SIMP method.  
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The proposed framework is much simpler to implement as only the 
forward calculations and basic derivative rules are required. For 
the compliant mechanism design, only the objective function is 
required to be implemented, and the proposed method can achieve 
different designs that satisfy the design targets. 
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 Humans have experienced motion sickness and possessed the knowledge of stereopsis since 
classical antiquity. Knowledge of stereopsis dates back to approximately 300 B.C., when 
Euclid first recognized the concept of depth perception in human vision. Further, the motion 
sickness is including a sensation of wooziness and nausea that has been documented since 
approximately 400 B.C., when it was mentioned in the Aphorisms of Hippocrates. 
Stereoscopic images that utilize binocular stereopsis can frequently cause viewers to 
experience unpleasant symptoms including visual fatigue. Despite the increased use of 
three-dimensional (3D) display technologies and numerous studies on 3D vision, there is 
insufficient accumulation of researches to clarify the effects of 3D images on the human 
body. Therefore, the safety of viewing virtual 3D images is an important social issue. 
Inconsistency between convergence and lens accommodation is suspected as a cause of 
which motion sickness induced by stereoscopic viewing have not yet been identified. A 
system to simultaneously measure the convergence and lens accommodation is constructed 
to characterize the 3D vision. Fixation distances were compared between the convergence 
and lens accommodation while a subject repeatedly viewed 3D video clips. The results 
indicated that the accommodative power did not correspond to the distance of convergence 
after 90 s of continuously viewing 3D images. Presently, the relationship between this 
inconsistency and the unpleasant symptoms remains unclear. Therefore, we introduce 
empirical research on the motion sickness that can contribute to developments in the 
relevant fields of science and technology. 
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3D (3-dimantional) movie 
Head Mounted Display (HMD) 
Virtual Reality (VR) 
Accommodation 
Convergence 
Visually Induced Motion Sickness 
(VIMS) 
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1. Introduction  

In general, deviation occurs between the images formed on the 
two bilateral retinas when he/she gazes at a point with both eyes. 
This deviation is termed binocular parallax due to positional 
differences in the eyeballs. In humans, it plays an important role in 
perceiving three-dimensionality. Currently, most three-
dimensional (3D) movies and 3D television (3DTVs) use 
binocular parallax to distribute 2D images to both eyes to achieve 
stereopsis. Principle of the stereopsis using the abovementioned 
method is described in a book written by Euclid in approximately 
280 B.C. [1, 2]. In the early half of the 19th century, Charles 
Wheatstone started the stereoscopic photography when he invested 
the binocular stereoscopic image display method “Stereoscope”, 
which converted a pair of stereo images [3, 4]. In recent years, 
various 3D video display systems such as mobile devices, free-

viewpoint TV, and 3D cinema have been developed. A few recent 
displays can also present binocular and multi-aspect 
autostereoscopic images although 3D glasses are generally 
required. In either case, however, there are the following issues.  

(1) unpleasant symptoms including headache, vomiting, and eye 
strain. 

(2) lack of ambience and realism.  

Especially in Japanese 3DTVs, dynamic movements cannot be 
fully expressed since the binocular disparity is set to one degree or 
less (See section 3.3). Excessive measures against visually-
induced motion sickness (VIMS) have been implemented without 
an appropriate manufacturing standard for stereoscopic video clips 
(VPs) and their display systems since the eye strain induced by 3D 
video viewing does not have been still elucidated. 
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In 3D video viewing, it is generally understood that the lens is 
accommodated to the depth of the screen that displays the image, 
whereas the eyes converge at the position of the 3D object, which 
is a common idea of eye strain with 3D image viewing. As might 
be expected, the convergence and lens accommodation are 
consistent in natural vision. The discrepancy is considered to be 
cause of the eye strain and the motion sickness induced by 
stereoscopic viewing [5-6]. 

According to [7], if the viewing conditions are sufficiently 
bright, the depth-of-field (DOF) of a target has a mean difference 
in the order of 1.0 Diopter, and the accommodation-convergence 
conflict discussed above is a particular problem only in the case of 
proximity displays such as head-mounted displays (HMDs) and 
smart glasses [8]. Several methods are available to reduce motion 
sickness induced by the accommodation-convergence conflict, 
such as accommodation-invariant near-eye displays [9], light field 
[10], and rapid adjustment of the focal length to the congestion 
distance, “variable focus” [11, 12]. The first method displays 
images as if they are in focus even when the focal length and 
convergence distance are inconsistent. The second is a technology 
that generates images close to the visual sensation of the naked eye 
by taking photos and VPs from multiple viewpoints 
simultaneously. In addition, optical components in artificial lenses 
have been developed to change the focus of the human eye 
intentionally by changing the lens [13]. In addition, as a 
countermeasure that ignores the accommodation-convergence 
conflict, a notable method reduces the symptoms of motion 
sickness by providing the viewer with sound and vibration 
synchronized with the VPs [14]. 

Factors associated with the DOF include pupil diameter and 
resolution. Therefore, image viewing conditions definitely 
influence the pupil diameter. Most previous studies used high DOF 
to prevent blurriness, resulting in a measurement environment 
quite different from everyday conditions.  

Moreover, the distribution of the convergence fusional limits 
in stereoscopic images was obtained in [15], where 84% subjects 
were able to see a stereoscopic image with a binocular disparity of 
two degrees. Notably, a single target without a surrounding image 
was used in the study. Generally, in absence of another parallax 
image, an accommodation-convergence process that merges 
double images into a single one functions as a positive feedback 
system [15]. 

Deviation between the eyeball positions causes differences in 
the formed retinal image because of the approximately 6 cm 
interpupillary distance between the bilateral eyes. The human 
ability to detect this difference in the retinal images between the 
bilateral eyes is nearly 10 times more accurate than normal visual 
acuity. When the deviation is too large, the image information from 
the bilateral eyes cannot be fused and a double image is formed, 
making the anteroposterior relationship unclear. A remarkable 
percentage of the population cannot perceive 3D vision by 
binocular parallax alone [16–17]. Stereopsis test methods include 
the T.S.T. (Titmus Stereo Test) and Lang (Lang Stereo Test).  

However, it has been reported that there are some influence of 
stereoscopic viewing on health, which causes unpleasant 
symptoms, such as visual fatigue, headache, and the vertigo [18-
19]. Severity of VIMS is not affected only by construction of the 

images but also by the viewing environment. It has also been 
reported that prolonged viewing of stereoscopic displays can cause 
several health hazards such as severe visual fatigue and headaches 
[20–22]. On the side notes, it has been reported that the elderly 
with the mild cognitive impairment (MCI) tends to have a strong 
interest in stimulation by stereoscopic images [23]. Pregnant 
women, children, the elderly, and those who consumed alcohol 
should refrain from stereopsis in a few cases since it is easy for 
them to be influenced by the health problems associated with 
stereopsis [24]. However, it is necessary to indicate further 
hygienic investigations because of little knowledge of the 
biological effects such as visual fatigue and the VIMS [25]. 

This report provides an outline of the principle of stereopsis for 
various displays and the biological effects involved in the 
stereoscopic vision. Based on the forefront research in this field 
their clinical significance is also stressed for the description of 
future prospects. 

2. Stereopsis principle and presentation methods 

In humans, the two eyeballs are aligned approximately 6 cm 
apart horizontally. There are always subtly differences between 
two images formed on each retinas when a person sees an object 
with the bilateral eyes. Although the image formed on the retina is 
two-dimensional (2D), the brain reconstructs the information from 
the bilateral eyes and identifies the condition and the positional 
relationship of objects occupying the 3D space. Perception of the 
space and positional relationship is achieved through the eyeballs 
(lens accommodation and binocular convergence), difference in 
the eyeball position (binocular parallax and monocular movement 
parallax), and experience (sizes of objects, perspective, 
overlapping objects, texture, and shadows). These items are 
described below. 

2.1. Lens accommodation 

The mean diameter of the eyeballs in adults is about 22-25 mm 
and the weight is about 6-8 g. The cornea, anterior chamber, and 
lens are present in the anterior region and refract light coming into 
the eye to form images on the retina in the posterior region of the 
eyeball. However, the eyes cannot simultaneously set the focus on 
near and distant objects, and the focus has to be adjusted 
corresponding to the distance of each object. This is termed lens 
accommodation in the ocular optical system. In humans, the lens 
is accommodated by changing the lens thickness and curvature, 
adjusting the focus.  

The annular ciliary body is present around the lens. Zinn’s 
zonule radiating from the lens connects to the ciliary body. The 
ciliary muscle contracts in near vision, and relaxation of Zinn’s 
zonule thickens the lens, shortening the focal distance and forming 
an image on the retina. In distance vision, the ciliary muscle is 
relaxed and Zinn’s zonule extends the lens radially, which thins 
the lens and lengthens the focal distance, forming an image on the 
retina.  

The range of lens accommodation is limited, and the limits of 
near and distance visions are termed near and far points of 
accommodation, respectively. However, hyperopia or myopia 
markedly varies among individuals and with aging. The ranges of 
these represent the accommodation ability, and the 
accommodation range is wide in young people. Changes in 
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accommodation ability with aging are mainly due to shifting the 
near point of accommodation to a distant site because the lens loses 
elasticity with aging and become unable to readily increase the lens 
thickness. 

2.2. Convergence (binocular convergent movement) 

Our vision can perceive the target in detail within a narrow 
range of only about 1-2°, termed the central fovea. The central 
fovea contributes to vision in a high-definition field. To see an 
object, the visual axes of the bilateral eyes have to be set toward 
the object. The angle formed by these visual axes of the bilateral 
eyes is the convergence angle, and the distance to the intersection 
of the visual axes is termed the convergence distance (Figure 1). 
Convergence (binocular convergent movement) represents 
horizontal eyeball movement by simultaneous inward rotation of 
the bilateral eyes to gaze at an object and form an image in the 
central fovea on the retina, and convergent movement causes 
‘cross-eyes’[26]. Lens accommodation also has to change 
corresponding to the distance of the object. The voluntary muscles 
(ocular muscles) responsible for eyeball movement are roughly 
divided into the extra- and intra-ocular muscles, and a factor of the 
extraocular muscle, convergence, and that of the intraocular 
muscle, accommodation, are useful clues for the visual system to 
perceive distance [27-28]. Convergent movement occurs in 
response to the clue of depth direction, and deviation (parallax) of 
the image on the retina between the bilateral eyes is the typical 
stimulation. It is an eyeball movement occurring almost 
simultaneously with lens accommodation to enable ‘seeing’ in the 
depth direction in a 3-dimensional space [29]. Therefore, 
convergence is not conjugated movement of the bilateral eyeballs 
unlike optokinetic nystagmus which occurs to fix images formed 
on the retina and vestibulo-ocular reflex which maintains and 
stabilizes images on the retina even in the presence of body 
movement [29].  

The visual system is capable of identifying the conditions of 
convergence and accommodation using an efferent copy, which is 
the command from the brain to the ocular muscles, or 
proprioceptor signals of the ocular muscles or both information 
[30]. Regarding the control system model of convergence and 
accommodation, there is a model in which the extra- and intra-
ocular muscle are moved so as to fuse the images on the retina of 
the bilateral eyes regarding the distances of the target object of 
convergence and accommodation, as input signals, the focus 
(blurring) on the retina as 0, and convergence and accommodation 
as output signals [31-32]. In the control system, crosslinks from 
the convergence control system to the accommodation control 
system or vice versa are present, and convergence and 
accommodation influence each other. Changes in convergence 
induced by changes in accommodation are termed accommodative 
convergence, and changes in accommodation induced by changes 
in convergence are termed convergence accommodation. 

2.3. Deviation between the eyeball positions 

In binocular stereoscopic images, which are currently 
mainstream, the viewer makes sense that the displayed object is 
present from the depth to the front side of the screen utilizing 
convergent movement and binocular parallax described above to 
show the image 3-dimensionally (Figure 2). Medial and lateral 

movements of the eyeballs are termed convergence and 
divergence, respectively.  

 
Figure 1: Eye convergence on seeing 3D display. α and β-α are defined as angle 

of convergence and parallactic angle, respectively. 

 
Figure 2: Binocular stereoscopic vision (Convergence and Divergence).  
a-b: Parallax angle while viewing an object/image in 3D popping out of the 
screen/display surface, c-b: that sinking in the surface. 

Relative positions of the visual field and object change with 
movements of the object and observer, through which unevenness 
of the object and the anteroposterior relationship among several 
objects become perceptible. The direction and speed of visual 
target movement vary corresponding to the visual range and 
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interpupillary distance. For example, when looking at the 
landscape from a car or train, nearby trees and signal masts move 
backward and distant mountains slowly move backward, but the 
very far sun and moon appear to move in the same direction as the 
observer. 

2.4. Experience 

Humans can perceive the depth and three-dimensionality of 
space even from a picture written on a flat surface. Various kinds 
of visual features bring about depth perception (perspective 
perception), depending on experience and other factors [33-34]. A 
visual object forming a large retinal image is perceived as present 
in the front and that forming a small retinal image is perceived as 
present in the back. When the retinal image size of an object is 
remembered by experience, the distance to the object is sensed 
[35]. In contrast, when the size is not known, it is unclear whether 
the distance is different or the size is different. When objects 
overlap, the object covering part of the other is perceived as present 
in front. It may be unclear whether the objects are overlapping or 
a hole is open based on the presence of overlapping objects alone, 
but when shadows produced by an illumination light are added, the 
anteroposterior relationship between objects can be identified.  

The presence of shadows also produces three-dimensionality. 
In daily life space, the shape is convex when the shadow is formed 
below, and concave when the shadow is formed above. Feelings of 
unevenness and the anteroposterior relationship may be reversed 
depending on the shadow position. High and low contrasts induce 
a feeling of forward and backward movements, respectively. 
Similarly, light and dark induce a feeling of forward movement 
and depth of backward movement, respectively.  

Regarding gradients of density difference and texture, 
perspective and inclined planes are perceived corresponding to 
differences in the density among elements constituting texture and 
the state of change (gradient). The appearance of the size decreases 
with an increase in the distance from the observer, and the distance 
between objects decreases by 1/2 squared. Thus, it is easier to 
sense depth in the presence of a regular arrangement. This clue is 
closely related to perspective.  

Perspective includes linear and aerial perspectives. In linear 
perspective, the feeling of depth is produced by composition on the 
assumption of a viewpoint position and distant vanishing point, 
and this is applied to perspective [36]. The Last Supper by 
Leonardo da Vinci is a typical example drawn by perspective. This 
work employed a one-point perspective setting the vanishing point 
in almost the center of the screen, which concentrates the line of 
sight to the theme and produces a sensation that a space extends in 
the back of the screen. In aerial perspective, near visual objects are 
clearly perceived while distant visual objects are dimly perceived, 
causing a feeling of depth. In real life, distant objects are blurred 
due to light scattering by air, giving a sense of perspective. When 
the size and shape are the same, clearly seen objects are felt near, 
and blurred objects are felt to be present at the back [37-38]. 

2.5. Stereoscopic image display technique 

Stereoscopic image display methods include eye glass-type 
and naked-eye binocular stereoscopic display systems, multiview 
and depth information presentation systems, and wavefront 
reconstruction and space image systems. Of these, the binocular 

stereoscopic display system utilizes binocular parallax, in which 2 
images with parallax in the horizontal direction are individually 
presented to the bilateral eyes, and it is generally used as a 
stereoscopic image display method [3, 39-40].  

The image presentation methods employing the binocular 
stereoscopic display system include the side-by-side method in 
which the bilateral images are horizontally arranged, top-and-
bottom method in which the bilateral images are vertically 
arranged (images for the left and right eyes are set at top and 
bottom, respectively), the line-by-line method in which the 
bilateral images are arranged alternately on each line horizontally 
or vertically, and Power 3D method [41-42]. 

3. Biological effects of image viewing 

Regarding the biological effects of stereoscopic viewing, 
adding camera shake-like vibration to the entire image and 
dynamic changes that involve computer graphic images to induce 
a feeling of being present at the place are likely to cause VIMS. 
Stimulation with stereoscopic images induces 3D sickness whose 
symptoms are similar to motion sickness. This is not limited to 
stereoscopic images, and viewing images and rapidly moving 
screen that requires blinking may cause headache, vomiting, and 
vertigo. These and other similar events can be broadly defined as 
VIMS. 

3.1. Biological effects of motion sickness induced by 
stereoscopic viewing 

Motion sickness is including a sensation of wooziness and 
nausea known since approximately 400 B.C. In [43] , the author 
described that “When Hellebore has been taken, let the body be 
general kept in motion, enjoying less rest, and less sleep. For even 
sailing proves that motion disturbs the functions of the body.” In 
[44], it is written that “they felt sick due to vehicle sickness in a 
Japanese oxcart (Figure 3) and all appeared inverted to their 
blinking eyes.” in the first half of the 12th century. Currently, 
besides vehicle motion sickness and VIMS, space sickness has also 
been reported [45-46]. As the space motion sickness symptoms 
develop in zero gravity, vomiting in a space suit helmet during 
extravehicular activity may cause suffocation. People have 
suffered the unpleasant symptom of motion sickness for long. 

From the viewpoint of preventive medicine, it is important to 
accumulate the basic studies on stereoscopic viewing because 
stereoscopic viewing involves both positive [47] and negative 
aspects. Contrary to what you might think, there are a few reports 
on the former. Firstly, cases demonstrating the effect of 
antisuppression exercise of intermittent exotropia and the pleoptics 
have been reported by using stereoscopic image techniques [48]. 
In [47], the authors reported that “the accommodation training 
using 3D movie had temporarily improved visual acuity and 
seemed to lead to a decrease in asthenopia in their experiment.” 

Unpleasant symptoms such as visual fatigue, vomiting, and 
headache are often caused by stereoscopic images utilizing 
binocular stereopsis, which depends on the viewing conditions 
[49]. Integrating several sensations, such as those from the skin 
and somatic sources, the body perceives space. Since the space 
perception excessively depends on the visual function, visual 
sensation among others carries the major burden while viewing 
stereoscopic ones. In most cases after viewing those images, the 
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symptoms associated with the motion sickness disappear when you 
stop watching, however, it may last almost a day in severe cases of 
the VIMS, which is not caused only by images but also by 
simulators. Sensations other than the visual one can be given by 
the simulators in which there is deviation between their sensations 
and motions included in the video film. In the simulator sickness, 
the motion sickness is also amplified by flickering in the screen. 
Furthermore, it has been reported about ataxia in the simulator 
sickness. and the US navy prohibits the persons with experience of 
the simulator sickness from boarding within 24 hours after 
simulator operation [50]. Thus, these kinds of the knowledge may 
give a key consideration of the motion sickness including the car 
sickness.  

 
Figure 3: Japanese oxcart 

The VIMS is influenced by auditory [51], visual [52-53], 
olfactory [54], deep [55], and other sensations. The followings are 
case studies. A worker operating the remote control of a large 
power shovel has developed severe ophthalmalgia and headache 
one month after starting work owing to stereoscopic image 
viewing, and his quality of life subsequently deteriorated [56]. In 
addition, there is another report that a boy has developed acute 
internal strabismus due to 3D movie viewing [44].  

Early research considered the overstimulation theory for 
explaining the mechanism behind the onset of motion sickness. 
According to this theory, the acceleration of a vehicle causes the 
overstimulation of the visceral and vestibular organs, leading to an 
excitement of the hypothalamus, which induces the vestibulo-
vegetative reflex, causing various symptoms of the motion 
sickness. Instead of this overstimulation theory, it is necessary to 
develop some mechanism of the motion sickness because the 
motion sickness was found even in microgravity environments. 
According to the sensory conflict theory [18, 57], actual sensory 
information such as visual, vestibular, and somatosensory one is 
compared with that of the episodic memory in the central nervous 
system. The motion sickness would be induced only if a sensory 
information combination were different from that expected from 
the memory [58]. The vestibular stimulation is transmitted to the 
vomiting center in the medulla oblongata via the vestibulo-
vegetative system. The vestibular and autonomous nerve systems 
are anatomically and electrophysiologically closely connected, 
strongly suggesting their relationship with the unpleasant 
symptoms of motion sickness [59]. When a motion sickness-

inducing rotational load is provided to rats, it increases the 
histamine level in the brainstem and hypothalamus, which is 
related to vomiting during the motion sickness [60]. 

   Severity of the motion sickness can be quantitatively 
evaluated in accordance with the analysis of the body sway, which 
is regarded as an output of the equilibrium system. In general, it is 
difficult to obtain significant difference from statokinesigrams 
and/or their area of sway, sway values, total length, and total locus 
length per unit area, with their eyes open because the visual 
information helps subjects to keep upright posture. In recent 
decades, numerical analysis of the mathematical model of the body 
sway shows the possibility to find significant differences with eyes 
open (See section 3.3) [61]. 

In case of movies and 3DTV utilizing systems to display 
binocular stereoscopic images, the biological effect of stereoscopic 
viewing cannot be ignored. Figure 1 shows binocular parallax 
determined by the positional relationship between bilateral eyes 
and the object in stereoscopic images, which depends on the 
distance between the centers of your two eyes (interpupillary 
distance: PD). Using binocular parallax, stereopsis is realized by 
individually distributing 2D images to observers’ left and right 
eyes. It also depends on the viewing conditions (viewing position, 
darkness and light in the room, and physical conditions). 
Therefore, certain biological effects occurring during stereoscopic 
viewing can be attributed to individual differences in viewing 
conditions, interpupillary distance, and visual function of the 
viewers. Studies on these differences have been reported [56, 62]. 

3.2. Causes of motion sickness and visual fatigue by stereoscopic 
images 

According to the investigation of the relationship between 
individual differences in visual function and parallax range of 
stereoscopic images, persons with high accommodation 
convergence have a narrow range of comfortable visual field, 
where he/she is prevented from suffering discomfort of popping 
out stereoscopic images [63]. A positive correlation has been 
found between the grade of phoria and subjective evaluation for 
degree of stereoscopic viewing-induced fatigue [64]. As the side 
notes, there is less visual fatigue in persons with slight exophoria 
while viewing stereoscopic images [65]. Hence, considering 
individual differences in visual function is necessary while 
discussing the biological effects of stereoscopic viewing.  

Theories of “inconsistency between convergence and 
accommodation” and the “influence of excess parallax” have been 
suggested in order to explain other causes for stereoscopic 
viewing-induced fatigue besides differences in the individual 
visual function. The former states that the visual fatigue would be 
caused by inconsistency between the accommodation and 
convergence distances, which also increases the accommodation 
load. The later states that the binocular parallax increased to 
emphasize the stereoscopic effects. 

The following is frequently described as an effect of the 
binocular stereoscopic display system upon our body; 
accommodation and convergence contradict each other during 
stereoscopic viewing because we just focus upon the surface of the 
display and simultaneously adjust the convergence to the 
stereoscopic object popping out from it [66, 67]. Most of 
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researchers believe that there is deviation between the 
accommodation and the convergence during stereoscopic vision, 
however, the authors  reported that the accommodation was not 
fixed to the surface of the display during stereoscopic vision [68].  

The range in which the anteroposterior regions of the focused 
region appear to be in focus is termed DOF, which is generally 
approximately ±0.2–0.3 Diopter in humans [69, 70]. We would not 
feel inconsistency between the accommodation and the 
convergence when a stereoscopic object is presented within the 
DOF [71]. This also resolved the inconsistency problem during 
stereoscopic viewing, inhibiting the unpleasant feeling observed in 
a few studies [31, 72], whereas fatigue was caused in presence of 
a temporary change of binocular parallax, although the change was 
within the DOF in another study [73, 74].  

A theory suggests that because the lens accommodation and 
convergence are simultaneously changing in opposite directions, 
their functions become unstable, and efforts to fuse the images 
created by the bilateral eyes are assumed to be the cause of fatigue 
[75–77]. In addition, we are conducting preliminary experiments 
on the illuminance of the experimental environment and 
interpreting the experimental data so far. The pupil diameter is 
affected when the environmental illuminance changes. When the 
illuminance is lowered, the pupil diameter becomes larger, and the 
DOF becomes shallower. We considered that it is easy to be 
induced the motion sickness because there is a discrepancy 
between the lens accommodation and the surface of the display, 
which is not included in the range of the DOF [78]. 

3.3. The current trend of motion sickness and visual fatigue by 
stereoscopic images 

Because both the convergence and lens accommodation fit the 
objects in natural stereopsis, they do not contradict each other. The 
following hypothesis as described in section 3.2 seems to have 
captured the hearts of many 3D image engineers and researchers, 
i.e. it is often considered that their inconsistency is the cause of the 
VIMS. In 2011, 3D Consortium (3DC) formulated safety 
guidelines in which the range of comfortable parallax angle for 
stereoscopic images was specified as ±1.0° [79–81]. This is also 
based on the hypothesis and studies serving as the basis for this 
comfortable parallax range reported by [79] and [80]. Setting the 
change in binocular parallax within approximately 1°, 
approximately 87% subjects could fuse and observe stereoscopic 
images under the experimental conditions of their studies [79–81]. 
After these reports were published, however, this finding about the 
fusion limit was refuted as follows. 

It was reported that stereoscopic images at a parallax angle up 
to approximately 2°could be fused and observed by approximately 
84% subjects [15]. It was concluded that the difference in the 
binocular parallax between [15] and [80] was due to premature 
processing deviating from elementary statistics. In recent decades, 
it has been discussed it is appropriate to revise the comfortable 
parallax range for stereoscopic images to 2° [82].  As observed 
during natural viewing, the convergence and lens accommodation 
in the young were synchronized in accordance with their 
observation. No inconsistency was observed while viewing 
stereoscopic video clips under medium illuminance [83]. 

It is important for researchers in this field to set the visual 
environment, which can affect the results of the experiment. Thus, 
the experimental results of [83] cannot be simply compared with 
those of previous studies because the environment of [83] is 
different from those of experiments under low illuminance in the 
previous studies. In addition, the stereoscopic images were drawn 
by using “power 3D method” [41]. In [25], the author states that 
“no study has clearly shown the association although it is generally 
assumed that long-term stereoscopic viewing leads to unpleasant 
feelings including the visual fatigue.” Several points presently 
remain unclear with regard to the accommodation-convergence 
mismatch during stereoscopic viewing and the discomforts. 

4. Mathematical models of the body sway to evaluate the 
motion sickness 

Severity of motion sickness is measured by stabilometry in 
accordance with the consideration of equilibrium function [78, 84]. 
In stabilometry, recording of stabilograms for 60 seconds begins 
when the standing posture stabilizes. Statokinesigrams are 
composed of each component of the stabilograms. Indices such as 
area of sway, total locus length, and total locus length per unit area 
are classically estimated to analyze statokinesigrams [84-85]. The 
latter is known as a parameter of the fine control of standing 
posture by the proprioceptive reflexes [86]. In addition to the 
abovementioned indices, an index termed sparse density was 
proposed in consideration of the non-linearity of the system to 
control upright position [87-88]. The following nonlinear system 

 𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑

= − 𝜕𝜕
𝜕𝜕𝜕𝜕
𝑈𝑈𝜕𝜕(𝑥𝑥) + 𝜇𝜇𝜕𝜕𝑤𝑤𝜕𝜕(𝑡𝑡),  (1) 

  𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑

= − 𝜕𝜕
𝜕𝜕𝜕𝜕
𝑈𝑈𝜕𝜕(𝑦𝑦) + 𝜇𝜇𝜕𝜕𝑤𝑤𝜕𝜕(𝑡𝑡)                        (2) 

has been proposed for the description of the body sway where 
𝑤𝑤𝜕𝜕(𝑡𝑡) and 𝑈𝑈𝜕𝜕(𝑥𝑥) represent the white noise and the time-averaged 
potential function (TAPF) in the lateral component, respectively. 
In general, the first term on the right-hand side is regarded as a 
linear function for each component [89-91], i.e. the body sway has 
been described as a Brownian motion [92-93]. Based on [94] and 
[95], the lateral component of the SDE (1.1) is assumed to be 
independent of the anterior-posterior component (1.2). Also, we 
did not obtain remarkable significance in the cross correlation 
between those components from the stabilograms measured in our 
experiments [87]. 

5. Mathematical approach for the evaluation of body 
balance function 

5.1. Improved deductive theory 

It is difficult to describe the abnormality in the body sway 
during the alcoholic load [87-88, 96] or the motion sickness. 
Prolonged exposure to a stereoscopic video clip, the mathematical 
model (1) has been investigated [97], but interaction between 
anteroposterior and lateral components cannot be neglected, and a 
new mathematical model is being investigated. 

Non-linear stochastic differential equations (SDEs) (1) were 
obtained from our deductive theory [61, 78, 84]. The Markov 
process without abnormal diffusion is required by the randomness 
in the body sway, which is based on our observation. In most cases, 
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1x yµ µ≠ ≠   as to compare variations with the others in 
polygraphs that are measured and recorded in the experiments of 
the electrophysiology [61, 78, 84]. The TAPFs can be estimated as 

𝑈𝑈𝜕𝜕(𝑥𝑥) = − 𝜇𝜇𝑥𝑥2

2
ln𝐺𝐺𝜕𝜕(𝑥𝑥) + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡.,                          (3) 

𝑈𝑈𝜕𝜕(𝑦𝑦) = −𝜇𝜇𝑦𝑦2

2
ln𝐺𝐺𝜕𝜕(𝑦𝑦) + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡.,                          (4) 

where 𝐺𝐺𝜕𝜕(𝑥𝑥) , 𝐺𝐺𝜕𝜕(𝑦𝑦) , are expressed as distributions for each 
direction. Several minimum values of the TAPFs are often 
obtained from the stabilometry. In numerical simulations, local 
stability is also seen as motions with high-frequency near the 
minimal potential surface, where a high density of representation 
points is expected be generated by the SDEs. Inversely, degree of 
the local stability cannot be measured only by the total locus 
length per unit area, but also by the sparse density including more 
local information in the measurement [87].  

5.2. Application of our deductive theory 

The mathematical method in this chapter has already been 
applied to quantitate severity of the motion sickness induced by 
stereoscopic viewing and the blur of liquid crystal [94, 97-99]. 
Especially in [94], it has been discussed that peripheral vision 
contributed to an increase in the sway value with eyes closed after 
the exposure to a stereoscopic video clip. However, upright posture 
is stable with eyes open, in fact, the sway value is so small that the 
instability has been able to be evaluated while viewing video clips. 
As mentioned above, our deductive theory has been recently 
improved to enable comparison of variations among independent 
components. We have also succeeded in enhancing the accuracy 
of the evaluation during the exposure to stereoscopic video clips. 
In addition to the skewness, kurtosis, and standard deviation of the 
probability density distribution of the observed data, the translation 
error in the nonlinear analysis was herein used as an evaluation 
index for the numerical analysis of SDEs [61]. As a result, we 
constructed a new theoretical system to obtain the SDEs describing 
the equilibrium system from the measurement data of each subject. 

6. Evaluation of stereoscopic image-induced motion 
sickness 

In addition to the physiological methods involving autonomic 
nerve activity, subjective psychological methods have been well 
developed to measure the influence of the VIMS on the body.  
Simulator Sickness Questionnaire (SSQ) is a best-known 
measurement to assess the VIMS including the simulator sickness, 
which comprises 16 effective subjective items extracted from 
1,119 paired data on the Motion Sickness Questionnaire (MSQ) 
measured before and after experiencing a simulator by using factor 
analysis [100]. The VIMS is also assessed using physiological 
measurements such as body sway, blood pressure, respiratory rate, 
electrocardiography, electrogastrography, perspiration, resistance 
value of the skin, and number of eye blinks [101–104].  In a study 
using the SSQ score, it was also reported by the group complaining 

of vibration load-induced motion sickness that the difference in 
stance width during upright makes a difference in the incidence of 
motion sickness [105]. 

6.1. Effect of background vision on the equilibrium system 

In previous studies, compared with visual pursuit, higher sway 
values including, the area of sway, total locus length, total locus 
length per unit Area, and sparse density during the peripheral 
viewing of 3D images were observed [94]. Especially in case of 
backgrounds, the appearance of actual space that humans perceive 
and that of 3D VPs is different, which is considered a reason for 
the influence of peripheral vision on the equilibrium system. In this 
section, we verify whether 3D VPs viewed without backgrounds 
influences the equilibrium system, and develop a mathematical 
model. 

The body sway was measured during 1 min of video viewing, 
and thereafter, 3 min of standing with eyes closed after the pre-
rest. Before and after this stabilometry examination, we performed 
a subjective evaluation of motion sickness symptoms using the 
SSQ. The smart glass MOVERIO BT-200 (EPSON, Nagano) was 
used to view the VPs used in the experiment of [106]. This device 
facilitates augmented reality (AR); however, to remove any 
external stimuli in the experiment other than those provided by the 
videos, they were projected on a black screen for measurement. In 
the video, spheres were fixed at four corners while another sphere 
moved through the screen in a complex manner. 

We performed a two-way analysis of variance (ANOVA) that 
uses the persistence of the influence of exposure to VPs as a factor 
for each analytical index calculated from a statokinesigram. In the 
ANOVA results, several non-interacting main effects were 
observed for each pair of factors (solidity/backgrounds). 
According to the statistical analysis of the total locus length per 
unit area, there were main effects (1) on solidity when viewing VPs 
with backgrounds, and (2) of backgrounds when viewing 2D VPs. 
In this connection, backgrounds exerted a main effect when 
viewing 3D VPs in accordance with the ANOVA for sparse 
density S3. In addition, there was a main effect on solidity when 
viewing videos without backgrounds. 

The equilibrium system was affected 1–2 min after viewing  
the 3D VPs with backgrounds. In addition, the SSQ result indicates 
that motion sickness may be caused by viewing 3D VPs with 
backgrounds. In addition, the sway values in the control were 
compared with those obtained after viewing 3D VPs without 
backgrounds (with their eyes closed). The area of sway and S3, 
both measured 2–3 min after the viewing, were significantly larger 
than those in the control. At that time, the total locus length per 
unit area was significantly smaller than that in the control. Subjects 
were allowed to use their peripheral vision; however, it was easy 
to focus on the central sphere, which was the same as the pursuit 
viewing of images because subjects viewed the VPs without 
backgrounds. Therefore, the influence reduction was observed 1–
2 min after the 3D viewing. Moreover, 3 min after viewing, the 
instability of the system may increase owing to physical fatigue 
from maintaining an upright posture, leading to increased body 
sway. 
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Table 1: Recent researches  

 

6.2. Effects of duration on the equilibrium system 

In previous studies, it was shown that viewing 3D VPs affects 
body sway; however, there was no comment on the duration of 
viewing VPs. In this section, we examine the effects of duration on 
the body sway and introduce a mathematical model that describes 
the equilibrium system [107]. In addition, we succeeded in finding 
the temporal fluctuation in the mathematical model [108]. 

 The experimental protocol of [107] used two patterns of 
measurements: following a standing pre-rest, 1 min with eyes open 
and 3 min with eyes closed; 2 min with eyes open and 3 min with 
eyes closed. A 3D VP with binocular disparity and a 2D VP for 
uniocular viewing were displayed on the 3D display KDL 
40HX80R (SONY, Tokyo) installed 2 m from the subjects. The 
experiment considered the order effect, and we conducted the 
measurements for 2D and 3D VPs in random order. In addition, 
measurements for other durations were also performed on different 
days. Excluding the total locus length per unit area, we observed 
that the increase in sway values depended on the duration of the 
exposure to 2D VPs. In addition, sway values 1–2 min after 
viewing a 3D VP for 2 min were significantly greater than those 
while viewing it. Therefore, the influence of the viewing on the 
equilibrium system was seen even after the exposure to VPs. 
Regardless of the solidity of the VPs, the area of sway and the total 
locus length were significantly greater at 2–3 min after viewing 
than when viewing VP sway values. Similar results were observed 
in the control experiment. Therefore, in the experiment [107], an 
increase in the sway values at 2–3 min after viewing may not be 
caused by VIMS, but by fatigue in maintaining the upright posture. 
Hence, duration has an effect on the equilibrium function after 

viewing the VPs, and viewing the 3D VPs for 2 min continues to 
influence the equilibrium function for at least 2 min after viewing. 

7. Problems and future prospects 

Table 1 lists the recent research on this topic [14, 89-91]. The 
progression of TV technology to high image quality has facilitated 
the sales of naked-eye 3D displays for medical use and high-
definition glassless 3DTV and enhancement in the image quality 
of 3D images. Furthermore, recently there has been a rapid 
progression in weight reduction and enhancement in the 
performance of eyeglass-type wearable devices [109]. A small 
projector is attached to the frames of eye glasses and sun glasses, 
and images are projected either on the inner side of the lens, or 
projected in front of the eyes using a semitransparent binocular 
HMD with an integrated lens and projector or non- and 
semitransparent monocular displays. These new image display 
methods have already appeared, increasing the opportunities for 
stereoscopic viewing in various fields, for not only amusement but 
also medical care and industrial use.  

The characteristic of our study introduced in section 4, 5 and 6 
is that it not only aggregated experimental studies on the influence 
of stereoscopic viewing on visual function, but also helps establish 
scientific techniques to quantify motion sickness. Previous studies 
discussed inconsistency between convergence and 
accommodation without simultaneously measuring them; 
however, we performed stabilometry, simultaneous measurement 
of convergence and accommodation, and evaluated body balance 
and visual functions for a basic investigation of stereoscopic 
viewing-induced motion sickness in the experimental study. By 
increasing the number of subjects, performing close investigation 

Authors M. Malińska et al [89] A. M. Baranowski et al [90] T. H. Cho et al [91] Y. Sawada et al [14] 

Year 2015 2016 2017 2020 

Apparatus 3D: Screen with Shutter 
glasses 
HMD: HMD with gloves 

Screen with 3D Shutter 
glasses 

3DTV with Polarization 
glasses 

HMD when sitting on a 
chassis of a scooter 

Experiments 3D: Watching part of 
'Avatar' 
HMD: Training in 
handling on the virtual 
workstation 

3 genres (horror, action, and 
documentary) with three 
between-subjects viewing 
conditions (director’s 3D, 
artificial 3D, and 2D) 

3D and 2D films 3D video with Sound 
and/or vibration riding   
simulator motorcycle 

Measuring 
(Objective) 

Electrocardiogram  Ocular parameters 
 (Accommodation, 

Convergence,  
Stereo-acuity,  
Tear break-up time) 

 

Measuring 
(Subjective) 

 Fast Motion Sickness scale 
(FMS) and 
Self-Assessment Manikin 
scale (SAM) 

 FMS 

Evaluation 
methods 

Statistical Analysis Statistical Analysis Statistical Analysis Statistical Analysis 
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with autonomic nerve evaluation using electrocardiography and 
electrogastrography, and evaluating the body balance function 
using body sway in a seated posture, this study facilitates safe 
stereoscopic viewing with less occurrence of VIMS.  

Virtual Reality (VR) sickness can be caused by a visual illusion 
called vection [110-111] and movement on the screen while 
viewing 3D images. According to the sensory conflict theory, VR 
sickness can also be induced when passive movement creates a 
mismatch between information related to orientation and 
movement supplied by the visual and vestibular systems. This 
mismatch induces feelings of nausea. In particular, vection is 
easily caused in HMDs and on large-sized high-definition 4K/8K 
displays. In addition, understanding of changes in the bio-signals 
during the vection helps us to confirm the previous studies [112]. 
It might improve our knowledge in the concept the motion sickness 
[112]. Therefore, it is important to examine the influence of 
vection on human bodies in detail. 

8. Conclusion 

This report provides an outline of the principle of stereopsis for 
various displays and the biological effects involved in the 
stereoscopic vision. Based on the forefront research in this field 
their clinical significance is also stressed for the description of 
future prospects. The spread of 3D and 4K/8K TV cannot progress 
unless the safety of stereoscopic images is secured, resulting in 
elimination from market competition. Therefore, prevention and 
alleviation of motion sickness stereoscopic viewing and providing 
basic documents to establish the safety criteria of 3D not only 
secure the extensive application of stereoscopic images and safety 
and relief of viewers but also contribute to technological 
development in Japan. 
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 Estimation of optimal Air or oxygen is important for the combustion process to be efficient 
and produce more energy. This is to be based on each component of the fuel and the air, 
considering their respective pressure and density. At first, this research investigates the 
role of 𝑁𝑁2, 𝑂𝑂2, 𝐶𝐶𝑂𝑂2 present in combination with 𝐶𝐶𝐶𝐶4, and the air on the flame temperature; 
using simulation with Cantera 2.4. Results have been compared and calibrated with field 
data from KivuWatt company. It then demonstrates the way to achieve optimum Air Fuel 
Ratio (AFR) for the various species of the fuel. The results estimated the flame temperature 
by means of the percentages of all species of the fuel and the air, as well as various 
conditions of pressure and temperature. Finally, it combines all to show different values of 
optimum AFR at various species percentages; and uses a python program to create an AFR 
calculator available online through the link provided.      
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Nomenclature: 

𝐴𝐴𝐴𝐴𝐴𝐴: Air-Fuel Ratio 
 𝜐𝜐𝐹𝐹, 𝜐𝜐𝑂𝑂: balancing constants 
𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎: Actual quantity of oxygen  
ɸ: Equivalence ratio 
𝑀𝑀: Mass 
𝐶𝐶: Enthalpy  
υ: The number of moles 
 𝜔𝜔: The atomic weight  
𝑇𝑇𝑜𝑜: Reference temperature 
𝑐𝑐𝑝𝑝: Heat capacity   
𝜌𝜌: Density 
𝑃𝑃: Pressure 
𝑇𝑇: The temperature  
𝑂𝑂: Oxygen 
𝐶𝐶: Hydrogen 
𝐶𝐶: Carbon 
𝑆𝑆: Sulphur  
𝐴𝐴: Perfect gas constant 
𝑎𝑎1 to 𝑎𝑎6, coefficients of the thermodynamic system 
Subscript  𝐴𝐴, 𝑖𝑖, 𝑖𝑖𝑖𝑖, 𝑂𝑂𝑇𝑇, 𝑓𝑓, :  fuel, any species, inlet, oxygen total, and formation 
respectively  

1. Introduction  

The combustion within the boiler burns fuel to create heat 
energy. The burning of fuel is the reaction of fuel with oxygen 

present in the air. The amount of fuel that can be burnt is limited 
by the oxygen present [1]. When all the fuel is not burnt, a part of 
it stays in the boiler and the other quantity goes to the atmosphere. 
This is the loss that reduces efficiency, and tends to pollute our 
environment [2]. Most of the fuels used in the boiler are 
hydrocarbons which release hydrogen and carbon as residuals, 
along with heat and pressure when burnt [3].  
 

The quantity of these residuals and their temperatures impact 
the performance of the plant including the 𝐴𝐴𝐴𝐴𝐴𝐴 [4]. The quantity 
of the exhaust depends both on the composition of the fuel, the 
composition of the air, and the effectiveness of the combustion [5]. 
In general, the global reaction of combustion is like 

 𝜐𝜐𝐹𝐹𝐴𝐴 + 𝜐𝜐𝑂𝑂𝑂𝑂2
𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈
�⎯⎯�𝑃𝑃 (1) 

Let us see the combustion by taking into account the residuals 
within the fuel and the air. 
 
1.1.  Consideration of fuel and its impurities of the field and 

application 

The general fuel formula is given by its composition of carbon, 
hydrogen, sulfur, oxygen, and nitrogen. So it is 𝐶𝐶𝑎𝑎𝐶𝐶𝑏𝑏𝑆𝑆𝑎𝑎𝑂𝑂𝑑𝑑𝑁𝑁𝑒𝑒 [6] 

Combustion equation is  
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 𝐶𝐶𝑎𝑎𝐶𝐶𝑏𝑏𝑆𝑆𝑎𝑎𝑂𝑂𝑑𝑑𝑁𝑁𝑒𝑒 + 𝑂𝑂2
𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈
�⎯⎯�𝐶𝐶𝑂𝑂2 + 𝐶𝐶20 + 𝑆𝑆𝑂𝑂2 + 𝑁𝑁2 (2) 

From this composition, the mass of the fuel can be computed as 

 𝑀𝑀𝑓𝑓 = 𝑎𝑎𝑀𝑀𝐶𝐶 + 𝑏𝑏𝑀𝑀𝐻𝐻 + 𝑐𝑐𝑀𝑀𝑆𝑆 + 𝑑𝑑𝑀𝑀𝑂𝑂 + 𝑒𝑒𝑀𝑀𝑁𝑁  (3) 
To achieve effective combustion, each element needs a 
determined quantity of oxygen as follows [7]: 

a) 𝑎𝑎 moles of 𝑂𝑂2 are required to change 𝐶𝐶 to 𝐶𝐶𝑂𝑂2 
b) 𝑏𝑏/4 moles of 𝑂𝑂2 are required to change 𝐶𝐶𝑏𝑏  to 𝐶𝐶2𝑂𝑂 
c) 𝑐𝑐 moles of 𝑂𝑂2 are required to change 𝑆𝑆𝑎𝑎 to 𝑆𝑆𝑂𝑂2 
d) The quantity of oxygen present in the fuel is subtracted 

from the quantity of oxygen required for complete 
combustion. That is, 𝑑𝑑/2 moles of oxygen are subtracted. 

e) Nitrogen is present in the fuel however it doesn’t 
undergo the combustion process (except at very high 
temperatures when some of it is converted to nitrogen 
oxides); hence it is not considered. 

Therefore, the stoichiometric value of oxygen (𝐴𝐴) is  

 𝐴𝐴 = 𝑎𝑎 +
𝑏𝑏
4

+ 𝑐𝑐 −
𝑑𝑑
2

 
 

(4) 

In reality, the 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 is different from the stoichiometric value. 

 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 = ɸ𝐴𝐴 (5) 

Now let’s consider air instead, If all elements of the air are 
involved in the combustion process equation (2) becomes,  

1.2.  Combustion with all species of the air 

Let us define all the proportion (𝑟𝑟) of each element compared with 
oxygen as  𝑟𝑟 = 𝑚𝑚𝑚𝑚

𝑚𝑚𝑂𝑂2
 , 𝑖𝑖 stands for any element. This gives 𝑟𝑟𝑂𝑂2 =

𝑚𝑚02
𝑚𝑚𝑂𝑂2

= 1, 𝑟𝑟𝑁𝑁2 = 𝑚𝑚𝑁𝑁2
𝑚𝑚𝑂𝑂2

= 78.96
21

= 3.76.  

1.3. Brief on Cantera models 

Cantera 2.4 is an open-source simulation software embedded 
in Matlab and Python used to solving dynamic chemical reactions 
[8]. In this paper the researchers used Python. 

In the current work, the authors assume that all metallic 
impurities are omitted from the fuel.  So, as to use Cantera 
simulation-based model summarized in equations (7), (8) and (9), 
taking methane as case.  At stoichiometry, the equation is as 
follows: 

 𝐶𝐶𝐶𝐶4 + 2(𝑂𝑂2 + 3.76𝑁𝑁2) = 𝐶𝐶𝑂𝑂2 + 𝐶𝐶2𝑂𝑂 + 7.52𝑁𝑁2 (7) 
At rich combustion (when oxygen is lower), there is the formation 
of carbon monoxide as follows 

  𝐶𝐶𝐶𝐶4 + (2/ɸ)(𝑂𝑂2 + 3.76𝑁𝑁2)

= (
4
ɸ
− 3)𝐶𝐶𝑂𝑂2 + 2𝐶𝐶2𝑂𝑂 + (4

− 4/ɸ) + (7.52/ɸ)𝑁𝑁2 

(8) 

 

At lean combustion (when oxygen is higher), there is 
formation of oxygen in the product as follows. 

 𝐶𝐶𝐶𝐶4 + (2/ɸ)(𝑂𝑂2 + 3.76𝑁𝑁2)
= 𝐶𝐶𝑂𝑂2 + 2𝐶𝐶2𝑂𝑂 + (4 − 4/ɸ)
+ (7.52/ɸ)𝑁𝑁2 

(9) 

 

For both equations (8) and (9) above, if  ɸ = 1, they give (7). 
These models are connected with the AFR by: 

 
𝐴𝐴𝐴𝐴𝐴𝐴 =

𝛼𝛼𝐴𝐴∑ 𝑟𝑟𝑖𝑖𝑀𝑀𝑖𝑖
𝑛𝑛
𝑖𝑖=1

ɸ𝑀𝑀𝐹𝐹
 

(10) 

 
where 𝑠𝑠 = (𝑀𝑀𝑎𝑎𝑖𝑖𝑎𝑎

𝑀𝑀𝐹𝐹
� )𝑠𝑠. At stoichiometry ɸ =  1. Equation (10) 

shows that the equivalence ratio is higher when the air lessens, 
oppositely for the air fuel ratio, and there is an impact of the other 
species of the fuel and the air on the value of the 𝐴𝐴𝐴𝐴𝐴𝐴. The study 
has been done using the equivalence value instead of the 𝐴𝐴𝐴𝐴𝐴𝐴. By 
definition, the equivalence ratio is the ratio of actual fuel/ai (𝐴𝐴𝐴𝐴𝐴𝐴) 
to the stoichiometric fuel/air [9]. The stoichiometric value occurs 
only when all elements and respective quantities are considered in 
computation [10]. 

Cantera uses those combustion principles and conservation of 
enthalpy in the combustion equation at constant pressure [11] to 
find the value of the final temperature. That is, the enthalpy of the 
reactant is equal to the enthalpy of the product. Writing the 
described global combustion equation in the way that allows 
quantifying masses the reactant is at the temperature 𝑇𝑇1 and the 
product at 𝑇𝑇2. 

 
�𝜐𝜐𝑖𝑖𝑀𝑀𝑖𝑖

𝑛𝑛

𝑖𝑖=1�����
𝑇𝑇1

𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈
�⎯⎯��𝜐𝜐′𝑖𝑖𝑀𝑀𝑖𝑖

𝑛𝑛

𝑖𝑖=1�������
𝑇𝑇2

 
(11) 

Now the conservation principle gives  

 𝐶𝐶(𝑇𝑇1) = 𝐶𝐶(𝑇𝑇2) (12) 
   
 

𝐶𝐶(𝑇𝑇1) = �𝜐𝜐𝑖𝑖(∆𝐶𝐶𝑓𝑓𝑖𝑖𝑜𝑜 + � 𝑐𝑐𝑝𝑝𝑖𝑖
𝑇𝑇1

𝑇𝑇𝑜𝑜
𝑑𝑑𝑇𝑇)

𝑛𝑛

𝑖𝑖=1

 
(13) 

   
 

𝐶𝐶(𝑇𝑇2) = �𝜐𝜐′𝑖𝑖(∆𝐶𝐶𝑓𝑓𝑖𝑖𝑜𝑜 + � 𝑐𝑐𝑝𝑝𝑖𝑖
𝑇𝑇2

𝑇𝑇1
𝑑𝑑𝑇𝑇)

𝑛𝑛

𝑖𝑖=1

 
(14) 

Using equation (12) yields  

 𝐶𝐶𝑎𝑎𝐶𝐶𝑏𝑏𝑆𝑆𝑎𝑎𝑂𝑂𝑑𝑑𝑁𝑁𝑒𝑒 + ɸ𝐴𝐴[𝑂𝑂2 + 𝑟𝑟𝑁𝑁2𝑁𝑁2 + 𝑟𝑟𝐶𝐶𝑂𝑂2𝐶𝐶𝑂𝑂2 + 𝑟𝑟𝐻𝐻2𝑂𝑂𝐶𝐶2𝑂𝑂

+ 𝑟𝑟𝐴𝐴𝑎𝑎𝐴𝐴𝑟𝑟]
𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈𝒈
�⎯⎯��𝑎𝑎 + 𝛼𝛼𝐴𝐴𝑟𝑟𝐶𝐶𝑂𝑂2�𝐶𝐶𝑂𝑂2

+ �
𝑏𝑏
2

+ ɸ𝐴𝐴𝑟𝑟𝐻𝐻2𝑂𝑂�𝐶𝐶20 + 𝑐𝑐𝑆𝑆𝑂𝑂2

+ (ɸ− 1)𝐴𝐴𝑂𝑂2 + �
𝑒𝑒
2

+ ɸ𝐴𝐴�𝑁𝑁2 +ɸ𝐴𝐴𝐴𝐴𝑟𝑟 

 
 

(6) 
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�𝜐𝜐′𝑖𝑖(∆𝐶𝐶𝑓𝑓𝑖𝑖𝑜𝑜 + � 𝑐𝑐𝑝𝑝𝑖𝑖

𝑇𝑇2

𝑇𝑇1
𝑑𝑑𝑇𝑇)

𝑛𝑛

𝑖𝑖=1

= �𝜐𝜐𝑖𝑖(∆𝐶𝐶𝑓𝑓𝑖𝑖𝑜𝑜 + � 𝑐𝑐𝑝𝑝𝑖𝑖
𝑇𝑇1

𝑇𝑇𝑜𝑜
𝑑𝑑𝑇𝑇)

𝑛𝑛

𝑖𝑖=1

 

(15) 

Enthalpies of formation of molecular products are taken from 
thermodynamic table present in [12], so 𝑇𝑇2 is the only unknown 
of equation (15). With Cantera, computation to deduce the value 
of  𝑇𝑇2 is performed for all (16), and (8) cases, at different values 
of ɸ. 

The enthalpy is calculated by [13], [14]  

 𝐶𝐶 = 𝐴𝐴𝑇𝑇(𝑎𝑎1 + 𝑎𝑎2𝑇𝑇/2 + 𝑎𝑎3 𝑇𝑇2/3 + 𝑎𝑎4𝑇𝑇3/4 +
𝑎𝑎5𝑇𝑇4/5 + 𝑎𝑎6/𝑇𝑇, 

(16) 

[15] generated by NASA at standard pressure; which indicates 
that to have higher flame is important in view of yielding more 
energy. 

1.4.  Algorithm for optimum AFR 

The current section shows the algorithm for realizing 
optimum AFR based on the results from chapters 3 and 4 taking 
into account the fact that each species present in the fuel is to 
undergo complete combustion by a specified quantity of air.  

The composition of the species in a hydrocarbon is provided 
in Table 1 considering most present composition species [16], [17] 

Table 1: Species composition  

Species Composition range(%) [18] 
C %𝐶𝐶: [48, 68] 
H %𝐻𝐻: [25, 47] 
S %𝑆𝑆: [0, 8] 
O %𝑂𝑂:[8, 18] 

  

 %𝐶𝐶 + %𝐻𝐻 + %𝑆𝑆 + %𝑂𝑂 = 100 (17) 
For complete combustion, the stoichiometric value (𝑆𝑆 = 𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠) is 
computed following (11) by  

 𝑆𝑆 =
𝜐𝜐𝑜𝑜𝜔𝜔𝑜𝑜
𝜐𝜐𝐹𝐹𝜔𝜔𝐹𝐹

 (18) 

[19].  

The value of the mass of oxygen to make combustion of each 
species 𝑖𝑖 will be  

 𝑀𝑀𝑜𝑜(𝑖𝑖) = 𝑆𝑆𝑖𝑖𝑀𝑀𝐹𝐹%𝑖𝑖 (19) 
 

%𝑖𝑖 is the percentage of species 𝑖𝑖. In practice, the carbon present 
in the fuel is the source of carbon dioxide; hydrogen is the source 
of water, sulphur the source of sulphur dioxide [20]. 

 
�  

 𝐶𝐶 + 𝑂𝑂2 → 𝐶𝐶𝑂𝑂2
        𝐶𝐶2 + 0.5𝑂𝑂2 → 𝐶𝐶2𝑂𝑂

𝑆𝑆 + 𝑂𝑂2 → 𝑆𝑆𝑂𝑂2
 

 

(20) 

Using (18) and (19) gives the total mass of oxygen required to 
burn each element  

 

⎩
⎪
⎨

⎪
⎧        𝑀𝑀𝑜𝑜(𝐻𝐻) =

0.5 ∗ 32
1 ∗ (1 ∗ 2)

∗ 𝑀𝑀𝐹𝐹 ∗ %𝐻𝐻

𝑀𝑀𝑜𝑜(𝐶𝐶) =
1 ∗ 32
1 ∗ 12

∗ 𝑀𝑀𝐹𝐹 ∗ %𝑠𝑠

𝑀𝑀𝑜𝑜(𝑆𝑆) =
1 ∗ 32
1 ∗ 32

∗ 𝑀𝑀𝐹𝐹 ∗ %𝑠𝑠

 

(21) 

 

  

 𝑀𝑀0(𝐶𝐶) + 𝑀𝑀0(𝐻𝐻) + 𝑀𝑀0 + 𝑀𝑀0(𝑆𝑆) = 𝑀𝑀𝑜𝑜𝑇𝑇  (22) 
Because oxygen is 21% of the air, the mass of air (𝑀𝑀𝑎𝑎𝑖𝑖𝑎𝑎 ) is 
computed by (23).  

 𝑀𝑀𝑎𝑎𝑖𝑖𝑎𝑎 = 𝑀𝑀𝑜𝑜𝑇𝑇
0.21�  (23) 

Since oxygen composes 21% of the air. 

 𝑀𝑀𝑎𝑎𝑖𝑖𝑎𝑎 = 4.762 ∗ 𝑀𝑀𝑜𝑜𝑇𝑇  (24) 
 

 𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑀𝑀𝑎𝑎𝑖𝑖𝑎𝑎
𝑀𝑀𝑓𝑓𝑓𝑓𝑒𝑒𝑓𝑓
�  (25) 

The algorithm of the air-fuel ratio and mass of the air is simply 
represented by Figure 1  

This work deals with the estimation of the flame temperature 
at different compositions of the fuel and the air for various values 
of the air-fuel ratio and equivalence ratio. It also presents the 
method of reaching the optimum value of the air-fuel ratio and the 
mass of the air, taking into account initial pressure and 
temperature.  

It has four sections: Section 1 is the introduction; section 2 
for methodology, section 3 presents the result and its 
interpretation and finally concludes in section 4.  

2. Methodology and process 

Referring to models described above, numerical simulation is 
done with Cantera codes present in python following the 
equations (7) to (9) and (15)  then the results are compared with 
KivuWatt field data. KivuWatt: Is a thermal power plant built in 
Rwanda/Karongi district. This is part of Contour Global plc, is 
producing 26 MW since 2010, and is using Methane gas from lake 
Kivu [21] [22].  

The value of the nitrogen/air ratio, carbon/air ratio, 
Nitrogen/fuel ratio, and Oxygen/fuel ratio is varied from zero to 
one at specified constants equivalence ratio under standard 
temperature and pressure. The value of the enthalpy is estimated 
by using formula (16), where the final/flame temperature used is 
of result from the simulation. The value of the enthalpy of 
formation used is 52𝑀𝑀𝑀𝑀/𝑘𝑘𝑘𝑘  [23], and the heat capacity is 
35.07 (𝑀𝑀/𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) at 300K [24]. 

The algorithm is based on the results of recent publications, 
explaining the role of the pressure, temperature, and density on 
the AFR has been demonstrated. Putting this together with results 
from Cantera simulation gives the procedure summarized by 
Figure 1 to come up with calculation and online calculator. 
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Figure 1: Summary of optimum AFR process 

The variation concerning the density has been analyzed from 
the results of pressure and temperature using the state equation 
since the is for pressure and temperature are very high [25]. 

 𝜌𝜌 =
𝑃𝑃
𝑟𝑟𝑇𝑇

 (26) 

 𝑟𝑟 = 𝐴𝐴 𝜔𝜔 � , 𝐴𝐴 = 8.31 is the constant of a perfect gas. 

3. Results and Discussion 

3.1. Simulation and its comparison with field data 

 
Figure 2: Comparison of Flame temperature for Oxygen and Air 

Figure 2 indicates that combustion is much more efficient 
when it is done with oxygen.    

 
Figure 3: Comparison of Combustion enthalpies for oxygen and air 

Figure 3 estimates the value of the enthalpy, computed by 
using the result of Figure 2 for both cases of combustion in oxygen 
and air at different values of the equivalence ratio.  

 
Figure 4: Role of the presence of nitrogen in the fuel 

Figure 4 quantifies the resulting flame temperature in a case 
where a quarter of the fuel is nitrogen. It is visible that the 
temperature is lowered when the fuel contains nitrogen as an 
impurity.  

 
Figure 5: Role of oxygen and nitrogen in the fuel 

Figure 5 shows how much flame temperature is affected by 
the presence of oxygen and nitrogen in the fuel. They lower the 
temperature and comparing with Figure 4, oxygen itself does not 
negative effect. 

 
Figure 6: Influence of portion of nitrogen 
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Figure 6 is the results from the analysis of field data. It shows 
that as nitrogen in the fuel goes up, the flame temperature comes 
down. Maximum flame temperature is achieved for a case where 
there is no nitrogen ( 𝑁𝑁2

𝐶𝐶𝐻𝐻4
= 0).    

 
Figure 7: Role of the presence of carbon dioxide 

Figure 7 analyses the impact of carbon dioxide present in the 
air. This shows that carbon dioxide has a very small negative 
impact on the flame temperature. 

 
Figure 8: Equivalence Ratio vs Flame Temperature for Air-Fuel combustion, T 

in: 100𝑚𝑚 

Figure 8 indicates the values of flame temperature when 𝑇𝑇𝑖𝑖𝑛𝑛 
is very small (100𝑚𝑚). The comparison with Figure 2 (graph in 
blue), shows that inlet temperature is to be increased to have more 
flame temperature.   

 
Figure 9: Equivalence Ratio vs Flame Temperature for Air-Fuel combustion, 

𝑇𝑇𝑖𝑖𝑖𝑖: 400𝑚𝑚 

Comparison of Figure 2 (graph in blue), Figure 8, and Figure 
9 show the increase of 𝑇𝑇𝑖𝑖𝑛𝑛 from 100K to 293K then to 400K, but 
the flame temperature has increased from 2150K to 2400K, then 
to 2350K, respectively, at ɸ = 1   tells that inlet temperature 
would be improved, but when it becomes higher the flame 
temperature becomes very low.   

 
Figure 10: Equivalence Ratio vs Flame Temperature for O2 and CO2-Fuel 

combustion, Tin: 300K 

 
Figure 11: Equivalence Ratio vs Flame Temperature for O2 and N2-Fuel 

combustion, Tin: 300K 

 

Figure 12: the flame temperature for O2 present in the fuel 
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Comparison of Figure 10 with Figure 10 emphasizes what has 
previously been demonstrated in Figure 7 at a bit increase of inlet 
temperature from ambient (293K) to 300K.  

In Figure 12, the flame temperature is higher when ɸ > 1.  
So, it informs that when there is oxygen in the fuel, the air would 
be reduced, thus the AFR is to be smaller than the stoichiometric 
value.   

 
Figure 13: Calibration of flame temperature [0C] 

 
Figure 14: Flame Temperature vs fuel residues 

Figure 14, resulting from the analysis of field data, 
emphasizes the results in Figure 12. It indicates that the presence 
of oxygen in the fuel is positive but nitrogen is negative.   

 
Figure 15: AFR for different species percentages at standard condition of 

pressure and temperature 

3.2.   Algorithm results 

For different combinations of the fuel species percentages at 
the standard condition of pressure and temperature, specific 
values of the AFR are plotted in Figure 15. It shows that changes 
in species percentages (from 𝐶𝐶_1 to 𝐶𝐶_13) correspond to different 
values of AFR at constant pressure, temperature, and density 
(standard condition).  

Various values of AFR for different values of pressure, 
temperature and density are for fixed species percentages of the 
fuel plotted in Figure 16. 

 
Figure 16: Variation of AFR with Pressure [KPa], Temperature [°𝑪𝑪] and Density 

[kg/m^3] 

Variation of both species’ percentages and pressure-
temperature states are considered in the program to get specific 
values. The method to compute the AFR producing optimum 
flame temperature is built following the algorithm and accessible 
online through the link; 

http://ndipros.pythonanywhere.com/airfuelratio/   

4. Conclusion 

This research quantified the flame temperature at specific 
values of the fuel and air species. Analysis also showcases that it 
is feasible to employ a measured quantity of air for combustion 
efficiency. Again, it contains the method to calculate and model-
based calculator to compute the AFR and mass of the air to be 
used for optimum power output and reduce exhausts. Practical 
feasibility requires a method to measure percentages of all 
chemical species within the fuel and the air, and the controller of 
the boiler combustion process, this will be the next research. A 
built calculator is hosted online for accessibility. The study has 
shown that presence of oxygen in the fuel is positive in this case 
the air is to be reduced proportionally. The combustion within the 
oxygen has a more remarkable positive impact than in the air. It 
is better to separate oxygen from the air before combustion which 
is not easy. Preheating the fuel is also an advantage, however, this 
should be done only up to a point where a good viscosity and 
density are reached, since uncontrolled preheating reduces the 
output temperature and requires some time and cost.  
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 Survivability of systems is a very important system property and consists major concern for 
organizations and companies. Survivable systems should maintain their critical services 
functional in a timely manner. There are several approaches, proposed in the literature, on 
how to develop survivable telecommunication systems, but the majority is based on node 
outages or path failures, missing the main scope of survivability which is service failure. 
The contribution of this paper is that it presents a SDLC (Software Development Life Cycle) 
for developing survivable mobile telecommunication systems. Additionally, the main 
characteristic of a mobile telecommunication system is that it consists of different types of 
nodes (ex. MME, SGSN, etc.) that are connected to systems (ex. 5G, 4G, 3G, 2G etc.) and 
thus form an intersystem that provides services to end users. This interconnection and 
interoperability of network nodes is of high complexity constituting a threat to system 
survivability. Thus, another contribution of the current research work is that it provides a 
systematic approach for handling this complexity.  
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1. Introduction  

Availability and continuity of critical IT infrastructures is a 
matter of concern in many of scientific fields like security, 
robustness, fault tolerance etc. In fact, the unavailability and failure 
of such infrastructures causes severe financial losses to many 
organizations.   

Survival of IT infrastructures, like information systems or 
network systems is a matter of concern for any company that 
develops and maintains network systems. That means that such 
systems should continue to support the critical services even 
during attacks, failures or accidents. A definition of survivability 
is: “survivability is the capability of a system to fulfil its mission, 
in a timely manner, in the presence of threats such as attacks or 
large-scale natural disasters” [1], with security, robustness, fault-
tolerance and recovery of systems to be among survivability's main 
disciplines.  

It is important to highlight that survivability focusses on the 
survival of the mission of the system and not of the system itself. 
This is the core principle of survivability.  

There is much research on survivability measures and 
approaches that should be adopted by a system to be survivable. 
But how can we be sure that a system is survivable? What are those 
capabilities that should be tested in order for a system to be 

characterized as survivable and against which threats? 
Additionally, what are the interconnections and interoperability 
threats that should be considered when survivability of large 
complex system of systems, like mobile telecommunication 
systems, is examined and how could these be analysed at everyday 
work when building such systems?  

Through literature review, a detailed research on survivability 
approaches is presented highlighting that most of them address 
survivability of telecommunication networks by handling node or 
path outages. However, survivability should be based on service 
failure and not on system failure. In fact, even if the entire network 
is performing as expected, there could be failures in services for 
many other reasons. For example, a software bug could result in a 
specific service failure, or delays caused by excessive load in 
specific network nodes could result in random service failures. 
Another reason could be that robustness requirements are not 
considered during system design. A very representative example is 
the handling of collision scenarios, where two messages requesting 
a service arrive at the same node simultaneously. Robust system 
design could resolve this conflict.  

To conclude, the contributions of the current paper are: 
• The solution proposed by the current paper is Survivability by 

Design, meaning that survivability should be part of the 
software development lifecycle (SDLC) of the 
telecommunication system. The idea comes [2] which is a 
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paper titled as “Life-Cycle Models for Survivable Systems”, 
that proposes survivability to be part of the SDLC phases and 
describes how this could be achieved. This is the theory that 
the current research is based on to describe how survivable 
telecommunication systems shall be developed.   

• Another contribution of the current paper is that it addresses 
the risk of service failures arising from the increased 
complexity of interconnection and interoperability of mobile 
telecommunication network nodes. This is a major concern 
since most of the times development teams tend to focus only 
on the node under development, when new features are to be 
developed, without taking into consideration requirements or 
threats coming from connectivity with the other nodes. More 
specifically, even if the entire system is tested end-to-end, 
when a mobile telecommunication network node is operating 
in the provider’s environment, it may be connected to nodes 
developed by other companies. The behaviour of that node is 
unpredictable, and this should be considered during SDLC 
phases, by setting appropriate survivability requirements and 
design practices, and by testing without ignoring specific 
failure scenarios.  

During the next chapter, survivability as a term is examined in 
order to present the main principles and requirements of 
survivability. Following this literature review, the general 
framework in the form of a software development lifecycle 
(SDLC) is presented. Finally, the paper closes with overall 
conclusions. 

2. Literature Review 

  Survivability as a term 

 As described in [1], survivability is the ability of a system to 
maintain its critical services that serve system's mission in a timely 
manner in case of attacks, failures or disasters. As a result, 
survivability itself is a system property that the system should 
emerge and should be considered as a requirement during the 
design phase and not as an ad-on characteristic [2]. Additionally, 
since the focus is on critical services and system mission, 
survivability should be considered as a different set of 
characteristics for each system, based on system’s scope. For 
example, for a telecommunication network, survivability as a 
requirement may include, define and implement mechanisms that 
would allow the system to feature robustness, fault-tolerance, 
interoperability, restorability, security, safety, resilience, 
dependability etc, for its critical services in order to provide 
uninterrupted communication to end users.  For an e-shop, 
usability or secure transactions would also be key principles for the 
survival of the mission of the system. There is much research on 
gathering these characteristics to a general set for systems’ design, 
with the most representative one being the research described in 
[2]. They argue that for any system survivability is succeeded if it 
has the ability to provide Resistance, Recognition and Recovery 
(3Rs) from attacks or failures. In extend the system should provide 
Adaptation and Evolution by improving system survivability and 
increasing its resistance by knowledge gained from previous 
attacks or failures. 

Threat for the survivability of a system, according to [3], is 
anything that may prevent the system from providing its essential 

services under the “minimum acceptable level of service”, or 
affecting the provision of its essential services for more time than 
the one predefined as acceptable. As a result, the threat against a 
system’s survivability is unknown and not always predictable 
through a risk analysis. Therefore, it is critical for survivability to 
gather, analyse and deal with the impact threat incident may cause, 
rather than focussing on predicting all possible threats. For 
instance, from the “survivability point of view”, it is more 
important to focus on how a network node would behave under a 
Denial of Service attack and how it could recover rather than 
identifying measures that would prevent this attack. 

 Survivable Systems 
 

Having defined survivability, a brief description of different 
approaches that have been adopted for designing and  
implementing a system that satisfies the survivability requirements 
follows.  

Starting with the Survivability Analysis Framework (SAF) [4], 
survivability is considered as a set of peoples’ capabilities, a set of 
actions and of technology working together to achieve operational 
effectiveness. The focus is on interoperability of organizational 
components and how to cope with complexity arising from this 
interoperability in order to analyse potential failure conditions, 
likelihood of error conditions, impact of occurrences, or recovery 
strategies. This analysis yields requirements for the design and 
implementation of the system.  

The second approach considers survivability as part of the 
system’s development life cycle. It is described by research [2] and 
claims that “survivability goals and methods must be addressed for 
each action of the life-cycle”, as survivability should be integrated 
into the primary development phase of system and not treated as 
an add-on property of an already implemented system. Starting 
with requirements specification, the system should be able to 
monitor itself in order to recognise attacks or failures, resist and 
recover from attacks and failures and reconfigure to adapt to 
attacks and failures. Additionally, after mission definition, 
essential services of system should be depicted, and the system 
should be designed in such a way so that to maintain these services 
when it is under attack or failure. Continuing with requirements, 
intrusion requirements should be defined, in order for the 
performance of the system under attack or failure to be defined, in 
order to ensure that acceptable levels of quality of service are 
always reached. What is important here is that intrusion scenarios 
are considered as usage scenarios to be handled. The testing of 
these requirements should include three attack phases, the 
penetration phase, where the intruder attempts to gain access to the 
system, the exploration phase, where the intruder has gained access 
and is exploring the integral system organization and capabilities 
to find possible exploitation targets, and the exploitation phase 
where the intruder performs attacks against system facilities. 
According to these phases, survivability strategies for resistance, 
recognition, recovery, adaptation and evolution must be enforced. 
By considering these requirements, the system may be designed 
and implemented as survivable. 

The third approach is presented in [5], and it is based on 
analysing the different states of quality of service, that the system 
may fall into during a failure, and on estimating the probability of 
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the essential services being available during the failure. After 
changes to the environment or attacks to the system, the system 
may degrade to the next quality of service level. When failure is 
restored, the system may return to the higher QoS level. 
Acceptable QoS levels for the system and transitions between 
them, may be modelled with the use of a transition matrix. 

Another approach for providing survivability is the one 
proposed by [6]. Contrary to the security approaches that try to 
prevent an attacker to gain access, the assumption here is that the 
attacker has gained access and the objective is to try to find ways 
to prevent him from interfering with systems' critical services. 
Methods of prevention are based on frustrating the attacker to 
believe that he or she has gained access to essential services. 

A fifth approach is presented in [7] known as the WILLOW 
architecture. It is a proposal that focuses on proactive and reactive 
reconfiguration of a system in order to achieve survivability for its 
services. During proactive reconfiguration, it is possible to add, 
remove and replace components and interconnections of the 
system, as well as to adjust their mode of operation. This is called 
posturing and is used to minimize the system’s vulnerabilities that 
can be exploited by various threats. For instance, such a 
reconfiguration may be to turn-off non-essential services and 
networking links as well as to strengthen the cryptographic keys if 
a virus has infected the system. The reactive configuration does the 
same actions, aiming to restore a system from damage or 
intrusions, in specific time intervals. In fact, as proposed, the most 
appropriate approach for reacting is fault tolerance. An example, 
of reactive reconfiguration against an attack or damage is the 
activation of applications’ copies.  

A similar approach of reconfiguring the system and switching 
to different level of quality of service is also provided in [8], where 
the authors claim that QoS and survivability are firmly connected. 
As a result, if QoS is to be measured, reconfiguration approaches 
may be triggered under certain measurements to provide 
survivability for the system. Firstly, as “survivable system”, may 
be characterized, any system that may repair itself or degrade in 
such a way that will provide as much functionality as possible. This 
may be done if the system is able to switch between alternatives of 
acceptable predefined levels of functionality. Secondly, a 
survivable system is a system that may adapt threats in its 
environment and environmental changes and reallocate essential 
processing to most robust resources. All these may be achieved 
through dynamic reconfiguration. Such reconfiguration may be 
“process/host restart, migration of objects to alternate hosts, 
replication, transparent rebinding of clients and servers, use of 
service alternatives, and approximate services”. [8] These 
reconfigurations may be based on several metrics like “available 
battery power, varying communication bandwidth, available 
memory or faults in software components” [8] and must be done 
in predetermined time and based on QoS service levels. Then a 
survivable system must provide a minimum level of QoS under 
changing environments. For that purpose, the best-suited elements 
are to be chosen at each time, based on these QoS factors. 

 Evaluation of System Survivability 

According to related literature, evaluation of systems’ 
survivability, is mainly based on defining different acceptance 
levels of system performance and on evaluating the impact by 

measuring the key properties like number of outages, time needed 
for system recovery etc. Though, these evaluation models are 
mostly based on node failures or link failures, but they are not 
giving the whole idea about the quality of service the system 
provides to end users. As a result, they seem to be based on system 
availability and continuity and not on critical services or system's 
mission availability. Of course, system's availability is of vital 
importance for supporting system's mission and providing end to 
end functionality. So, system availability should be part of any 
survivability analysis and evaluation plan. Thus, the purpose of 
this paper is to provide an entire evaluation framework of all 
survivability aspects and not only providing system - centric 
evaluation methods. As a result, many of these evaluation models 
could be very useful to pinpoint any possible network failures and 
include these in a test suite that would test if the system could 
recover from them or if it could function as expected while the 
system is suffering from these failures. But it is very important to 
provide guidance for testing or evaluating systems’ survivability 
from the requirements specification step of a SDLC, up to the 
release of new product.  

Starting with [9], the authors use a Markov model to map the 
possibility of a failure. They base survivability measurements on 
the frequency of failure events, on the duration of outages and on 
the impact of failure. Since the research is conducted through a 
case study with wireless networks, as a failure is considered node 
failure, power faults and link failures. A similar approach is 
proposed by [10], where the authors are using a semi-Markov 
survivability evaluation model for intrusion tolerant database 
systems. As key attributes for quantification of a database’s 
survivability, integrity and availability are proposed. Much focus 
is paid on system's functionality under failure and how system 
performs against these attributes.  

To continue with quantification of system's survivability, the 
author in [11], proposed network condition metrics which are 
density (based on topology and its changes), mobility (speed of 
node, predictability etc.), channel (bit error rate, capacity 
distribution etc.), node resources (memory, computing power etc.), 
network traffic (QoS, packet size, distribution etc.), derived 
properties (degree of connectivity, queueing delay, propagation 
delay etc.). In addition to those metrics, service requirements are 
also defined. Again, every adverse event, transits system's 
performance to another state which is quantified by these 
measurements (based on network and service performance) in 
order to be marked as acceptable or not.  Another approach based 
again on a Markov model is being presented in [12]. It is focused 
on call losses of a telecommunication switching system because of 
various system failures like hardware/software faults, human 
errors, impairment damage from adverse environments etc.  As key 
survivability metrics, system performance, availability and 
performability are used and the measurements proposed are 
measurements that can be used to describe system survivability 
such as the number of functional units, the number of connected 
nodes, the maximum traffic capacity, blocking probability, 
throughput/goodput, and the service restoration time.  

To continue with evaluation methods, in [13], authors propose 
a testing survivability framework, focusing again on the recovery 
part of the survivability attributes. They firstly present the idea of 
5-step phases of survivability of a system under failure, normal 
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phase, resistance phase, destroyed phase, recovery phase and 
adaptation phase. Then they propose a scheme for representing the 
different stages of system performance against time during these 
phases. For quantification of network performance, two factors are 
proposed to be used, the Node Connectivity Factor (NCF) and the 
Link Connectivity Factor (LCF). Practically though, they try to 
focus on the availability of an end-to-end activity for the end user 
which is what really matters. This is why their research focuses on 
source-destination pairs “SD-pairs”, to describe connectivity and 
service quality “SD-quality” and test these factors by applying 
different failures in order to calculate SD Recovery time for each 
pair. Finally, NRD metric is calculated to give an overall idea 
about the entire system’s survivability.  

Another very important research on evaluation of survivability 
has been conducted by authors in [14]. The framework proposed, 
is based on developing a general measurement model, which may 
be specified based on specific domain requirements, a network 
survivability testing model, which is based on testing network 
performance against survivability metrics during different steps of 
system performance (resistance, destroy, recovery), and the 
network survivability evaluation, which includes measurement of 
the entire system’s survivability based on different metrics, 
evaluation models or algorithms. The method concludes to a 
mechanism which if applied to the system under test, may provide 
all possible combinations of test schemes to test failures of a 
network and to measure them in order to extract conclusions on the 
overall system’s survivability.  

In [15] the authors propose measuring survivability through 
four attributes, Process-Weighted Average Availability (PWAA), 
Process-Weighted Average Controllability (PWAC), Process-
Weighted Average Robustness (PWAR), Process -Weighted 
Average Adaptability (PWAD). These depict the state of the 
system through survivability life cycle, which is normal state, 
resistance state, destroy state, recovery state and adaptation phase.  

Finally, another important approach for quantifying 
survivability is coming from authors in [16], who propose to base 
quantification, on system's reaction to specific attacks and 
vulnerabilities modelled by attack graph. The attack graph 
represents the nodes that the attacker may exploit, while the way 
chosen to transverse these nodes in order to cover all possible 
system functionality states is forward-search, breadth-first and 
depth-limited. 

To conclude, what may be observed is that most approaches on 
quantifying survivability are based on measuring availability and 
robustness characteristics of the system. Though, survivability is a 
more complex attribute that the system as a whole should emerge 
and should be based on the ability of the system to continue serving 
critical services. As a result, the approach proposed in this paper 
for evaluating survivability, is a testing framework focussing on 
testing services available against systems failures, attacks or 
accidents.  

 Survivability and Telecommunication Systems 

Before concentrating on the proposed SDLC for mobile 
telecommunication systems, we conclude the current literature 
review with a brief presentation of a few representative approaches 
for designing and implementing a survivable telecommunication 

system. It becomes clear that all these approaches are focussing on 
outages and path failures and not on service failures as 
survivability preserves.  

In [17], the authors investigate the impact of possible failure 
scenarios and possible survivability strategies to contend with 
spatial and temporal network behaviour in mobile cellular 
networks. The failures for this paper are restricted to loss of BS, 
BSC-MSC or VLR. In [18], the authors analyse architectural 
principles for achieving minimization of services loss and service 
restoration through certain disaster recovery plans. The failure 
scenarios that are considered are central office switch fires, 
earthquakes, flooding, large-scale power outages, signalling 
network outages, fiber cuts, and terrorism. The result of these 
scenarios are outages to network devices for which the paper 
introduces a four-phase methodology to handle such cases. 
Another approach for providing survivability to Universal Mobile 
Telecommunication Systems (UMTS) networks is based on 
Markov chains, semi-Markov process, reliability block diagrams 
and Markov reward models [19].  

What we may observe from these approaches is that the designs 
proposed are based on fault tolerance techniques and on how to 
mitigate the failure of network nodes. There are many other 
approaches in literature that indicate various techniques to handle 
the impact of the failure of a node or a link. Though, survivability 
is far more than that. Survivability should be part of every step of 
the SDLC. The current research focuses on providing survivability 
requirements for mobile telecommunication systems that should 
be taken into consideration during the requirements elicitation 
phase of the SDLC, and on how to validate the satisfaction of these 
requirements during the testing or development phases. 

To sum up this literature review on survivability as a term and 
on approaches for providing survivability to a system the following 
requirements should be adopted: 

• Survivability is a mission driven attribute which means that 
the mission of the system is what should survive at the end, 
and not the system itself. Additionally, the majority of 
approaches discriminate and mark system services at essential 
and non-essential services with the essential services being the 
ones that should survive, and perform at an acceptable level 
of QoS, when a system is under attack or failure.  

• Threat against survivability is any failure that may affect its 
critical services. So, the system should be able to react to any 
failure even if the root cause is unknown. 

• A system must be designed as survivable and for this to be 
succeeded, survivability requirements, based each time on 
system's nature, must be defined during requirements 
specification of every development life cycle. These 
requirements may be organized to 3Rs (recognition, 
resistance, recovery and adaptation methodology) 
Additionally, survivability requirements should be considered 
during all stages of system's development lifecycle and as part 
of the everyday work. 

• For a system to be compliant with survivability requirements 
specification, a monitoring system that monitors and evaluates 
system's survivability is of vital importance. Additionally, if a 
monitoring system is available, the state of the system may be 
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known each time and preventive or corrective actions, like re-
configuration or other system's self-healing processes, may be 
applied for providing survivability to the system, even when 
unplanned threats are realised. 

• Finally, testing and evaluation of system's survivability should 
contain investigation of intrusion scenarios and failure 
incidents in order survivability requirements to be raised. This 
could be very useful if test driven development methodologies 
are used. 

 Mobile Telecommunication Systems 

Before closing literature review, we will present some 
information on mobile telecommunication networks. Nowadays 
mobile telecommunication networks consist of a combination of 
2G, 3G 4G and 5G mobile networks. Each network consists of the 
radio access network and the core network, which is finally 
connected to various networks like internet, IP Multimedia 
Subsystem (IMS) etc, to serve system’s main mission which is to 
facilitate voice and data communications. Among network nodes, 
the communication in control-plane layer and user-plane layer is 
being established through specific interfaces.  

Each of these systems has several nodes connected to each 
other. The particularity of mobile systems compared to other 
systems, like the internet, is that all services need an exchange of 
messages between a set of nodes to be established and performed. 
This significantly increases the risk of failure since problems may 
occur at any time during the exchange of the aforementioned 
messages. An example of such a message flow and possible 
failures that may occur, can be found in [20] or in the 3rd 
Generation Partnership Project (3GPP) standards. To continue 
with this logic, the network nodes that are connected to realize a 
service may be part of the same or a different network. For 
example, in 3G to 4G intersystem Tracking Area Update service, 
the nodes that may participate are from 4G, network nodes 
eNodeB, Mobility Management Entity (MME), Packet Gateway 
(P-GW), Serving Gateway (S-GW), Home Subscriber Server 
(HSS) and radio network controller (RNC), and Serving GPRS 
Support Node (SGSN) network nodes from the 3G network. This 
scenario is depicted in figure (1) bellow. Additionally, nodes may 
be manufactured from different organizations, a fact that increases 
the risk of interoperability failures. As a result, with various nodes 
interconnected, new networks are formed adding new system and 
survivability requirements that must be considered through the 
development of any new feature. The whole picture of a mobile 
network is shown in figure (2) bellow. This figure depicts the 
interconnection between 2G, 3G and 4G mobile networks through 
relevant interfaces. Though, the 5G network and the way it is 
connected with the rest of the mobile networks is missing. For this 
purpose, we utilize another picture from [21] that depicts the 
connection of the 5G network with the 4G network. This is figure 
3 below.  

The view of such interconnected systems adopted by the 
current work for all stages of the software development lifecycle 
is a multi-layered logic with the following levels: 

• Node level: Any node of a mobile telecommunication 
network for which a new functionality or feature is to be 

developed. For example, MME should be considered to 
perform in node level. 

• System Level: 2G, 3G, 4G and 5G, or any other that follow, 
are considered as systems. Nodes forming a system could be 
part of different PLMN operators. Any development task for 
a service that includes network nodes from the same system 
should be considered in system level. 

• Intersystem Level: The entire telecommunication system 
may be considered as an intersystem. Nodes forming a 
network for serving an inter-system scenario may be 
considered as an intersystem. For example, in the scenario 
below, an Intersystem Tracking Area Update is depicted. 
The scenario includes nodes from 3G and 4G systems.   

 
]. 

 
Figure 2: Common telecommunication network – The whole image 

(http://www.gl.com/telecom-test-solutions/communications-networking-2G-3G-
4G-lab.html) 
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What is also important is that nodes supporting system or 
intersystem scenarios could even be part of different public 
switched telephone network (PLMN) operators. This means that 
when developing a new feature, the behaviour of nodes should not 
be considered as “known”. Any possibility of receiving an 
unexpected message should be taken into consideration and the 
system should be able to resist to such a threat and recover from 
failure.  

 
 Figure 3: Common telecommunication network – 5G system added to the whole 
image (https://www.rfglobalnet.com/doc/g-core-network-architecture-network-

functions-and-interworking-0001) 

3. SDLC of Survivable Telecommunication Systems 

Nowadays, systems development is mostly based on iterative 
models, or spiral models, in order to support continuous delivery 
of new functionality with certain predefined criteria. At the end of 
all iterations, an updated system, or a new release, is tested against 
its overall functionality in order to be delivered to the 
telecommunication operators.  

Current research aims to improve this process by considering 
the survivability of critical services as the main requirement of the 
system under development. The main idea is to consider the whole 
(inter)system as a deliverable of any new release, instead of just 
focussing on a small part of the network. In this way, all 
survivability requirements at all system levels are considered and 
tested. The contribution of the current research is that it provides a 
complete proposal on how to handle survivability requirements 
and quality assurance of developed telecommunication system 
based on these requirements. The requirements are categorized to 
those related to service and those related to network since without 
it the system will not be available to perform any service. 
Additionally, the methodology proposed takes into consideration 
any arising requirement from the complicated interconnections of 
the telecommunication subsystems. All these requirements are 
gathered and grouped into 3Rs categories as described in literature; 
recognition, resistance, recovery and adaptation. In other words, 
requirements are enriched to include the whole network’s 
survivability requirements. The result of not taking into 
consideration system and node inter-operability is a very important 
increase on the number of defects. Additionally, the testing 
methodology proposed by the current paper, considers all possible 
service failure scenarios and possible impact of any new 
functionality to the legacy code for critical services already 
developed.  

The inputs to the aforementioned methodology are new 
features that will be developed or/and possible defects. When a 
new feature or a defect is planned to be developed, a new SDLC 
starts.  

According to related literature, any methodology for designing 
survivable systems should start by defining the system's mission 
and the critical services that serve that mission. These should be 
documented and dealt with as requirements to any new 
functionality.  

For mobile systems, critical are all services related to voice or 
data transmission from user perspective, and charging services 
from operator’s perspective. This is also depicted in table (1) 
below, with service level requirements. So, for example, a voice 
bearer may be considered as critical service. A handover to such a 
bearer is critical also.  

After definition of the mission and critical services that should 
survive, the general software development lifecycle (SDLC), is 
modified and used, with respect to special characteristics of the 
developed system, in such a way that at the end of the cycle the 
delivered (inter)system to emerge survivability. The SDLC that is 
proposed is depicted in figure (4). 

 
Figure 4: SDLC of Survivable Telecommunication Systems. 

 Requirement’s specification 

Requirements for extending the system's functionality are 
predefined and described in 3GPP documents. Survivability 
requirements should be based on a risk analysis study and detailed 
examination of the potential threats. As already explained, threats 
against survivability of the system are those that can directly affect 
the critical services of the system. This is the most effective way 
to protect critical services as such a service should survive even if 
the root cause of the failure is unknown.  Thus, requirements are 
grouped to service level requirements that are related to services 
and network level requirements that are related to network 
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availability in order to support the operation of the services. For 
each group, requirements related to 3Rs (recognition, resistance, 
recovery, adaptation) methodology are presented. 

In the tables below, high-level requirements related to 
survivability and defined by 3GPP are depicted. All these 
requirements are related to survivability and should be considered 
additionally to any requirement related to a new functionality or to 
any maintenance task. Additionally, any requirement that is an 
outcome of our research may also be depicted in service level 
survivability requirements table under columns titled “Our 
contribution”. These requirements are related to failure 
recognition and resistance and are presented to previous papers 
[20], [22] related with survivability on telecommunication 
systems. Furthermore, the error handling requirements proposed 
from the current paper may be summarized to the following ones: 

1. The system should be able to resist to failures related with loss 
of messages. 

2. The system should be able to react to messages arriving later 
or earlier than expected. This should not have any impact to the 
service or to any other following services. 

3. The system should be able to resist to failures related with 
duplicate messages sent to the nodes.  

4. Any new functionality should be considered as a threat to the 
critical services already developed and any possible failure 
should be handled. 

5. “Hanging processes" should also be considered as possible 
causes of failure. 

Table 1: Service Level Requirements 

3GPP  
Title 

3GPP 
Doc 
Num 

3GPP Service Survivability Requirements related to failure Recognition 

UMTS Terrestrial 
Radio Access (UTRA) 
system 

2101-
301 

“*Set of attributes to describe UMTS bearer service (delay variation 
tolerance, maximum transfer delay, maximum bit error rate) information 
transfer rate attributes (peak bit rate, mean bit rate, occupancy).” [23]  
“*Performance: inherent transmission delay and level of traffic blocking” 
[23] 

Performance 
Management (PM) 

32401 “Data gathered through telecommunication management system are gathered 
to support performance evaluation on: 
- Quality of Service (e.g. delays during call set-up, packet throughput, etc) 
QoS can indicate the network performance expected to be experienced by the 
user.” [24] 

Found across multiple 3GPP documents 

Error Causes  
Please refer to certain interface 
3GPP document for more 
details 

Specific error causes may be returned to the request message each time 
indicating a certain failure. For example, in GPRS Tunnelling Protocol (GTP) 
messages error cause "Mandatory IE incorrect" may be returned. From this 
the root cause of failure may be depicted and corrected by development team 
in case it can be corrected. Otherwise, there may be causes like "network 
failure" with root cause some failure to the network where all connections of 
the node with the node that returned this value, should be deleted.  

Our contribution 
"Self-Diagnosis Framework for 
Mobile Network Services" [20] 

Using the management reference mode of 32.101 we have proposed a self-
diagnosis framework that may recognize and report different kinds of failure 
of service flow between nodes. Using this framework, the root cause of 
failure may also be depicted. Failures that have been analyzed are any 
possible failures that may occur when a message of a flow leaves a node to 
reach the neighboring node. The contribution of the paper is that focuses on 
diagnosis of service failure and not of system failure opposed to other 
proposals and to telecommunication management standard. 

3GPP Title 3GPP 
Doc 
Num 

3GPP Service Survivability Requirements related to failure Resistance 

UMTS 2101-
301 

“Handover should be transparent. In case of speech call loss of information 
may be tolerated but handover should be quick to avoid connection break. In 
case of data service temporary break is tolerable but not loss of information. 
Handover between terrestrial environments should be seamless within the 
same network” [23] 
“Handovers should not increase the load on the fixed network significantly” 
[23] 
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“The level of security should not be affected by handovers” [23] 
“Bearer services cannot be handed over between two environments if they 
are not supported in both. However, handover to an alternative bearer 
offering reduced capabilities should be possible where this is supported by 
the service in use. The radio interface should have the capability to provide 
for handover and roaming between networks run by different operators” [23] 

Services and System 
Aspects; 

22 101 “Any handover required to maintain an active service while a user is mobile 
within the coverage area of a given network, shall be seamless from the user's 
perspective.” [25] 
“The 3GPP system shall be able to provide continuity between CS voice 
services and the full duplex speech component of IMS multimedia telephony 
service with no negative impact upon the user's experience of the voice 
service. The same should be true for IMS Services.” [25] 
“The system shall support either 
- transparent relay of the IP signaling and traffic; 
- service aware interconnection” [25] 

3G security; Security 
threats and 
requirements  

21 133 “Service Integrity: "It shall be possible to protect against unauthorized 
modification of user traffic" 
Service availability: It shall be possible to prevent intruders from restricting 
the availability of services by logical means” [26] 

Security Objectives 
and Principles  

33 120 “Security Objectives:  
1. to ensure that the security features standardized are compatible with 
world-wide availability 
2. to ensure that the security features are adequately standardized to ensure 
world-wide interoperability and 
roaming between different serving networks;” [27] 

 
Security architecture 

33 401 The standard presents:  
“- user identities confidentiality: MSIN, the IMEI, and the IMEISV should be 
confidentiality protected 
- user data signaling confidentiality: All S1 and X2 messages carried between 
RN and eNB shall be confidentiality-protected. Synchronization of the input 
parameters for integrity protection shall be ensured for the protocols 
involved in the integrity protection.  
- Integrity protection, and replay protection, shall be provided to NAS and 
RRC-signaling.  
- authentication and key agreement procedure between the mobile device and 
the core network,  
- security interworking of mobile networks (EUTRAN-UTRAN-GERAN)” [28] 

Technical 
Specification Group 
Services and System 
Aspects; 

23 401 “Authentication: NAS security mode control procedure is to take an EPS 
security context into use, and initialize and start NAS signaling security 
between the UE and the MME with the corresponding EPS NAS keys and EPS 
security algorithms” [21] 

5G; Security 
architecture and 
procedures for 5G 
System 

33.501 The standard presents: 
“- network access security: enable a UE to authenticate and access services 
via the network securely, including the 3GPP access and  on-3GPP access, 
and in particularly, to protect against attacks on the (radio) interfaces 
-network domain security secure exchange of signaling and user plane data 
between networks. 
- User domain security: user access to mobile equipment. 
- Application domain security:  enable applications in the user domain and in 
the provider domain to exchange messages securely” [29] 
As it is presented to the current standard part of network life-cycle includes: 
“the PLMN network is being adjusted to meet the long-term requirements of 
the network operator and the customer, e.g. with regard to performance, 
capacity and customer satisfaction through the enhancement of the network 
or equipment up-grade” [29] 

Found across multiple 3GPP documents 
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Error Handiling Some error causes indicate failures that can be handled in order to avoid 
dropping the service. Sometimes these handlings may be found across 3GPP 
documents or there may be implementation specific approaches that each 
organization implements during development of the device. To the example 
above "Mandatory IE incorrect" if we assume that the mandatory IE that is 
not correct is bearer ID. And the message causing this error is an answer to a 
previous message, then we may conclude which is the correct bearer id and 
ignore the error instead of dropping the service. The same may happen with 
network errors if we use relocation through selection functions to relocate the 
service that may be dropped in case it is critical (voice bearer for example)  

Collision Handling Collision is the case where two messages requesting a service arrive at a 
network and at the same time or one request arrives before the whole process 
of messages of the previous one has been completed. Then a handing of these 
requests should take place. This handling may be for example to serve both 
requests by a priority sequence, or to drop one of the two. For example, in 
case a request arrives for a UE that is already in process of a handover there is 
no meaning in processing it since the UE will leave from current Tracking 
area. Though there are cases that the service should continue to the Tracking 
area the UE will move to.  

Our conrtibution 
"Fault Prediction Model for 
Node Selection Function of 
Mobile Networks" [22] 

Our proposal regarding service resistance to failure is the fault prediction 
model proposed. This model takes into consideration DPMO (Defects per 
million opportunities) value which is a value that may be used to evaluate the 
operational performance of a node against 6sigma value. Then this value is 
used as a parameter in selection algorithm of mobile systems. This function is 
used to select a node which will be used to successfully complete a service 
flow.  

Error Handiling Apart from error causes defined by 3GPP documents and robust 
measurements that should be developed in order such cases to be handled, 
here we introduce some other error handline requirements: 
1. The system should be able to resist to failures related to loss of messages. 
The failure should be ignored if this is possible. For example, if an 
acknowledgement message has not arrived, the service could be considered as 
established to avoid dropping it. If it could not be ignored, then the system 
should consider if there is a failure of neighboring node. In this case, the node 
should inform network management system and release any connection 
associated with this node. 
2. The system should be able to react to messages arriving later or earlier than 
expected. This should not have any impact to the service or to any other 
following services. 
3. The system should be able to resist to failures related with duplicate 
messages sent to the nodes.  
4. Any new functionality should be considered as a threat to the critical 
services already developed and any possible failure should be handled. 

Hanging Processes As "hanging processes" we mean a service that fails, and leaves resources 
reserved causing failure to future services. For example, if a PDN Connection 
fails to be released and it is found as "already established" when a new PDN 
Connection is requested. This PDN Connection may be a critical service like 
voice bearer. 

3GPP Title 3GPP 
Doc 
Num 

3GPP Service Survivability Requirements related to service Recovery 
from failure and adaptation. 

Restoration 
procedures 

23 007 “The data stored in location registers are automatically updated in normal 
operation; the main information stored in a location register defines the 
location of each mobile station and the subscriber data required to handle 
traffic for each mobile subscriber. The loss or corruption of these data will 
seriously degrade the service offered to mobile subscribers; it is therefore 
necessary to define procedures to limit the effects of failure of a location 
register, and to restore the location register data automatically” [30] 
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Services and Systems 
Aspects; 

22 101 “The voice call continuity user's experience shall be such that, to the greatest 
degree possible, a consistency of service is provided regardless of the 
underlying communication infrastructure and technology” [25] 

UMTS 2101-
301 

“Flexibility: Negotiation of bearer service attributes (bearer type, bit rate, 
delay, BER, up/down link symmetry, protection including none or unequal 
protection), parallel bearer services (service mix), real-time / non-real-time 
communication modes, adaptation of bearer service bit rate” [23] 
“UTRA should adapt flexibly into changes and should have the capability to 
serve a variety of traffic densities (up to very high densities) and a variety of 
traffic mixes in an economical way.” [23] 
“Flexibility and dynamic reconfiguration: minimum set of bearer 
capabilities, operating modes and features to ensure that inter-operability is 
always possible; continuity of operation during dynamic updating of terminal 
capabilities.” [23] 

Self-Organizing 
Networks (SON); 
Self-healing concepts 
and requirements  

32541 “In the case of software faults, the recovery actions may be： 
a) system initializations (at different levels), 
b) reload of a backup of software, 
c) activation of a fallback software load, 
d) download of a software unit, 
e) reconfiguration, etc. 
In the case of hardware faults, the recovery actions depend on the existence 
and type of redundant (i.e. back-up) 
resources.” [31] 
‘[If the faulty resource has no redundancy, the recovery actions may be: 
a) Isolate and remove the faulty resource from service so that it does not 
disturb other working resources; 
b) Remove the physical and functional resources (if any) from the service, 
which are dependent on the faulty 
one. This prevents the propagation of the fault effects to other fault-free 
resources; 
c) State management related activities for the faulty resource and other 
affected/dependent resources; 
d) Reset the faulty resource;” [31] 
e) Other reconfiguration actions, etc. 
“If the faulty resource has redundancy, the recovery action shall be 
changeover, which includes the action a), c) and d) 
above and a specific recovery sequence. The detail of the specific recovery 
sequence is out of the scope of the present 
document” [31] 

 
Table 2: Network Level Requirements 

3GPP Title 3GPP 
Doc Num 

3GPP Network Survivability Requirements related to failure 
Recognition   
Node Level System Level Intersyst

em Level 
Telecommunication 
management; 
Principles and high-
level requirements 

32.101 “Telecommunication management system consists of an architectural 
framework or management reference model, that is used to collect 
measurements for management functions. Some of which are related to 
survivability like performance management, fraud management, fault 
management, security management, etc. With the use of performance 
measurements, configuration of system due to load needs may be executed. 
Additionally, for fault management, alarms or events may also imply a 
needed re-configuration for avoiding failures. Failure may be detected; 
isolated and root cause may be depicted.” [32] 
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Performance 
Management (PM) 

32401 “Data sent at node level are 
gathered through 
telecommunication 
management system to 
support performance 
evaluation on: 
- traffic levels within the 
network, including the level 
of both the user traffic and 
the signaling traffic 
- verification of the network 
configuration: evaluation of 
effectiveness of changes of 
network plan related to 
traffic levels. 
- resource access 
measurements 
- resource availability (e.g. 
the recording of begin and 
end times of service 
unavailability)” [24] 

“Network Operators are informed of PM - 
related events through alarms and may act 
accordingly.” [24] 

Fault Management; 32.111-1 “If the faulty resource has no 
redundancy, the recovery 
actions shall be: 
- Generate and forward 
appropriate notifications to 
inform the OS about all the 
changes performed.” [33] 

  

3GPP Title 3GPP 
Doc 
Num 

3GPP Network Survivability Requirements related to system Recovery 
from failure and adaptation 

  Node Level System Level Intersyst
em Level 

Restoration 
procedures 

23 007 “The data stored in location registers are automatically updated in normal 
operation; the main information stored in a location register defines the 
location of each mobile station and the subscriber data required to handle 
traffic for each mobile subscriber. The loss or corruption of these data will 
seriously degrade the service offered to mobile subscribers; it is therefore 
necessary to define procedures to limit the effects of failure of a location 
register, and to restore the location register data automatically. The 
document describes data restoration procedures for VLR, HLR, HSS, 
GGSN, SGSN, MME. Triggering point is receiving a request for unknown 
IMSI in cases when the failing node has not detected the failure or receiving 
a message with restoration indicator set to not confirmed. These indicators 
show data corruption and procedure for restoring of these data through 
message exchange follows.” [30]   
“Node restart. If a node 
restarts it sends a reset 
indicator to the neighboring 
nodes. Upon receiving such 
an indicator, the neighboring 
node shall inform its 
neighbors about the failure 
and release and re-initiate 
any PDN connection 
associated with failing 
node.” [30] 
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Fault Management 32.111-1 “After a fault has been 
detected and the replaceable 
faulty units have been 
identified, some management 
functions are necessary in 
order to perform system 
recovery and/or restoration, 
either automatically by the 
NE and/or the EM, or 
manually by the operator. If 
the faulty resource has no 
redundancy, the recovery 
actions shall be: 
a) Isolate and remove from 
service the faulty resource so 
that it cannot disturb other 
working resources; 
b) Remove from service the 
physical and functional 
resources (if any) which are 
dependent on the faulty one. 
This 
prevents the propagation of 
the fault effects to other 
fault-free resources; 
c) State management related 
activities for the faulty 
resource and other 
affected/dependent 
resources.” [33] 

  

Self-Organizing 
Networks (SON); 
Self-healing concepts 
and requirements 

32541 “In the case of software 
faults, the recovery actions 
may be： 
a) system initializations (at 
different levels), 
b) reload of a backup of 
software, 
c) activation of a fallback 
software load, 
d) download of a software 
unit, 
e) reconfiguration, etc. 
In the case of hardware 
faults, the same as line of 
fault management above plus 
this: 
a) Reset the faulty resource; 
b) Other reconfiguration 
actions**, etc. 
If the faulty resource has 
redundancy, the recovery 
action shall be changeover. 
 
**Here we see that 
reconfiguration is something 
proposed by 3GPP but not a 
"must have" attribute.” [31] 
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3GPP Title 3GPP 
Doc 
Num 

3GPP Network Survivability Requirements related to failure Resistance 

  Node Level System Level Intersyst
em Level 

(UMTS); 
protocol description 
and error handling 

25.921 “The error handling shall be 
specified in the protocol for 
the cases when the 
requirement for presence or 
absence of an IE indicated 
by the condition is not 
followed.” [34] 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Technical 
Specification Group 
Services and System 
Aspects; 

23401 “SGW-MME / SGW-PGW 
GTP-C Load Control feature 
is an optional feature which 
allows a GTP control plane 
node to send its Load 
Control Information to a 
peer GTP control plane node 
which the receiving GTP 
control plane peer node uses 
to augment existing GW 
selection procedure” [21] 

“APN level load control may 
be supported and activated in 
the network. If this feature is 
activated, the PDN GW may 
convey the Load Control 
Information at APN level 
(reflecting the operating status 
of the resources at the APN 
level), besides at node level.” 
[21] 

 

“SGW-MME / SGW-PGW 
GTP-C Overload Control 
feature is an optional 
feature. Nodes using GTP 
control plane signaling may 
support communication of 
Overload Control 
Information in order to 
mitigate overload situation 
for the overloaded node 
through actions taken by the 
peer node(s)” [21] 

“NAS Level Congestion 
control: The MME may detect 
the NAS signaling congestion 
associated with the APN and 
start and stop performing the 
APN based congestion control 
based on criteria: (max number 
of EPS bearers and EPS bearer 
activation per APN, one or 
multiple PDN GWs of an APN 
are not reachable or indicated 
congestion to the MME, 
Maximum rate of MM 
signaling requests associated 
with the devices with a 
particular subscribed APN, 
Setting in network 
management)” [21] 

 

“MME-Enb 
The MME Load Balancing 
functionality permits UEs 
that are entering into an 
MME Pool Area to be 
directed to an appropriate 
MME in a manner that 
achieves load balancing 
between MMEs”. [21] 

“PDN GW control of overload 
by rejection of PDN connection 
requests from UE.” [21] 

 

“MME-Enb  
The MME Load Re-
balancing functionality 
permits UEs that are 
registered on an MME 
(within an MME Pool Area) 
to be moved to another 
MME” [21] 
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“MME 
The MME shall contain 
mechanisms for avoiding and 
handling overload 
situations” [21] 

  

“SGW-MME  
Throttling of Downlink 
Data Notification Requests.  
MME may restrict the 
signaling load that its SGWs 
are generating on it, if 
configured to do so.” [21] 

  

“MME-UE 
UE Level NAS congestion: 
The MME may detect the 
NAS signaling congestion 
associated with the UEs 
belonging to a particular 
group. The MME may start 
and stop performing the 
group specific NAS level 
congestion control based on 
criteria (maximum rate of 
MM and SM signaling 
requests associated with the 
devices of a particular 
group, Setting in network 
management)” [21] 

  

Configuration 
Management (CM); 

32.600 “Configuration Management (CM), in general, provides the operator with 
the ability to assure correct and effective operation of the PLMN network as 
it evolves. CM actions have the objective to control and monitor the actual 
configuration on the Network Elements (NEs) and network resources, and 
they may be initiated by the operator or by functions in the Operations 
Systems (OSs) or NEs. CM actions may be requested as part of an 
implementation program (e.g. additions and deletions), as part of an 
optimization program (e.g. modifications), and to maintain the overall 
Quality of Service (QoS). The CM actions are initiated either as single 
actions on single NEs of the PLMN network, or as part of a complex 
procedure involving actions on many resources/objects in one or several 
NEs.” [35] 

 

 Design and Implementation 

After requirements specification, design and implementation 
phases follow which are not worth analysing further since they are 
organization specific. Robust and secure code design techniques 
should be part of this phase. Additionally, risks related to 
survivability should be part of risk assessment which is usually 
conducted through the design phase. 

 Testing or Evaluation of System’s Survivability 

To continue, the testing phase of the proposed SDLC is 
presented. Testing is the way to evaluate a system’s survivability. 
Testing phase should also follow the same model and test cases 
should be designed for node, system and intersystem level. In this 
way the whole system will be tested each time. Additionally, test 
cases should include tests against services’ correct functionality, 
and they should be extended to also test any resistance, recognition 

or recovery survivability requirement to all testing levels (node, 
system, intersystem). For this to be achieved test-driven 
development is the most appropriate approach. Modern SDLC 
approaches are test-driven which is what is also proposed for the 
current SDLC.  

Test-driven means that the tests are designed according to the 
requirements and are constructed even before the development of 
new features or maintenance tasks like bug fixing. Additionally, 
through this work we propose another approach that is related to 
test-driven development and has to do with failure impact 
evaluation. In other words, testing may be also used to evaluate the 
impact of any failure to critical services, and having this 
information available, new tasks may be extracted for the next 
iteration cycle regarding failure recognition, resistance or 
recovery. So, in this case tests are indeed driving the development 
and are a tool to discover many issues that may occur from any 
combination of services. So, any time a new service is to be 
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developed or updated, testing any possible combination of it with 
critical services will reveal any threats to critical services from the 
newly inserted code.   

Impact analysis could be applied in any iteration of SDLC 
providing new requirements related to survivability requirements. 
Tests related to impact analysis may be: 

1.  Executing critical services before and after newly developed or 
modified service.  

2.  Executing critical services after failure of newly developed or 
modified service. 

3. Executing critical services in collision with newly developed or 
modified service. 

Additionally, another proposal is to test all survivability 
requirements for each new or modified functionality. So apart from 
just testing failure scenarios, recognition of failure and recovery 
from failure or resistance to failure should be also tested in order 
testing procedure to be considered complete.  

All tests related to survivability evaluation and corresponding 
test approaches that could be used, are depicted in the following 
table (4) below. Test scenarios are also related to corresponding 
threat to survivability and impact of realization of this theat. 
Finally, any test case should be added to regression testing in order 
to ensure that future changes will not affect the existing 
functionality.  

Table 3: Evaluation of Survivability Requirements through testing. 

Survivability Threats Root Cause of 
Failure 

Failure 
Impact in 
Node Level 

Test 
Scenarios 

Testing 
Methods 

Examples 
from 4G 
network 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3GPP Fault 
Management; 
32.111-1 
 
Categories of 
faults for 
which an NE 
(network 
element) may 

 
 
 
 
 
 
 
 
 
 
 
 
 
Hardware 
failures, i.e. the 
malfunction of 
some physical 
resource within a 
NE. 
  

 
 
 
 
 
 
 
 
Device damage 

 
 
 
 
 
 
 
Messages sent 
from one 
node to 
neighboring 
node may not 
be answered. 

Testing of 
scenario 
where device 
is forced out - 
no information 
of the event to 
management 
system. The 
NE should be 
able to track 
the issue and 
report to 
management 
system. The 
impact from 
this failure to 
service under 
development 
and the 
restoration 
time should be 
defined. 

 
 
 
 
Functional 
testing 

 
 
 
 
Unplug of 
the device. 

Testing of 
scenario 
where device 
fails and sends 
alarm to 
management 
system. 
Service under 
development 
should be 
released or 
served by 
alternative 
resources after 
system re-
configuration.  

 
 
Functional 
testing 

 
Enforcement 
of the NE to 
send a failure 
alarm to the 
management 
system  

CPU / Memory 
Overload 

 Testing of 
scenarios that 
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raise alarms 
are: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3GPP Fault 
Management; 
32.111-1 

 
 
 
 
System 
missconfiguration 

Messages sent 
from one 
node to 
neighboring 
node may not 
be answered 
or answered 
with delay. 

the message is 
not answered 
from 
neighboring 
NE in all 
phases of 
service 
establishment 
and test 
requirements 
related to 
handing of 
this situation.  

Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

Test 
scenarios 
where 
message is 
not 
answered. 

 
 
Faulty 
messages may 
arrive to NEs. 

 
Testing of 
scenarios that 
the message 
arrives with 
wrong 
configuration 
information. 

Functional 
testing 
Unit or 
Module 
testing  
Static 
Analysis 
Fuzzy-
testing 
Fault-
injection 
testing 

 
Test message 
with wrong 
information 
about MMEs 
capability of 
supporting 
IOT devices. 

 
 
 
 
 
 
 
 
 
 
 
 
Software 
problems, e.g. 
software bugs, 
database 
inconsistencies 

Any S/W bug 
that results in 
wrong 
functionality of 
service or non-
compliance with 
standards 

 
Service 
rejection or 
faulty service 
establishment. 

 
Test-driven 
development 
with tests that 
are designed 
due to 3GPP 
standards 
requirements. 

 
Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis 
Fault-
injection 
testing 

 
Test all 
scenarios that 
reflect 3GPP 
requirements.   

 
S/W Bug lead to 
hanging 
processes 

 
Future service 
requests may 
be rejected. 

Enforce 
processes to 
be hanged and 
see if system 
reacts 
according to 
requirements. 
Test critical 
services 
impact if 
attempted. 

 
Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

 
Test if after 
deletion of a 
voice bearer 
it can re-
established. 

Missing of 
robustness 
measurements 
like handling 
collision 
scenarios or 
handling of 
wrong 
Information 
Elements in 
messages 

 
 
Service 
rejection or 
faulty service 
establishment. 

Testing of all 
possible 
collision 
combination, 
especially 
with critical 
services, and 
test scenarios 
during which 
messages have 
wrong IEs that 
could be 

 
Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

PDN 
connection 
consists of a 
series of 
messages. A 
test case 
could include 
the 
modification 
of bearer id 
to a wrong 
one and see 
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handled by 
robustness 
measurements. 

if system is 
robust 
enough to 
handle this 
error. 

 
S/W bug that 
may lead to 
unanswered 
messages 

 
Service 
rejection. 

Testing of 
scenarios 
where 
messages of 
process under 
development 
are not 
answered. 

Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

A test case 
could be the 
PDN 
establishment 
and testing if 
service is 
properly 
rejected. 

Test the 
impact to 
critical 
services. Test 
cases with 
critical 
services 
already 
established 
and the above 
scenario 
following 
should be 
tested. The 
opposite is 
also valid 
scenario and 
should be 
tested. In this 
case failures 
from hanging 
processes will 
also be tested. 

Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

Testing of 
the above 
scenario after 
and before 
voice bearer 
handover. 

S/W bug that 
may lead to 
message sent 
twice 

Service may 
be re-
established if 
there is no 
mechanism 
for ignoring 
repeated 
messages 

 
Testing of 
scenarios 
where 
messages of 
service under 
development 
are sent twice. 

Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

A test case 
could be 
sending PDN 
request twice 
for the same 
bearer. 

Functional 
faults, i.e. a 
failure of some 
functional 
resource in a NE 
and no hardware 
component can 
be found 
responsible for 
the problem. 

 
 
 
Any other failure 
that may lead to 
service 
unavailability 

 
 
 
 
Service 
Failure 

 
 
 
 
Any related 
test 

 
 
Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

 
 
 
 
Any related 
test 
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Loss of some or 
all of the NE's 
specified 
capability due to 
overload 
situations. 

 
 
System  Overload 
of requests 

 
 
Messages sent 
from one 
node to 
neighboring 
node may not 
be answered 
or answered 
with delay. 

 
 
Testing of 
service impact 
after 
increasing 
system load. 
Testing 
service impact 
after 
increasing 
load of 
service. 

 
 
Stress 
testing  
Load 
testing 
Stability 
testing  

Try to 
establish a 
voice bearer 
in a loaded 
system and 
an 
overloaded 
system. And 
try to see the 
impact to the 
system and 
voice bearer 
when system 
is loaded by 
voice bearer 
requests. 

 
Communication 
failures between 
two NEs, or 
between NE and 
OS, or between 
two OSs.  

 
S/W failures, 
H/W failure, 
Overload 
situations, Path / 
Link failures, 
Network timing 
issues. 

 
Messages sent 
from one 
node to 
neighboring 
node may not 
be answered 
or answered 
with delay. 

Testing of 
scenarios of 
scenarios that 
the message is 
not answered 
from 
neighboring 
NE in all 
phases of 
service 
establishment 
and test 
requirements 
related to 
handing of 
this situation. 

 
Functional 
testing 
Unit or 
Module 
Testing  
Static 
Analysis, 

 
Testing of 
scenarios of 
scenarios that 
the message 
is not 
answered 
from 
neighboring 
NE. 

Security 
Testing 

Any security threat should be considered and tested. Details on security testing will not be provided to 
current document. 

Failure 
Recognition 

In all possible errors, network management system should be tested. Network management system 
should be informed about any kind failure and should be able to trigger system resistance or recovery 
mechanisms. So, any NE that is under development should be tested against this functionality also. 

System 
Recovery  

In all possible failure scenarios, recovery mechanisms following should also be tested.  

4. Conclusions and Future Work 

To sum up, during the current paper, a development framework 
of a survivable mobile telecommunication system, based on 
system's mission and critical services, has been presented and 
proposed. This framework was based on the available survivability 
approaches through literature review with its main contribution to 
be that it provides a solution that is more focussed on 
interconnection and interoperation of systems forming larger 
intersystem. By this any survivability requirement from any level 
of service is considered through everyday development work and 
the focus is not only based on correct system functionality. 
Additionally, by this any interoperability and interconnection 
requirements and threats related to survivability may be examined 
through development life cycle. 

Contrary to other approaches for evaluation of survivability, 
the one proposed is a more practical guide for testing the critical 
services of systems and evaluating measurements correlated to 
survivability of (inter)system, end to end from the requirements 

specification phase of the system and it does not only focus on 
node or link failure as most of proposals of literature review. This 
approach has been adopted because survivability is a built-on and 
not an add-on characteristic. 

To sum up, the major outcomes of the current research are: 

• The current research improves the traditional SDLC 
process, by enriching requirements analysis and testing 
phases with approaches related to survivability. The 
resulting proposed methodology is the Survivability 
Software Development Lifecycle presented in Chapter 3 
that may be applied to telecommunication systems. 

• The current research provides a systematic approach for 
handling the complexity arising from the interconnection 
of different network nodes of a telecommunication 
system. 
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Finally, as future work, we are planning to apply the proposed 
methodology in order gather and analyse metrics related to overall 
system survivability.  
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 An automatic speech recognition (ASR) is a key technology for preventing an ongoing 
global coronavirus epidemic. Due to the limited corpus database and the morphological 
diversity of the Thai language, Thai speech recognition is still difficult. In this research, the 
automatic speech recognition model was built differently from the traditional Thai NLP 
systems by using an alternative approach based on the keyword spotting (KWS) method 
using the Mel-frequency cepstral coefficient (MFCC) and convolutional neural network 
(CNN). MFCC was used in the speech feature extraction process which could convert the 
voice input signals into the voice feature images. Keywords on these images could then be 
treated as ordinary objects in the object detection domain. The YOLOv3, which is the 
popular CNN object detector, was proposed to localize and classify Thai keywords. The 
keyword spotting method was applied to categorize the Thai spontaneous spoken sentence 
based on the detected keywords. In order to find out the proposed technique’s performance, 
real-world tests were carried out with three connected airport tasks. The Tiny-YOLOv3 
showed the comparative results with the standard YOLOv3, thus our method could be 
implemented on the low-resource platform with low latency and a small memory footprint.     
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MFCC 
KWS 
CNNs 

 

 

1. Introduction 

Automatic speech recognition (ASR) is still an intriguing and 
demanding subject among researchers around the world. It is the 
mechanism that enables human-machine interaction through 
speech orders.  In the present of the Coronavirus outbreak, this 
technology could decrease the propagation of the infection 
because no physical interaction such as touchscreen is required. 
Moreover, the automatic speech recognition system could also 
provide the hand-free experience that produces the huge 
advantage among the handicapped and visually impaired people.  
This manuscript is an extension of work that was initially 
presented in the 2021 Second International Symposium on 
Instrumentation, Control, Artificial Intelligence, and Robotics 
(ICA-SYMP) [1]. In Thailand, according to the computers and the 
Thai language research [2], the first development of Thai ASR 
system concerned about isolated word recognition, which could 
be used for short commands [3]. The other improved method, 
which might be employed for continuous voice in little jobs, such 
as e-mail access or telephone banking, was also offered. More 

researches were publishing on huge vocabulary continuous 
speech recognition, or LVCSR [4], [5]. Inadequate speech 
databases and Thai-language complexity such as letter-to-sound 
mapping, phoneme set selection, segmentation, and tonality, were 
the key problems when developed a Thai automatic speech 
recognition system as mentioned in [6]. Nevertheless, many Thai 
organizations put effort in developing Thai speech corpus such as 
the LOTUS corpus by NECTEC [7].  For the standard automatic 
speech recognition system in natural language processing (NLP), 
it consisted of three basic models: Acoustic model, Lexicon, and 
Language model. For Thai language, the limitation of available 
large speech database and the complexity of Thai language could 
contribute to delayed speech recognition improvement [2]. 

 In an effort to solve the problem, the automatic speech 
recognition was constructed using the different approach. The 
proposed method used the keyword spotting methodology to 
recognize the Thai sentence linked to the categorized keywords 
instead of using the traditional ASR system. This approach could 
ignore the presence of unpredictable words in the utterances such 
as unprecedented words and non-speech sounds. In such a case, 
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the typical method must include the large vocabularies, as well as 
grammars. 

More details about the keyword spotting were clearly 
mentioned in the following section. For investigating more 
corresponding Thai research, the use of acoustic modeling based 
on Hidden Markov Models (HMMs) method [8], [9]. The models 
consisted of filler models, syllable models, and keyword models, 
which used for handling out-of-vocabulary sound elements in the 
speech recognition using the keyword spotting algorithm. 
Another paper proposed the nondestructive determination of 
maturity of the Monthong Durian based on Mel-Frequency 
Ceptral Coefficients (MFCCs) and Neural Network. Then we 
have further investigated more excellent works that related to ours 
like SpeechYOLO paper [10], this paper used first version of 
YOLO with keyword spotting algorithm for localizing boundaries 
of utterances within input signal by considering audio as objects 
and use Short-Time Fourier Transform (STFT) technique to 
extract the audio feature. In our research we have identified a 
similar approach in order to solve the limitations in Thai speech 
recognition field, but we use the improved version of YOLO 
which was YOLOv3 and we also use Mel-Frequency Cepstral 
Coefficients (MFCC) technique which could artificially 
implement the behavior of the human auditory perception due to 
the fact that it is capable of using the non-linear Mel scale which 
relies on the non-linear frequency scale of the real human.   

 
Figure 1: Top: the core methodology pipeline composed of the Mel-Frequency 
Cepstral Coefficient (MFCC) as the feature extraction method and the YOLOv3 as 
the popular convolutional neural network (CNN) based object detector which was 
then applied to localize and classify keywords. Bottom: our proposed method for 
the real-world application, which consisted of three separated YOLO networks 
including airline names, numbers (0-9), and frequently asked questions (FAQs). 
Both full and tiny version of YOLOv3 were proposed. 

 This manuscript started with explaining how Keyword 
Spotting (KWS) to clarify the speaker propose and also 
investigated the KWS prior works. Then, the system pipeline will 
be explained which started from the speech feature analysis 
extraction method. This process was crucial since it could 
represent the voice signal information in the form of a feature 
image. Consequently, in the next section, the convolutional neural 
network was explained including the history of object detection 

techniques, the novel CNN-based object detectors, and the major 
improvement in YOLO family. After that, the voice dataset 
collection is described. Then, the highlights of our core 
methodology are explained. This manuscript also explained about 
the YOLO annotation and network training. Finally, the proposed 
method consisted of three networks was experimented. These three 
networks were responsible for three real-world tasks that would 
then introduce in the following section. In the last section of this 
manuscript, the comparison between the regular and the light-
weight version of YOLOv3 performances was discussed for the 
additional usage in the low-resource platform.    The overall design 
of our work was displayed in Figure 1. 

2. Keyword Spotting for the Spoken Sentence  

In general, most people tend to struggle to understand the 
spoken sentences especially with the native speakers. Unlike a 
written sentence, the spoken sentence is more difficult and variety 
in terms of speed, accent, style, or tone depending on the 
morphological richness of each language such as Thai language 
as previously mentioned. The most reasonable answer why the 
spoken sentence is difficult is that we don’t experience enough 
vocabularies. Many scientists also say that listening requires more 
vocabulary knowledge than reading. In addition, it is difficult to 
tell whether the sentence contains unknown terms or is quickly 
spoken. Eventually, the spoken words are not always finished or 
carefully delivered with the native speakers like syllable stressing 
or skipping some words. Just like the human, the machine must 
transcribe the entire sentence with a huge model of vocabulary. 
To address this issue, the keywords are employed to involve the 
main idea rather than to use every single word in the sentence. 
This idea was motivated by the scanning strategies used in the 
reading comprehension test. Many skillful readers used this 
technique to reduce time to search for some specific information 
by just looking for the related words instead of reading the whole 
paragraph line by line. This scanning technique also seemed to 
help the system to come across the complexity and the variety of 
the sentence structures. 

  For the ASR system, there were certain technologies known 
as wake word, the particular word or phrase which would enable 
some additional functions. These voice-related systems, such as 
“Hey Siri” by Apple’s Siri or “OK Google” by Google Now, 
exploited the keyword spotting (KWS) method which would 
listen until the specific keywords could be recognized [11]. The 
prior work for KWS introduced the Keyword/Filler Hidden 
Markov Model (HMM) [12]. Each keyword was trained with the 
HMM model, then the non-keyword segments, so-called fillers, 
was trained separately with a filler model HMM. Due to the 
decoding need of Viterbi, this strategy ended with considerable 
computational complexity. Then, the following enhanced 
approaches concerned the use of the discriminative model on the 
keyword spotting task, namely, large-margin formulation [13] and 
recurrent neural networks [14]. Although it could produce many 
significant improvements over the traditional HMM method, the 
high computational time was still occurred due to the entire 
utterance processing in order to locate an optimal area of 
keywords. These limitations were still challenging until Google 
proposed the novel deep learning keyword spotting approach base 
on the deep neural network, also called DeepKWS. Since this 
method could provide high detection performance with smaller 
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memory consumption and shorter runtime computation, then it 
was appropriate for the mobile device usage. Unlike the HMM 
approach, this process did not require the excessive sequence 
search algorithm. After that, Google explored a small-footprint 
keyword spotting (KWS) system using the Convolutional Neural 
Networks (CNNs) [15]. The CNN approach could outperform the 
DeepKWS in many ways. For instance, it provided more 
robustness over different speaking styles, reduced model size and 
more practical for spectral representation input. Thus, in this 
research, we chose the CNN-based object detection for localizing 
and classify Thai keywords from the spoken sentence.    

3. Speech Feature Analysis and Extraction 

Automatic Speech Recognition (ASR) system is influenced by 
feature analysis and extraction, since the high-quality features 
provide an acceptable and dependable results in the localization 
and classification process. The main purpose of feature extraction 
is to reveal acoustic information in terms of a sequence of feature 
vectors, which can successfully characterize a given speech data. 
Several feature extraction techniques are available to extract the 
parametric representation of the audio signal, such as perceptual 
linear prediction (PLP), linear prediction coding (LPC) and Mel-
frequency Cepstral Coefficients (MFCC). MFCC has been proven 
to be the most prevalent and powerful technique [16], [17].  

 Mel-Frequency Cepstral Coefficients (MFCC) is the 
transformation from the speech waveform to frequency domain 
mathematical features, which are considered to be much more 
accurate than time domain features. This technique artificially 
implements the behavior of the human auditory perception due to 
the fact that it uses the non-linear Mel scale which relies on the 
non-linear frequency scale of the real human, so it results in the 
parametrically resemblances between the extracted vectors and 
human sense of hearing. The output of the MFCC is a short-term 
power spectrum coefficient of a windowed signal produced from 
the original signal Fast Fourier Transform (FFT). This 
transformation is done using the logarithmic power spectrum 
through a linear transformation, Discrete Cosine Transform 
(DCT). MFCC for speech can reveal more compact spectrum 
since Mel-scale coefficients are countable. 

 
Figure 2: The overall MFCC derivation 

 In detail, the overall MFCC feature extraction technique is 
shown in Figure 2. It consists of windowing the speech signal, 

applying the Fast Fourier Transform (FFT), taking the log of the 
magnitude, warping the frequencies on a Mel scale, applying the 
Discrete Cosine Transform (DCT). In order to remove the MFCC 
from the speech signal, pre-emphasis begins. Compensate 
filtering for the high frequency area disappearing during the 
mechanism of voice creation are considered in the pre-emphasis. 
In addition, the significant of the high-frequency component is 
also strengthened. This step is therefore followed by the high-pass 
filter as explained in (1). 

                         ( ) ( ) ( 1)yS n S n S nα= − −                      (1) 

where, 

 ( )S n  is the input signal. 

 ( )yS n  is the output signal. 

      α  is a control slope of the filter ranged from 0.9 to 1.0 

The z-transform of the filter is defined as (2). 

                             1( ) 1H z zα −= −                                (2) 

After the pre-emphasis process, the spectrum of the signal is 
balanced and some glottal effects from the vocal tract parameters 
are removed. Then the speech signal needs to be analyzed over a 
short period of time by capturing into a discrete frame, with some 
overlapping between frames. The purpose of the overlapping 
analysis is to approximately center each speech signal at some 
frame and avoid significant information loss. On each frame, the 
Hamming window is multiplied individually to maintain the 
continuity of the first and the last points in a frame. If the signal 
in a frame is denoted by ( )S n  then the signal after windowing is 
applied will be ( )* ( , )S n w n α where ( , )w n α represented the 
Hamming windowing defined as (3) 

                 
2( , ) (1 ) cos

1
nw n

N
πα α α  = − −  − 

                (3) 

where, 

 ( , )w n α  is the Hamming window. 

      N  is the total number of samples in a frame. 

      n  is a sample number. 

Each short-time frame was then transformed into the spectral 
features by applying the Fast Fourier Transform (FFT), which was 
the accelerated version of the Discrete Fourier Transform (DFT). 
This technique converted each frame of 𝑁𝑁 samples from the time 
domain into frequency domain and was shown in (4). 

(2 )1

0
( ) ( )

nk jN
N

n
X k x n e

π− −

=

= ∑                         (4) 

where, 

 N  is the total number of points in the FFT computation. 

Next, the Fourier transformed output was passed through a set 
of band-pass filters, so called Logarithmic Mel-filter bank, in 
order to cover from a real frequency, estimated in the Hertz unit,
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f m , by the equation (5). The Mel scale was 
about a linear frequency spacing of less than 1 kHz and a 
logarithmic spacing of more than 1 kHz, respectively.    

 102595log 1
700

fm  = + 
 

                    (5) 

The frequency of Mel-scale is proportional to the linear 
frequency logarithm. Due to the fact that the behavior of human’s 
aural perception is non-linear, this concept can be implemented 
using Mel-scale filter bank, which is commonly the combination 
of the K triangular filters. The example of a filter bank with K=20 
is illustrated in Figure 3.  The higher frequency filters contain 
more bandwidth than the lower frequency filters, but they share 
similar temporal constraints. Each triangular filter is centered with 
a maximum amplitude of 1 and is reduced linearly to zero until it 
approaches the central frequency of the two neighboring filters, 
where zero response is present and can be derived as (6). 

( 1) , ( 1) ( )
( ) ( 1)

( 1)( ) , ( ) ( 1)
( 1) ( )

0 , Otherwise

m

k f m f m k f m
f m f m

f m kF k f m k f m
f m f m

 − −
− < < − −

 + −= < < +
+ −





         (6) 

 
Figure 3: Mel filters bank when K=20 

where, 

      ( )mF k  is the filter number m  at k  frequency. 

      m  is the filter number in Mel filters bank. 

Therefore, the Mel spectrum of the frequency spectrum ( )X k  
was calculated by multiplying the spectrum by each of the 
triangular Mel weighting filters as shown in (7). 

 ( )
1

2

0
( ) ( ) ( )

N

m
k

S m X k F k
−

=

= ∑                        (7) 

where, 
       M   is the total number of triangular Mel weighting filters. 
 
      The Discrete Cosine Transformation (DCT) was then applied 
on the transformed Mel frequency coefficients in order to produce 
a set of twelve cepstral coefficients. Since this algorithm, which 
was described in (8), resulted in a signal with a quefrency peak in 

the time-like domain, so called cepstral domain. Thus, Mel-
Frequency Cepstral Coefficients, or MFCC, was nominated from 
the final features which were similar to cepstrum. The zeroth 
coefficient was excluded because it contained the unreliable 
information. 

( )
1

10
0

( 0.5)( ) log ( ) cos
M

m

n mC n S m
M

π−

=

− =  
 

∑             (8) 

where, 
       ( )S m  is the frequency coefficient. 

       ( )C n  is the cepstral coefficient. 

       L   is the number of MFCCs. 
       M  is the number of triangular bandpass filters. 
        0,1, ,n L= …   

      Following this phase, a speech signal in the form of an MFCC 
might be employed to perform machine learning technology or 
treated as an ordinary image. The MFCC for each speech frame 
was stacked and converted into an RGB image with Plasma color 
map. Figure 4 shows examples of MFCC’s Thai keyword images 
which include check-in, price and what time is it respectively.   
  

 
Figure 4: The examples of Thai keyword MFCCs 

4. Convolutional Neural Networks for Voice Image 

The sequence of the cepstral vectors or MFCC characteristics 
was received from the recorded voice as an input as previously 
discussed in the last section. The next step is to derive the 
corresponding keywords. In this section, computer vision 
technique for the Natural Language Processing (NLP) task is 
detailed. In order to resolve this challenge, we opted to employ a 
state-of-the-art object detection algorithm because it can be used 
to estimate the location (object localization) and category (object 
classification) of each object in a given image. Therefore, this 
technique should be able to extract the important sort of 
information for better semantic understanding of images [18]. 
From the preceding progress, as a result of considering MFCC 
features as the normal image, then keywords can be comparative 
to objects. Thus, the object detection is well-suited and also 
helpful for solving this situation as shown in Figure 5. The object 
detection technique that we chose in our work is the novel deep 
learning approach based on Convolutional neural network (CNN) 
[18][19]. CNN is a specialized type of neural network model 
modified especially for dealing with two-dimensional input data. 

 

http://www.astesj.com/


S. Kanjanapan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 278-291 (2021) 

www.astesj.com     282 

Figure 5: Object detection on MFCCs. 

It is typically composed of three fundamental types of layer 
consisting of convolutional, pooling and fully connected layers. 
Convolutional and pooling layers contain filters, whose depth 
increases from left to right while width and height have the 
inverse proportion, have an interactive role in extracting features. 
The Convolutional layer is denominated from the important linear 
mathematical operation in the layer, so-called convolution, or 
filtering. The convolution function is described in (9).  

( , ) ( , ) ( , )
m n

S i j I m n F i m j n= − −∑∑               (9) 

where, 

      I  is the two-dimensional array such as Image. 

      F  is filter or kernel. 

     ( , )S i j  is the output or feature map. 

This operation involves the dot product between the input 
array and the filter or kernel, by convolving across its width and 
height, then extended throughout its depth. Next, the result from 
convolution is passed through an activation unit called Rectified 
Linear Unit (ReLU) calculated by (10). It is a piecewise function 
that will return the input directly if the input value is positive, 
otherwise, it will return zero. 

( ) max(0, )R z z=                            (10) 

 

Subsequently, it is down sampled or normalized by the pooling 
operation, e.g. max pooling, in the pooling layer. This operation 
summarizes the initial activation feature map to become more 
robust. After that, fully connected layers then map them into 
output via activation function, which normally uses the Softmax 
activation defined in (11). It provides the probability distribution 
for each neuron, in the same way as a traditional neural network.  

1

( )
i

j

y

i n
y

j

ey
e

σ

=

=

∑
                                (11) 

where, 

      iy  are the element of the input vector. 
      n  is the total number of classes. 
      y   is the input vector. 

The learning parameters can be optimized via the Stochastic 
gradient descent (SGD) method and the back propagation, called 
the training, in each layer across the models. The algorithms aim 
to minimize the difference between prediction and ground truth. 
Therefore, in the training process, the dataset images are fed 
forward with initial kernels and weights, so-called forward 
propagation. Then a model’s accuracy is calculated by a loss 
function. The error value is used for updating kernels and weights 
later in the back propagation using gradient descent optimization. 
The overview of convolutional neural network architecture and 
the parameter optimization process are illustrated in Figure 6. 

 The convolutional neural network has been shown to be 
outperformed to previous methodologies in many ways. Firstly, 
Spatial Hierarchical feature representation can be learned 
automatically and the multiple nonlinear mappings can reveal the 
hidden patterns. Then deeper architecture, which significantly 
increases the model competency, allows related task optimization. 
Finally, due to the uprising of CNN learning performance, some 
challenging computer vision problems might be solved from a 
new perspective. CNN method has also been popular among 
various research topics such as facial recognition [22] and 
pedestrian detection [23]. CNN-based object detection technique 
aims to identify the location and the class of every object existing 
in the input image. Nowadays, its frameworks can be divided into 
two main categories, which are two-stage and one-stage 
approaches. A two-stage model is a technique that is constructed 
based on the standard object detection pipeline. It proposes two 
separate consecutive methods which are region proposal and 
object classification. In detail, region proposals are generated 
first, then each proposal will be classified according to the object 
classes. The second methodology, which is a one-stage model, 
considers transforming the traditional object detection problem to 
the regression problem by merging all separated tasks, consisting 
of localization and classification, into a single unified model. 

 
Figure 6: CNN architecture and the training process. 

 For the two-stage method, in [22], the author introduced the 
proposal of the regions with CNN features (R-CNN), which took 
a giant step towards object detection. It extracts a set of object 
candidate boxes or proposals by using a selective search method, 
which leads to major improvement in detection accuracy. 
However, this technique experiences many drawbacks. The 
enormous quantities of overlapped repetition boxes greatly delay 
the overall process and some feature losses can also be due to 
proposals in fixed candidate region. To solve the problems, in 
[23], the author proposed Spatial Pyramid Pooling Networks 
(SPPNet). The Spatial Pyramid Pooling (SPP) layer in SPPNet 
allows a CNN to construct a representation without considering 
the input image size. Although SPPNet utilizes less processing 
time than R-CNN since it requires only the single computing for 
the convolutional layer, the downside of this approach is the 
extended training period and the high use of disk space.  The 
several advantages from R-CNN and SPPNet were investigated 
and integrated in the following work, Fast RCNN, but the 
detection speed is still bounded by the selective search [24]. 
Therefore, in [25], the author proposed Faster RCNN, which was 
known as the first ever end-to-end object detector that could 
almost yield real-time performance. It can break through the speed 
bottleneck of past efforts by demonstrating the use of the region 
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proposal networks (RPN) instead of the traditional selective 
search method. In addition, it uses a separate network to predict 
the region proposals only. The region proposal network is trained 
together with the model which results in predicting more accurate 
proposed regions. Later, there were some further improvement 
efforts on Faster RCNN, such as Feature Pyramid Networks 
(FPN) introduced in [26]. With the small object constraints, a 
basic image pyramid can be used to scale input images into 
multiple sizes before sending to the network. The FPN has 
enhanced the performance of multi-scale object detection and has 
become a model for numerous novel approaches.     

 On the one hand, the two-stage detector comes up with high 
localization and classification accuracy. On the other hand, its 
inference speed is impractical for the real-time applications, 
especially for the low-resource computational platforms like 
embedded systems, and the complex procedures of its core 
methodology could possibly diminish the opportunities of further 
optimization and improvement over components. The one-stage 
models have been built and researched in order to overcome these 
restrictions. It recognized objects based on two distinct neural 
networks, which lead to high computational time as indicated 
before in Faster RCNN section. Accordingly, the one-stage 
method combines feature extraction, region proposal and object 
classification altogether into a single network. The object 
classification is also performed regarding the predefined size and 
number of anchor boxes specified in the model configuration, then 
the regression concept is applied for the object localization 
process. Consequently, this novel breakthrough could implement 
the object detection as a single regression problem by predicting 
bounding box coordination and class probability simultaneously. 
The one-stage object detection pipeline used in our work is shown 
in Figure 7.        

 
Figure 7: The basic architecture of one-stage object detector using MFCC voice 

image as the model input. 

 The one-stage object detectors were demonstrated to attract a 
great deal of attention amongst researchers not only because they 
can overcome the problem of a real-time bottleneck in the two-
stage approaches, but because it could generate similar detection 
performance, it the detection speed and accuracy trade-off is well-
optimized. Since our application is based on the Automatic 
Speech Recognition (ASR), both processing time and detection 
performance must be concerned. Therefore, we have chosen the 
state-of-the-art one-stage approach called YOLO, which is You 
Only Look Once. Based on real-time criteria, the computational 
time must be considered more than 10 frames per second (FPS) or 

less than 100 milliseconds. The performance evaluation results 
published in the YOLO article meet our requirements and stated 
that the third version of YOLO, or YOLOv3, outperforms other 
popular methods such as Single Shot Multibox Detector (SSD) 
[27], which had the original implementation on Caffe [28]. 

     You Only Look Once (YOLO) is the prominent one-stage 
CNN-based object detector which we have chosen as a Thai 
keyword localizer and classifier in our research due to the high 
calculation speed and acceptable detection accuracy on the real-
time task. YOLO frames object detection as a regression problem, 
thus it can simultaneously construct the object bounding boxes 
and predict class probabilities, while it needs only one forward 
propagation from the input image. The model name, You Only 
Look Once, might therefore be designated from such properties.  

 YOLO divides the input image into S S×  grid. Then, each 
grid cell takes responsibility for detecting the object whenever its 
center approaches that particular grid cell boundary. Each grid cell 
will predict B bounding boxes and their predicted confidence 
scores. The bounding boxes can be represented by five parameters 
including , , ,x y w h  and the confidence scores. The parameters 
( , )x y  indicate the center coordination of the box relative to the 
grid cell area. The next two parameters ( , )w h  describe the width 
and height of the box relative to overall image dimensions. The 
last parameter, the confidence scores can be derived from (12). 

                       ( )* Truth
PredPr object IOU                            (12) 

where, 

  ( )Pr object  tells how likely the object existence is. 
  Truth

PredIOU  tells how accurate the predicted box is. 

At that moment, each grid cell also predicts C   conditional class 
probabilities, which is the conditional probabilities of the grid cell 
detecting an object, regardless of the number of boxes. The 
prediction is finally encoded as a (B 5 C)S S× × × +  tensor and the 
final confident scores can be described by Equation (13). 

( )( )* * ( )*Truth Truth
Pred i i PredPr object IOU Pr class object Pr class IOU=   

(13) 

where, 

        ( )iPr class object   is the conditional class probability. 

During the model training step, the loss function is optimized and 
could be described in (14). From the following equation, we can 
notice that the loss function only penalizes the classification errors 
when an object exists in that corresponding grid cell, and likewise, 
the errors of the bounding box coordinate are penalized when a 
prediction is literally responsible for the ground truth.  

total bonding box confidence classificationLoss Loss Loss Loss= + +       (14) 

where, 
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In the first version of YOLO [28], the network architecture 
was designed based on the GoogLeNet[29] architecture for image 
classification. YOLOv1 network consists of 24 convolutional 
layers and 2 fully connected layers. It replaced GoogLeNet’s 
inception modules with 1 x 1 reduction layers and 3 x 3 
convolutional layers respectively.  The first 20 convolutional 
layers of the network were pretrained on the classic ImageNet 
1000-class competition dataset with the input size of 244 x 244 to 
have 88% top-5 accuracy for a week. The PASCAL Visual Object 
Classes (VOC) in 2007 and 2012 were then used for training and 
validation. On this dataset, 98 bounding boxes per images are 
predicted. The weak predictions are then filtered out by the Non-
maximum Suppression (NMS) technique. The overall training 
pipeline was originally implemented on the Darknet framework. 
YOLOv1 could achieve 63.4 mAP (mean average precision) and 
45 FPS (frames per second). This achievement implicated that 
YOLO could perform real-time performance while the detection 
accuracy was as comparable as Faster R-CNN. To improve 
YOLO’s detection speed, Fast YOLO was introduced [30]. It 
optimized the original YOLO architecture by decreasing the 
convolutional layers from 24 to 9 and using fewer filters in those 
layers. Therefore, it could reach up to 155 FPS, but the accuracy 
dropped to 52.7% mAP.  

 For considering the generalizability, YOLOv1 performed well 
on PASCAL VOC 2007 and it seemed to be the best method when 
evaluated on the artwork dataset which contained the challenging 
difficulty on a pixel level. Although YOLOv1 could achieve 
significant achievement over other methods, it also struggled with 
some limitations. Since the classification and localization network 
of this version of YOLO could detect only one object, any grid 
cell could detect one object too. This constraint resulted in the 
limit maximum number of objects, which was a total of 49 objects 
per one detection for 7x7 grid cells. As a result, it caused relatively 
high localization error especially the small objects that close to 
each other, such as groups of pedestrians. Moreover, this network 
architecture found difficulty in object generalization when 
evaluating on the other input dimensions instead of 244 x 244. To 
overcome these YOLOv1 constraints and achieve better 
performance, the second version of YOLO (YOLOv2) was then 
developed [31]. YOLOv2 concerned mainly about maintaining 
the prior classification performance while it also worked on 
improving recall and localization. Thus, it applied a variety of 
significant modifications to increase mean average precision 
(mAP). By adding batch normalization on the convolution layers, 
the model showed drastic impact on the convergence. In detail, 
the activations in the hidden layer were shifting and scaling which 
leaded to improving model stability and also reducing the 

overfitting issue. This technique could raise YOLO’s mAP up to 
2% and has been widely used for the model regularization 
propose. Consequently, YOLOv2 also proposed the high-
resolution classifier from 224x244 in the first version to 448x448. 
Initially, the model was trained on the 224x224 input images, then 
the classification network was fine-tuned with 448x448 resolution 
on the ImageNet dataset for 10 epochs before detection training. 
This process gave a room for kernel adjustment on higher 
resolution images, which therefore resulted in better detection 
performance and reached slightly below 4% mAP improvement. 
Moreover, YOLOv2’s researcher has introduced the remarkable 
progress, motivated by Faster R-CNN, which was the usage of 
anchor box. Instead of using fully-connected layers for bounding 
box prediction on the feature map, the convolutional layers were 
modified to predict locations of anchor boxes which leaded to 
recall increasing, but slightly degraded the overall mAP. The 
bounding box prediction could then relative to these anchor boxes, 
which was a small area consisted of width and height, unlike in 
YOLOv1 that relative to full image dimension. As mentioned in 
Faster R-CNN, the initial sizes of anchor boxes were chosen by 
hand-picking method. In contrast, YOLOv2 developer designed 
the suitable anchor box dimensions using k-mean clustering. The 
distance metric was calculated based on IoU scores, which is 
shown in (15). 

        , 1 ( , )i ix c IoU x c= −                         (15) 

where, 

       x   is a ground truth candidate box. 

       ic   is one of the centroids.                       

The YOLOv2 bounding box prediction spatially related to the 
offsets of the anchors. It predicted 5 parameters including tx, ty, 
tw, th and to, then applied the sigma function to limit the offset 
range of an output, which was calculated by (16). 
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  0( ) ( , ) ( )Pr object IoU b object tσ∗ =              (16) 

where, 

       , , ,x y w ht t t t    are the predicted offset and scale. 

       ,x yc c  are the top left corner of the anchor grid cell. 

       ,w hp p   are the size of the anchor box. 

       , , ,x y w hb b b b   are the predicted box center and size. 

       0( )tσ  is the box confidence score. 

These anchor boxes generated by clustering technique could 
provide higher average IoU. YOLOv2 divided the input into 
13x13 grid cells by removing a pooling layer that was later more 
helpful with larger or smaller items. The goal was also to 
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overcome a small object limitation in YOLOv1. Furthermore, this 
version of YOLO model also integrated the multi-scale training 
strategy that could strengthen the model robustness to various 
input image sizes. Every 10 batches during training process, the 
network was resized according to the new random image 
dimension which was a multiple of 32 dues to convolutional layer 
down sampling property. Lastly, for reducing the computation 
time, YOLOv2 used a more light-weighted base model 
architecture, so called Darknet-19, with 19 convolutional layers 
and 5 layers of max-pooling. In addition, YOLOv2 also had the 
extended version which could detect more than 9000 classes, also 
known as YOLO9000 [31]. YOLO9000 was a slightly modified 
version of YOLOv2, which considered in merging small object 
detection dataset with large ImageNet dataset. Since the 
overlapping class labels of these two datasets could not combine 
directly, the WordTree hierarchical model was demonstrated for 
this difficulty. The general labels were placed in the top closer to 
the root and the fine-grained labels were branched similar to 
leaves. The probability of each class could calculate by following 
the path from that node to the root. 

 YOLOv3 was another improved version of YOLO family 
which outperformed its predecessor by using the state-of-the-art 
algorithms and also was practical with real-time scenarios [32]. 
Firstly, in order to predict the objectness confidence score, 
YOLOv3 proposed the logistic regression for predicting the 
confidence score for each bounding box, while the prior YOLOs 
used the sum of the square errors. Next, in some dataset like 
ImageNet, not all the labels were mutually exclusive. In such a 
case, choosing the Softmax function as the activation function of 
the output layer might not be the best choice, since it just 
converted predicted scores to distributed probabilities which 
summed up to one. For instead, YOLOv3 used multiple 
independent logistic classifier. The input image could then have 
multiple labels and contained both mutually and non-mutually 
exclusive objects. The complexity of the YOLOv3 model was also 
decreased by getting rid of the Softmax function. Consequently, 
with the new activation functions, the classification loss function 
must be modified into the binary cross-entropy instead of the 
Mean Square Error (MSE). Inspired by the idea of the Feature 
Pyramid Network (FPN), YOLOv3 could then predict the object 
up to three different box scales for every location in the input 
image and then perform feature extraction. This technique 
improved the detection performance on various object scales and 
was a significant solution especially for detecting small things. 
The Feature Pyramid Network design was illustrated in Figure 8.  
Furthermore, YOLOv3 also adopted cross-layer connections 
between two prediction layers and the fine-grained feature maps. 
Initially, the coarse-grained feature map was up-sampled, then the 
concatenation was performed to combine it with the previous one. 
Moreover, the YOLO’s feature extractor was modified from 
Darknet-19 to Darknet-53, which based on the 53 convolutional 
layers. Darknet-53 was much deeper and composed of mostly 3x3 
and 1x1 kernels including skip connections just like residual 
network in ResNet. In comparison, it has less BFLOP (billion 
floating point operations) than ResNet-152, but could still 
maintain the same detection accuracy at two-times faster. The full 
YOLOv3 architecture was illustrated in Figure 9.      

 
Figure 8:  Feature Pyramid Network.  

 
Figure 9:  The YOLOv3 architecture.  

YOLOv3 may therefore conduct high-detection capabilities 
for object detecion. In YOLOv3 paper, the researcher argued that 
YOLOv3 might exceed three times the speed of the Single Shot 
Multibox Detector (SSD). While RetinaNet was more precise, it 
also battled with the computational time. In small object criteria, 
YOLOv3 has also shown substantial progress.   

 YOLOv3 also had the lightweight version which was known 
as the tiny-YOLOv3 model. It used the same training strategy as 
the full version, however, the minor modifications were applied 
with the full YOLOv3 model architecture to gain a lot more 
computation speed and consume fewer computational resources 
for inference. This model was ideally optimized for the use of the 
low resource platform such as embedded systems and mobile 
devices. Firstly, the tiny-YOLOv3 simplified the number of 
convolutional layers. It used only 7 convolutional layers. This tiny 
version just employed a few numbers of 1x1 and 3x3 
convolutional layers for extraction of features. It replaced a 
convolution layer with the pooling layer with a step size of 2 by 
focusing on summarized the complex dimension of the standard 
model. Although it used a slightly different architecture with the 
full YOLOv3, the model base structure was still the same which 
composed of 2D-convolutional, batch normalization and Leaky 
Rectified Linear Unit (ReLU).   

 In our research, the speech signal can now be handled as an 
ordinary image by transforming the recorded voice signal into the 
MFCC feature image. Then, Thai spoken keywords that contain 
with in the voice image could be compared as objects. Therefore, 
the object detection technique could be applied to an automatic 
speech recognition task. In order to understand the Thai speaker 
purpose, we applied this core methodology to find the 
corresponding Thai keywords in the voice image by feeding the 
whole sentence MFCC and matched them with our predefined 
sentence categories which each group of Thai keywords related 
to. Moreover, we propose that the localization ability of the object 
detector could be deployed especially with some input spoken 
sentence, which relies on the restricted keyword ordering such as 
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the unique number sequence in the flight number. As mentioned 
previously, YOLOv3 has been proven to be fast and accurate. It 
was the most stable and reliable version of YOLO since we started 
to research this work. We also compared the detection 
performance between the full-YOLOv3 and its tiny version. Since 
tiny-YOLOv3 was extremely fast, some mean average precision 
(mAP) was traded off. Our keyword detection system was 
illustrated in Figure 10.      

 
Figure 10: The keyword detection overview with Thai sentence MFCC feature 

image as an input. 

5. Voice Dataset Collecting and Preprocessing 

This article draws on speech datasets made by 60 native Thai 
speakers and recorded in several places proposed to simulate the 
variety of the background noises. Our selected participants were 
varied in ages and the genders were equally distributed. In terms 
of age, the highest number of overall participated subjects was in 
teenage (20s), which was 18 people (30%), and those aged 
between 40 and 49 were the smallest, which was 7 people 
(11.6%). The total datasets contained 2400 WAV files with 40 
unique keywords. Table 1 summarized the baseline characteristic 
of our dataset. At the beginning, each recorded voice was 
processed using the Audacity software before converting into 
MFCC feature image, which was shown in Figure 11 and 12.  

 
(a)                                                        (b) 

Figure 11: The examples of recorded voice: (a) ∙œƒê‡œ‡́◊√ (Air Asia);  (b)  
¢‘ƒª ÷∫ ‰∏√ (Thai Airways) 

In order to avoid overfitting and improve the model 
robustness, some data augmentation methods including the tempo 
and pitch randomizing were applied to increase the quantity of 
training data, therefore finally finishing up with a total of 9600 
WAV files. The datasets were obtained in accordance with the 
passenger information machine criteria for the research of the 
automatic speech recognition (ASR) system in actual settings. 
The automated system required to give the reliable information, 

which correlate to the passenger’s flight number as a real-time 
answer to the passenger’s frequently asked questions (FAQs). In 
the aviation industry, a flight number is composed of a two-
character airline designator and numbers with a maximum length 
of four digits. Thus, we proposed three datasets consisted of 
airline names, numbers and FAQs keywords. The first dataset was 
selected from the ten popular airlines at the Suvarnabhumi airport 
in Thailand. Next, the second dataset consisted of ten numbers (0-
9). The final dataset contained 20 keywords which could 
categorize into 7 passenger FAQ topics. 

Table 1: The baseline characteristic of our dataset. 

Characteristics Training (80%) Validation (20%) Total 

Population 48 12 60 

Sex    

Male 24 6 30 

Female 24 6 30 

Age Group (Y)    

10-19 9 2 11 

20-29 15 3 18 

30-39 6 2 8 

40-49 6 1 7 

50-59 6 2 8 

60-69 6 2 8 

.WAV files    

Raw Dataset 1920 480 2400 

Raw Dataset + 
Augmentation 7680 1920 9600 

 

    

(a)                                                        (b) 
Figure 12: The examples of extracted MFCC image: (a) ∙œƒê‡œ‡́◊√ (Air Asia);  (b)  

¢‘ƒª ÷∫ ‰∏√ (Thai Airways). 
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Figure 13: The overview of three datasets: (a) airline designators; (b) numbers 0-

9; (c) FAQs keywords 

 Figure 13 showed the overview of three datasets.  In every 
dataset, the images were randomly split with a ratio of 80:10:10, 
which included training, validation, and also test sets for further 
evaluation.   

6. Highlights of the Research Work 

In Thai linguistics, the absence of large speech corpora and the 
language morphology could inhibit development and researches 
in the speech recognition field as mentioned on the introduction 
section. Although several organizations like NEXTEC 
concentrated on eliminating this limitation, the complicity of the 
spontaneous voice input, especially in a noisy environment, 
seemed to be a problem for many researchers. Through the 
keyword spotting technique, we were interested in overcoming 
this problem. This technique could not only filter the sentence 
redundancies but also be easily maintained in data-scarce domains 
since we simply need only significantly keywords to train the deep 
learning model. In order to expand the keywords for more use 
cases, without retrained the large model like traditional approach, 
it could be done easily by create new lightweight model with 
small dataset and included into the latest model which would be 
clearly described in the experiment section.       

 
(a) 

 
(b) 

 
(c) 

Figure 14: Model architectures: a) Full YOLOv3 architecture; b) Tiny YOLOv3 
architecture; c) Legend 

In more details, our manuscript has described how to develop 
the basic and lightweight ASR as the alternative approach of the 
classical ASR that might be effective in certain complex spoken 
sentences or languages like Thai, and could be employed in many 
scenarios where the real-time requirement is crucial. Our data 
collection is juts utilized to show the specific occurrences that can 
be applied to our proposed strategy. By applying computer vision 
technique to the linguistics field, the state-of-the-art one-stage 
object detector, You Only Look Once, is chosen and responsible 
for keyword classification and localization due to its detection 
performances. YOLOv3 also released the lightweight and 
optimized version of its full architecture as Tiny YOLOv3. Since 
this version of YOLOv3 is appropriate for performing the real-
time computing on the resource-limited platform like edge 
devices, we also decided to compare this version of YOLOv3 on 
the same task with the regular YOLOv3. The differences between 
the full YOLOv3 and tiny YOLOv3 structures are described on 
Figure 14.  The training strategy of our models are clearly 
explained on the following section. 

7. Network Training Method 

Since object detection was the supervised learning, we needed 
to provide the ground truth to the network. Therefore, before the 
training process, each target keyword on the MFCC feature 
images of the training set needed to be manually labeled. In this 
phase, the LabelImg tool has been used because the YOLO 
annotation format has already been provided. Consequently, the 
XML file according to each MFCC image would be generated to 
indicate the necessary labeling information for the network 
training step. In detail, the actual labeling steps were holding the 
mouse cursor, framing the target keyword region, and then 
double-clicking to identify the corresponding keyword class. The 
YOLO annotation format in XML file was composed of class 
index, the quotient of x-coordinate of the bounding box’s center 
and the image width, the quotient of y-coordinate of the bounding 
box’s center and the image height, the quotient of the bounding 
box width and the image width, and the quotient of the bounding 
box height and the image height. Due to the fact that the keyword 
in the MFCC feature image had the unique pattern, then it is 
possible to readily separate the specific keyword region from the 
uniform background noise region. The example of keyword 
labeling was described in Figure 15.  
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Figure 15: The example of keyword labeling. 

 The training platform in this article were carried out on the 
desktop PC (OS:Ubuntu 16.04LTS system, RAM: 16 GB, GPU: 
Nvidia GeForce GTX 1070Ti, CPU: Intel Xeon 8 cores). Both 
regular and tiny version of YOLOv3 were trained under the 
Darknet framework then the training results were analyzed to 
prove that Tiny YOLOv3 performance was acceptable for the 
proposed method. The stochastic gradient descent algorithm was 
used to perform the network training. In order to start training the 
model, we chose the pre-trained models of the ImageNet dataset 
as the initial convolutional weights. By considering the training 
durations, the maximum number of iterations was extended and 
the training process would be stopped whenever the loss was low 
enough. We set the Batch parameter to 64 and the Subdivision 
parameter to 16. As a result, the batch was split into 8 mini-
batches which could not only reduce the memory usage, but also 
accelerate the training process and also generalized the model. 
Next, the learning rate was chosen to be 0.001. During training, 
the average loss and mean average precision (mAP) could be 
visualized in real-time using the graph as shown in Figure 16a. 
The final results were shown in Table 2.   

Table 2: The models’ performance of all datasets 

Weights Iterations Loss 
mean Average 

Precision (mAP) 

Airline names     

Tiny YOLOv3 49000 0.12 0.99 

Full YOLOv3 21400 0.005 0.99 

Numbers (0-9)     

Tiny YOLOv3 50000 0.16 0.98 

Full YOLOv3 34800 0.012 0.98 

Frequently Asked Questions    

Tiny YOLOv3 287000 0.08 0.99 

Full YOLOv3 41100 0.029 0.98 

 

 
(a) 

 
(b) 

Figure 16: Iteration curves: (a) Iteration curves of loss;  (b) Iteration curves of 
average IoU 

As shown in Figure 16, although the fitting degree and the 
average IoU value of the full version of YOLOv3 was superior 
compared with the tiny version of YOLOv3, the light-weight 
version of YOLOv3 appeared to have well-enough training result 
and could be employed for further experimental evaluations. 

8. Experiment and Analysis of Results 

In order to investigate the true performance of the finally 
trained YOLOv3 weights, we considered using the unseen MFCC 
feature images extracted from the extra recorded voices of 20 
individuals (10 males, 10 females) who didn’t present in the prior 
training lists. This experiment was conducted to represent the 
airport use case of our proposed approach in real life. Whether 
planning to fly locally or internationally, an airport is always the 
first priority to asking for the flight information and useful 
navigation suggestion. From that point of view, we then proposed 
the autonomous information providing system that could respond 
to the frequently asked questions (FAQs) of the flight information 
from the passengers based on the flight number they told in real 
time. This service might provide passengers all the information 
they need on their flight only with their voice. This service is 
therefore straightforward and convenient to use, and additional 
services such as self-check-in can be integrated and the time and 
costs of congested and crowded airports can be reduced. For the 
first task, the automatic speech recognition system was used for 
detecting the airline names. Then, the 1-to-4-digit numbers would 
be recognized by the second task. The flight number was then 
confirmed by the combination of airline name and airline number. 
In Figure 17, we illustrated some examples of this task. Firstly, 
our proposed system expected the airline name which was 
“¢‘ƒª ÷∫ ‰∏√” (kan – bin - thai) or Thai Airways (TG) on the upper 
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left of figure. Next, it would ask for airline number which was “Õç‘ 
Ã◊Ë Ã‘¬ ‡©Áµ” (haa - see - saam - jet) or 5-4-3-7 on the upper right of 
figure. The flight number, TG5437, was then generated by 
combining these two inputs which showed on the ticket.        

 
Figure 17: The example of the flight number recognition 

Next, the third task was responsible for answering the frequently 
asked questions (FAQs) according to the provided passenger 
flight number. The third task example was described in Figure 18 
respectively. In Figure 18, we presented some tasks from all seven 
the frequently asked questions (FAQs) categories of the flight 
information from the passengers. In the left side of figure, the 
input interrogative sentence “ราคาเท่าไหร?่” (la-ka-tao-lai) meant 
“how much is a ticket?”. In this sentence, it contained two 
keywords that related to airflare category (described in Figure 13) 
which were ราคา (PRICE) and เท่าไหร ่ (HM), then the system 
responded with all available ticket prices. Next, in the right side 
of figure, the input interrogative sentence “เชค็อนิทีไ่หน?” (check-
in-tee-nai) meant “where is my check-in gate?”. This sentence 
contained one keyword which was เชค็อนิ (CHECKIN), thus the 
system knew that it related to gate checking question and 
performed the location guidance service. 

 
Figure 18: The example of the FAQs recognition 

In this experiment, Precision, Recall and F1 score were used as 
the evaluation metrics. Precision is the proportion of the amount 
of correctly detected keywords over the entire number of detected 
keywords. Recall is the proportion of the amount of correctly 
detected keywords over the entire number of keywords in the 
experiment set. The F1 score is the harmonic mean of Precision 

and Recall at particular thresholds. The calculation formulas were 
shown in Equations (17)-(19). 

 TPPrecision
TP TF

=
+

                             (17) 

 TPRecall
TP FN

=
+

                               (18) 

 1 2 Precision RecallF
Precision Recall

×
= ×

+
                       (19) 

Specifically, TP, or True Positive, indicates the amount of 
correctly detected keywords. TN, or True Negative, indicates the 
amount of correctly detected backgrounds. FP, or False Positive, 
indicates the number of incorrect detections. FN, or False 
Negative, indicates the number of missed detections. 

 The full and tiny version of YOLOv3 were trained and tested 
separately on three different tasks. Airline name detection was the 
simplest task and the FAQs recognition was the most challenging 
task. In detail, Airline name detection required just the one 
utterance, which might contain just one name, and so resulted in 
high precision and recall in both tiny and full YOLOv3 model. 
The next challenge was that of the airline number which required 
the sequence of 1-to-4-digit numbers, thus it could be seen that 
the accuracies of both models were slightly dropped. The last 
assignment was the most difficult, which the input sentence could 
be varied depending on the speaker experiences. To tackle this 
challenge, we used the keyword spotting idea to search for only 
the related terms we defined and categorized. As a result, it 
seemed that the detection performances of both networks have 
declined dramatically yet remained over 0.6. The detection 
threshold and IoU in this experiment were set at 0.20 and 0.50 
respectively. The true positive, false positive, false negative, 
precision, recall, and F1-score results for all test samples were 
summarized in Table 3. The comparison of the F1-score of both 
full and tiny YOLOv3 on three different tasks could then be 
visualized in Figure 19. The test results showed that the first task 
was highly sensitive for both models, airline name detection, 
which was the easiest task and then experienced poor detection 
result on the last task, the FAQs recognition task, the hardest task 
as we mentioned previously. By compared with the full version of 
YOLOv3, the light-weight and simplified vision of YOLOv3, so-
called tiny YOLOv3, could receive the comparable performance 
and could unusually outperform in terms of Recall by almost 0.1 
on the second task. To clarify the poor performance of both 
models on the third task, the FAQs recognition task, two potential 
reasons were given as following. First, the number of classes was 
doubled in comparison with the first and second tasks and the non-
keyword parts might be included in a spoken sentence. Second, 
the input MFCC feature dimension may vary by the length of the 
sentence and the words can be compressed when the input images 
have been scaled, leading to feature loss and false negative. 

Table 3: Performances of both models on testing dataset 
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Weights 
IoU = 0.50, Threshold = 0.20 

TP FP FN Precision Recall F1 

Airline names       

Full YOLOv3 91 2 1 0.978 0.989 0.984 

Tiny YOLOv3 90 6 0 0.938 1 0.968 

Numbers (0-9)       

Full YOLOv3 192 39 70 0.831 0.733 0.779 

Tiny YOLOv3 221 58 48 0.792 0.822 0.807 

Frequently Asked Questions     

Full YOLOv3 121 39 83 0.756 0.593 0.664 

Tiny YOLOv3 108 61 74 0.639 0.593 0.615 

     Based on the detection performances shown in Table 3, the 
average F1-score of the full and tiny YOLOv3 from three different 
tasks were 77.54% and 77.23% respectively. In terms of 
localization performance using the same box labels, the tiny 
YOLOv3 boxes seemed to have slightly shifted due to the simpler 
model architecture, which was shown in Figure 20, however, it 
was not affected the keyword detection proficiency. In conclusion, 
the experiment results showed that the tiny YOLOv3 could 
perform well enough and have competitive results with the full 
YOLOv3.         

 
Figure 19: The comparison of three task detection results 

  
(a)                                                 (b) 

Figure 20: The comparison of the localization accuracy:  a) Full YOLOv3; b) 
Tiny YOLOv3. 

Furthermore, in order to test the model robustness, we injected 
the white noise with the relative amplitude 𝛼𝛼 from 0.1 to 0.4 to 

each of the audio files using the Audacity software. In accordance 
with the white light which contains all wavelengths with equal 
intensity of the visible spectrum, white noise also contains the 
equally distributed energy in all audible frequencies resulted in a 
steady humming sound. The F1 score and accuracy measured after 
increasing the white noise intensity, which belonged to the regular 
and tiny YOLOv3 were shown in Figure 21, in which the y-axis 
was the measure and the x-axis was the intensity (𝛼𝛼) of the white 
noise added to the audio files.     

 
Figure 21: The performances of the full and tiny YOLOv3 when injecting the 

background noise. 

 It could be seen from Figure 22 that the full YOLOv3 model 
had the better adaptability than the tiny YOLOv3 to the noisy 
environment. Although the higher degrees of noise intensity could 
significantly degrade the model performances, the F1-score above 
0.65 could still be obtained by both models when the variances of 
the white noise were below 0.05. 

 
(a) 

 

(b) 

 

 (c) 
Figure 22: The comparison of the detection results: 

a) 𝛼𝛼=0.1; b) 𝛼𝛼=0.2; c) 𝛼𝛼=0.3. 

9. Conclusions and future work 

This study provided the alternative approach for the automatic 
speech recognition (ASR) was proposed to detect Thai keywords 
in the spoken sentence. We next proposed the three separate real-
world tasks to examine our model detection capabilities. The tasks 
were different in terms of difficulty, ranging from the standard test 
that just recognized the Thai Airway names, to the most difficult 
assignment that detects the specific keywords in the frequently 
asked questions (FAQs) using the keyword spotting technique. 
The core methodology is based on the Mel-frequency cepstral 
coefficients (MFCC), which is chosen as the feature extraction for 
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the speech signal, because this technique artificially implements 
the behavior of the human hearing mechanism based on the usage 
of the non-linear frequency scale of the real human, so it results 
in the parametrically resemblances between the extracted vectors 
and human sense of hearing. Then the state-of-the-art 
convolutional neural network object detector, You Only Look 
Once (YOLO), was performed as the keyword localizer and 
classifier. Due to the requirements of real-time speed and high 
accuracy of the ASR system, the tiny version of YOLOv3, which 
was the simplified and light-weight version of YOLOv3, was 
evaluated and compared with the regular version using the 
precision, recall, and F1-score to verify the feasibility and 
superiority. From the experiment, the F1-score of the full and tiny 
YOLOv3 from three different tasks were 77.54% and 77.23% 
respectively. To conclude, tiny YOLOv3, with the lower 
computational time and comparable detection accuracy compared 
to the regular YOLOv3, was proven to meet the ASR 
requirements and was the most suitable model for using in the low 
resource platforms.   

 Thai ASR was still the interesting and challenging topic 
because of the morphological richness of Thai language and the 
difficulties in developing Thai ASR model using the traditional 
technique. The YOLOv3 was applied to the keyword detection. 
Nevertheless, the experimental results drew back some further 
applications and additional improvements. 

1. Compared with the results on the first and second task, the 
poor result on the third task told that the dataset should to be 
increased to produce higher performance. 

2. To increase the model robustness to the background noise, 
injecting noise into dataset and trained together with the 
original dataset should be useful.  

3. This work only proposed the Thai ASR application in the 
real-world airport scenario. Therefore, the research of the 
same basis should be increased to extend the application or 
investigate the new approaches. 
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 There is no doubt that energy is one of the most important requirements of life, and its 
importance increases with the passage of time, and this is what make countries to harness 
the capabilities and scientists in developing energy systems of all kinds, one of the most 
important energy systems these days is what is known as vertical axis wind turbines. If we 
compare this type of system with horizontal axis wind turbines, it is characterized by                
a relatively lower manufacturing cost. But on the other hand, it suffers from less efficiency 
in addition to the problem of starting the self-movement.  The idea of this research revolves 
around the use of an engineering design for the vertical axis wind rotor that is very rarely 
used in the field of wind energy. This design takes the geometric shape of two inverted 
trapezoids. Within the framework of this study, the term "slant straight-blade vertical axis 
wind turbine" (SS-VAWT) was assigned to the wind rotor. Amendments have been made to 
the mathematical model of Multi stream tube to make it suitable for application and work 
on (SS-VAWT), where, it is known that the multi-stream tube model uses primarily and only 
for the original Darrieus and the H-Darrieus rotors. In order to prove the efficacy of the 
software used, the results obtained from it were compared with the practical results of 
previous studies, as it proved its effectiveness in obtaining the satisfactory results that were 
intended for this analysis. The analyzes and investigations that were conducted on the 
improved SS design included changing the geometry by changing some of its dimensional 
parameters represented in rotor height, rotor diameter, number of rotor blades, rotor blade 
section length, rotor blade section type and rotor blades inclination angle on the horizontal 
plane. Within the scope of the case studies that were worked on in this research, the results 
showed that the best efficiency of the SS rotor was achieved in the range of height to radius 
ratio (0.66 to 1), cord line length to radius ratio about 0.12 The angle of inclination of the 
blades is between 45- and 65-degrees Degree. In these ranges, the value of Max power 
factors has reached its turn, and the energetic range of the rotor has increased as a function 
of the peripheral relative velocity, in addition to a relatively large solution to the problem 
of starting self-movement, which appears through the highest-power factor values to move 
away from the limits of negative values in the range Terminal forgetfulness from 1 to 3. In 
addition, the effect of changing Raynaud's number on the turbine aerodynamic performance 
has been investigated. The results showed that the higher the Reynolds value, the higher 
the power factor value, the higher the energy range and the lessening the problem of 
starting the self-movement.  

Keywords:  
VAWT  
Multi-Stream Tube  
Self-Starting Problem 

 

 

1. Introduction  

This paper is an extension work originally presented in “2020 
IEEE International Conference on Environment and Electrical 
Engineering and 2020 IEEE Industrial and Commercial Power 
Systems Europe (EEEIC / I&CPS Europe)” [1]. Due to the 

increase in the costs of electric energy consumption with the 
progression of time, we have called for the need to focus on 
renewable energies and invest them in order to meet the needs of 
humanity in terms of energy, because of the advantages of 
renewable energies such as their presence in nature permanently, 
inexhaustible, clean, multi-source and free of charge in nature. 
Where you need systems to harness and convert it into electrical 
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energy. The most important types of wind energy and solar energy. 
[2], [3]. When the wind passes according to the “cut in speed Vc” 
of the vertical axis wind rotor, the air rotor acquires a rotational 
speed around the rotor shaft to make θ angle from 00 to 3600, and 
thus the ends of the rotor blades acquire a continuous terminal 
speed in ωr, which there is a difference in the values and 
proportionality between the wind speed V in contact with the rotor, 
this leads to the formation of what is known relative velocity W, 
which make the angle of attack α with the direction of the ωr, 
therefore there is a strong relationship between the angle of attack 
α and the Tip Speed Ratio λ0 or (ωR/V1). In the science of 
aerodynamics, specifically in the field of wings and blades, it is 
known that the angle of attack α has   a direct and strong effect on 
the forces of lift L and Drag D, meaning that it has an effect on the 
ratio (L/D). Accordingly, the link between the terminal relative 
velocity and the ratio (L/D)  becomes clear. Linking to the above, 
in order to achieve optimal efficiency to the rotor, must be sure, 
that the values of each ωR/V1, α, θ and L/D are consistent [4]-[7]. 
With the aim of developing the efficiency of VAWT’s, many 
different engineering designs have emerged that compete with 
each other in terms of high performance and lower manufacturing 
cost [8]-[12]. Following some instances from VAWT's 
engineering designs. Original Darrieus-VAWT, its engineering 
shape is a parabolic, it gains its rotational movement from the lift 
force generated on its blades as a result of aerodynamics. On the 
other hand, this system suffers from a low coefficient of 
performance Cp, which does not exceed 35%. It also vibrates 
severely when rotating, which makes its manufacturing cost high 
due to the increase in structural supports to reduce vibrations  [13]-
[16]. Darrieus was developed so that his rotary shape became in 
the form of H, so it was called H-Darrieus, The H-Darrieus is 
nearly as efficient as the original Darrieus, but has lower 
manufacturing costs due to its straight blades [17]-[21]. The 
Helical-turbine is one of the most important developments of 
vertical axis wind turbines. It is characterized by its aerodynamic 
equilibrium during its rotation, as well as overcoming structural 
problems such as bending stress and vibrations. While its 
efficiency is slightly lower than other types. [22], [23]. All types 
of vertical axis air fans that were mentioned above and that were 
not mentioned also, suffer from the inability of the air rotor to start 
rotating. This problem is relatively addressed by adding a 
secondary system that relies in its rotation on obstruction to make 
the air rotor easier to start rotating. But this solution did not 
completely solve the self-starting problem [24]-[27]. All VAWT’s 
models of vertical axis wind turbines were produced and attempted 
to be sold globally as HAWT’s, but with little traction [28], [29]. 
The originality of this research appears in its geometric design, 
which takes the form of two inverted parabolas, and the 
modification of the famous mathematical method “Multi-Stream 
Tubes” MST so that it becomes appropriate to apply it to this 
design. The objective of this improved design is to increase the 
power factor and reduce the problem of starting movement 
compared to other types of VAWT’s. Figure 1 illustrates the 
developed design of this research. The work methodology was 
completed so that twelve geometric shapes of the rotor SS-VAWT 
were selected, different among them in terms of rotor height 2H, 
rotor diameter 2R, number of rotor blades N, length of rotor blade 
cross section C or rotor blade inclination angle β. Subsequently, 
several analyzes were conducted with the aim of verifying the 

effect of SS-VAWT rotor geometry variables on its performance. 
Through the results of the analyses conducted by a software 
specially designed for this research, the optimum engineering 
design of the SS-VAWT rotor was reached, which was moved to 
other stages of this research, including analyzes by Ansys Fluent, 
manufacturing a prototype and testing it in a wind tunnel. This is a 
comprehensive research that started with a developed idea that 
came based on an extensive review of many previous studies and 
research, this paper shows theoretical aspects that have an applied 
research extension that is being implemented now through the 
manufacturing processes of   a prototype which will be shown by 
the experiments that will be conducted on it in subsequent papers 
in the future. 

   
Figure 1: Geometry shape of SS-VAWT model by Solidworks 

2. Method 

The Multi-Stream Tube is mathematical method used in this 
work with certain adjustments to be optimal for apply to SS-
VAWT and this model is preferred because it has a strong 
predictability for overall power production of the rotor and is also 
distinguished by efficiency and ease of use in the study of the 
influence of geometrical shape parameters on performance of wind 
rotor. With relation to details provided in [30], a brief overview of 
this model is offered.  The rotor is substituted by the named 
"imaginary actuator disk." This disk was blocked by               a 
sequence of "stream-tubes." It is an imagined tubs, the top of which 
consists of a stream-line, and thus the velocity vector is tangent 
everywhere on its surface. The velocity of the air across the disk 
differs from one stream-tube to another, much as the velocity of 
the air during the stream-tube shifts from its "free velocity" value 
V1 in front of the disk to its air velocity value "V" at the disk stage 
and even to its velocity "V2" at the wake area behind the disk. This 
continuous variation in disk velocity happens when part of the 
kinetic energy in the flow from which it passes is extracted [31]. 
Previous experimental data obtained in a wind tunnel was used to 
evaluate the software. The program was created to evaluate three 
different kinds of vertical axis wind turbines: original Darrieus 
rotor (Darrieus-VAWT), straight blades Darrieus rotor (H-
VAWT), and slant straight blades rotor (SS-VAWT), the latter of 
which is the subject of this study. Figure 2 depicts the program 
approach in detail. Table 1 lists the twelve different SS-VAWT 
designs that have been examined and their efficiency 
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characteristics evaluated. The aerodynamic efficiency under the 
control of geometrical variables like blade inclination angle (β), 
wind rotor height (2H), wind rotor diameter (2R), number of rotor 
blades (N), and airfoil chord line was expressed using power factor 
curves derived from the analysis phase of the twelve 
configurations (C). For the presentation of the results in the shape 
of the Cp curves, the data for the rotor output are typically shown 
in non-dimensional formats, which allows such data to be utilized 
irrespective of the wind rotor scale while preserving geometric 
continuity across rotors in various dimensions. As a result, power 
coefficient curves as a characteristic of tip speed ratio are popular. 
The following diagram depicts the presentation of many important 
equations in the utilized model. 

Table 1: Twelve configurations of SS-VAWT 

"H" change configurations 
N R H C 
3 1 0.5 0.12 
3 1 1 0.12 
3 1 1.5 0.12 

"R" change configurations 
N R H C 
3 0.5 1 0.12 
3 1 1 0.12 

3 1.5 1 0.12 
"N" change configurations 

N R H C 
2 1 1 0.12 
3 1 1 0.12 
4 1 1 0.12 
 "C" change configurations 

N R H C 
3 1 1 0.06 
3 1 1 0.12 

3 1 1 0.18 

2.1.  Mathematical Expressions 

• following SS-VAWT geometry expression was created for 
this research:  

 �r
R
� = �

�ZH�
1

�HR�
∗Tan(β∗ π

180)
� + 1      (1) 

• The power P is given by: 

                      P = ρNC
2π ∫ ∫ W2r ωCt

sinβ
π
0

H
0 dθdz                        (2) 

• Tip speed ratio relation is: 

                                         λ∘ = ωR
V1

                                        (3) 

• Mathematical formula of power coefficient, Cp, is:  

                                       CP = P
1
2� ρV1

3A
                                 (4) 

               and                                                                                                            

                 Cp = NC
πA ∫ ∫ �W

V1
�
2
λ0

π
0

H
0
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Ct
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Figure 2: Flowchart of the software utilized 

3. Results and Discussion 

3.1.  (β) Effect at Variable Values of H 

The design group specialized in studying the effect of H change 
with β change is shown in Figure 3. The results are divided into 
four classes of curves, each group representing a different β angle, 
where we have four different angles as discussed above. In the 
same way, each category contains three curves that resulted from 
three different H values. The influence of the b angle on the Cp at 
three different values of H can be expressed as follows: at an angle 
of 85 degrees, the curves pattern did not vary much and there was 
a severe convergence between them, suggesting that there is no 
major effect of H value difference at this angle. The rotation began 
with a value of The value of CpM approached 0.3 at a value of λ0 
of around 3.8, and the values of the power factor appeared in              
a small λ0 range between 3 and 5, indicating that the turbine is 
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inefficient in this case due to the low value of CpM, the narrow 
range of λ0, and the magnitude of the self-starting issue. When b is 
equivalent to 65, the turbine's output increases when opposed to 
the situation where the angle is 85 degrees. In this scenario, the 
original λ0 value is between 2 and 2.6, and the CpM at                            
a comparable λ0 value of 3.2 is calculated to be about 0.36. 
Furthermore, the value of λ0 has improved, now varying between 
2.2 and 4.8. As a consequence, these circumstances culminated in 
a relative dominance of 85 over the β. In comparison to the 
previous two cases of b equal to 85 and 65 degrees, the efficiency 
excellence of the third party described by β equal to 45 degrees is 
apparent. As the turbine rotation range increased from λ0 
(approximately 1.2) to l (approximately 4 and 5), the turbine 
rotation range also grew. Furthermore, the CpM values have been 
improved to approximately 0.36 and 0.42. To be more precise, the 
wind turbine in this case offered more control, a longer operating 
range, and a solution to the self-starting dilemma. When the β is 
equivalent to 25 degrees, the output of the SS-VAWT is 
investigated, the curves reveal that the turbine works poorly and is 
unsuitable for electrical energy generation. Where the power factor 
CpM highest value varied from 0.16 to 0.27. 

 
Figure 3: Power factor curves for twelve geometric shapes with change      in 

height  and angle of inclination of the blades. 

3.2. (β) Effect at variable values of R 

As seen in Figure 4 changing the angle and rotor radius values 
results in different Cp curve action. The engineering 
configurations that performed best were (β = 85, R = 1.5), (β = 65, 
R = 1.5, 1), and (β = 45, R = 1.5, 1), with CpM values ranging from 
0.36 to 0.45. However, in terms of the energy continuum, (β = 65 
degrees, R =1.5) and (β = 45 degrees, R =1.5) is preferred, with 
the rotor (β= 45 degrees, R =1.5) marked by an early start of 
rotational speed at the value of = 1.6. The bulk of the instances in 
Figure 4 had a relatively narrow energy range and a very low Cp, 
which led to poor performance. 

 
Figure 4: Power factor curves for twelve geometric shapes with change      in 

diameter and angle of inclination of the blades. 

3.3. (β) Effect at variable values of N 

The three classes of curves in Figure 5 each show a specified 
N as 2, 3, or 4 and each include four curve angles = 85, 65, 45, and 
25 degrees. It's readily evident in each category where N remains 
unaltered that the value of CpM increases, then falls, with the peak 
of CpM occurring at angles of 65 and 45 degrees. If we define the 
curves in another way, dividing them into four classes, each with 
a different fixed angle and vector N, we can see that when the beta 
85 decreases dramatically, the value of the CpM decreases sharply 
as well, and the value of the energy spectrum decreases as well. It 
is obvious that modifying the conduct of curves at = 65 degrees is 
equivalent to changing attitudes at = 85 degrees in the preceding 
example. In the case of = 45 degrees, changing the value of N has 
no effect on the value of CpM, where It ranged between 0.37 and 
0.40 in both situations, and it is balanced by values varying 
between 2.4 and 3, and the energy spectrum seems broad as 
compared to other sample cases. Finally, in the case of 25, the 
value of CpM rises with increasing N, but it does not surpass 0.24, 
considering the fact that the energy spectrum stays very small 
despite the shift in N. 

 
Figure 5: Power factor curves for twelve geometric shapes with change in 

number of blades and angle of inclination of the blades. 
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3.4. (β) Effect at variable values of C 

Figure 6 expresses the effect of changing the blade section 
length on the SS-VAWT rotor in terms of power factor curves 
patterns. It is clear that there is a great similarity in the patterns of 
the Figure 6 curves with the patterns of the Figure 5 curves in 
paragraph 3.3. Thus, the ratio N/C can be used instead of N 
separately and C separately to check the efficiency of the SS-
VAWT as a shortening of the analysis time. 

 
Figure 6: Power factor curves for twelve geometric shapes with change in cord 

line length and angle of inclination of the blades 

 
Figure 7: Influence of  Reynolds Number on performance of SS-VAWT  

3.5. Effect Reynolds Number on power factor of SS-VAWT 

Figure 7. shows the change in the power factor values by 
changing the Reynolds number values. The values are 160000, 
360000, 700000 and 1000000 [32]. It can be seen that in the case 

Reynolds number is equal to 160,000 the value of CpM is 0.25 and 
corresponding to λ0 equal to 3. When Reynolds number is equal to 
360,000, the CpM value is 0.4 and corresponding to λ0 is 2.8. As 
for the Reynolds number equal to 700000, the CpM value is 0.44 
and occurred at λ0 equals 2.6. Finally, the Reynold Number 
1000000 yielded CpM is 0.46 corresponding to a λ0 of 2.4 value. 
Power factor curves also show that the power range ranges from 2 
to 4.2 when the Re is 160,000, and 1.7 – 4.4 for Re equal to 
360,000, and when Re = 700,000 shows the power range from 1.4 
to 4.6, while at Re =1000000 the power range is 1.2 -4.7. 

4. Conclusion 

Within the scope of this research, the computer program 
achieved its objectives, as it predicted with high accuracy the 
power factor of the SS-VAWT rotor in many different study cases. 
By comparing with a previous study case that was harnessed for 
comparison only, the program is in great agreement with the 
practical results. The most important results extracted from this 
research are that the highest CpM values and the widest energetic 
range are achieved at angles of inclination of the blades between 
45° and 65°. Regarding the problem of initiation of movement of 
the rotor, the satisfactory results were in the research cases in 
which the angles of inclination of the blades are between 25° and 
45°. Regarding the effect of the Reynolds number on the 
performance of the SS-VAWT rotor, when Re value increase, the 
CP values increase, and consequently the CpM values increase. 
Moreover, as the Re values rise, the power range rises over the λ0 
values. Also, the problem of the self-starting appeared to diminish 
as the Re values accented.  
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 This study evaluated the competencies related to digital information use through 
technological tools aiming to acquire applicable knowledge by searching and retrieving 
information. Methodologically, a quasi-experimental design without a control group was 
applied to a sample of primary education students from Chile (n=266). First, a diagnosis 
of the digital-informational skills is performed, and, later, the results of a course in a 
blended learning context -b-learning- (treatment) are shown. The results show significant 
differences between the participant groups, confirming the learning in information 
competencies and distinguishing an initial level from a posterior intermediate level. 
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1. Introduction 

In the present context of Information and Communications 
Technology (ICT), the development of basic skills, and contexts of 
data overstocking, they have gradually become the three greatest 
fields for process of teaching-learning in different schooling levels. 
Additionally, expectations and objectives for information use in a 
widely intertwined world are set. This way, key skills in the ICT 
context are search, use, evaluation, and information processing 
[1,2]. 

Thus, it is understood that the integration of new data and 
communication systems, mainly from the set of technologies such 
as the Internet, corresponds to a social reality that is challenging 
the global educational system [3,4] and, particularly, the 
educational system in Chile. The concern of the educational 
administration is well reflected in the successive efforts to inquire 
about and propose improvements in material coverage (facilities, 
hardware and software material coverage, connectivity at a 
national level), in training and innovation of teachers or the 
organization of teachers at a management or curriculum 
development level. However, the scientific knowledge on 
acquisition and development of digital and information 
competencies requires the application of systemic methodologies 
for collection, analysis, and validation of the information that 
allows drawing applicable conclusions, with a capacity of 
generalization to advance in this new curricular content. 

The quality of education in Chile, in its different levels, is the 
reason why it is so stressed on considering including key 
competencies in the foundations of the mandatory educational 
curriculum and, a variable that considerably impacts in this 
improvement is the training level performed at a teacher level and 
the school education stage [5,6]. The evaluation and training are 
included in the implementation of ICT innovative actions at 
educational centers. 

The objective of this article is to evaluate digital and 
information competencies along with the implementation and 
evaluation of an ICT innovative project leading to the training in 
searching and processing of information in students at the school 
educational system. Specifically, a diagnosis of the digital-
informational competencies level in school students was 
performed to later propose an experimental design able to verify 
the effectiveness of a training program of blended learning for the 
development of digital-informational education, competencies in 
the permanent training of school students. Finally, a variation level 
in the evaluated dimensions is set - search, evaluation, processing, 
and information communication - at the group of analyzed 
students. 

The rest of the article is organized as follows: firstly, this 
document provides information on digital-informational skills in a 
formal educational setting and the current situation of ICT. Then, 
the applied methodology, and the sample characteristics are 
detailed. Hereafter, the pre-test and post-test results are 
summarized. Lastly, discussion and conclusions are shown.. 
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2. Theoretical framework 

2.1. Digital-informational skills and the school setting 

 The fact of using ICT as learning objects, vehicles of 
information literacy and tools of permanent training of students 
from the school system is going to provide an added value to the 
research field, showing themselves not only as methodological 
elements but also as findings and achievements. The ICT use in the 
development of school education is often presented as a positive 
impact on the development of digital skills that belong to the 21st 
century and skills in general [7,8]. Thus, digital literacy can be 
understood as the development of a wide range of skills derived 
from the use of applied technology, allowing students to research, 
create contents and communicate digitally, and therefore, to 
constantly participate in the development of a society with a strong 
digital component [7–9]. 

Despite the classic denomination of "digital natives" [10], 
where it is established that these digital skills are in current 
students by default, several studies have determined that their 
knowledge is in medium and low levels [11–15]. Thus, considering 
this information, it is necessary to develop these skills aiming to 
prevent differences in the use of digital technologies. In the 
particular case of Chile, several studies have shown that students 
are capable of solving tasks related to the use of the information as 
consumers, as well as organizing and managing digital 
information. On the other hand, very few students can have success 
in skills related to the use of information as producers and creators 
of contents [9,16,17]. 

Skills related to information management through digital tools 
–particularly free access resources found on the Internet– with the 
objective of acquiring valid and verified knowledge through the 
search and collection of information, along with the interpretation 
of text information from the reading of new data, reflection, and its 
evaluation, will be understood as information literacy, also known 
as ALFIN, by its Spanish initials [18–20]. 

Beyond the existing controversy on the inportance of 
terminology used in the very definition of concepts such as 
"Processing of Information" and "Digital Skill" [21–23], the fact is 
that "Informational Skill" can be placed within the scope of action 
of this key competency. At the center of the generic skills the 
information literacy is found, which has become a new paradigm 
at the ICT scene, which is understood as the cognitive–affective 
fabric that allows to people not only recognizing their 
informational needs but also acting, understanding, finding, 
evaluating, and using information of the most diverse nature and 
sources. 

2.2. Digital learning in a blending learning setting 

For the development of digital and information literacy, the 
adoption of online modality is increasingly massive, in particular 
when the courses are integrated into academic study plans, or in 
contexts where this type of education is required [24]. Besides, the 
experience of adopting online or b-learning modalities has been 
strengthened in extreme situations like confinement derived from 
COVID-19 disease, where teachers understand the context of 
online learning. However, during the implementation, a variety of 
problems have arised, like facilities availability, Internet access, 

the need for new forms of planning, implementation, and 
evaluation of learning, and collaboration with the parents [25–27]. 
Notwithstanding the above, digital technologies represent an 
educational resource for a better adaptation to different types of 
students and their different personal situations. Elements such as 
focusing on diversity and encouraging the development of key 
skills are taken into consideration, while they offer multiple 
possibilities for collaboration between teachers and partners in 
new communicative scenes of online character. 

Thus, the challenge of providing an interactive learning 
experience for students in big classmate groups and the concern on 
the quality of teaching in this type of milieu have been key 
catalysts for the reconsideration of educational approaches in the 
different educational levels [28]. 

Blended learning (b-learning), also known as hybrid learning, 
constitutes an evolving field of research within the wider 
dimension of electronic learning (e-learning), and it related to 
instruction practices combining traditional presential approaches 
with online learning or mediated by technology with the Internet 
as the main tool used [24,29]. From the beginning of the 21st 
century, a significant number of studies in this field, with their 
diverse implications in educational fields have been developed. 
However, there is still limited evidence that b-learning improves 
the results of learning in students [24,30]. 

3. General context 

The interest of organizations such as the European Union, the 
OECD, and UNESCO for this type of research is relevant [31–33], 
since the circle of evaluation-formation and educational innovation 
constitutes one of the strategic axes in the education field for the 
development, not only of key areas in all the productive fabric but 
also in critical thought in a globalized world. This way, the 
formation of citizens regarding skills focused on demands of work 
environment in the 21st century should constitute a fundamental 
concern for current governments. 

Currently, a great impact in the study of information 
competencies in research has been reached [34–38]. However, 
efforts on the progress of evaluation tools of the proficiency level 
in digital and information skills are not wider enough. Most of the 
research carried out have established and implemented measure 
scales of self-perception of their own digital and information skill, 
of their elaboration, and in a setting of the general evaluation of 
digital skills [39–47]. It is important to point out that, while most 
of the research previously analyzed and cited keep a precise and 
concrete application, only a few of them present an integration of 
the evaluation and the use of digital and information competencies 
within the educational curriculum [47–49]. Although there is a 
specific increase of these digital skills in teachers from diverse 
areas, particularly teachers who teach one course, the development 
focused on the digital and information competencies in Chile has 
not been produced, and rather, they have been settled from the 
general implementation of digital skills [9,50–54]. 

Additionally, a significant part of the research carried out in the 
formal education field, from national as well as international 
contexts, and especially in primary school and university 
educational levels, establish training programs that develop 
themselves from specific curricular or disciplinary aspects 
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[39,42,55–60]. Nevertheless, due to the multidimensional structure 
that digital and information skills raise, the experiences within 
these training programs tend to aim at the specific dimension of 
technology, collection, and processing of data, rather than a 
complex, global and holistic view of them. 

4. Objectives and hypothesis 

Analyze the level of ICT competencies of the school education 
body to, secondly, present an experimental design able to check 
the efficacy of a teaching program for the increase of information 
competencies in the permanent formation of students from school 
education. Finally, the variation level of the measured dimensions 
–search, evaluation, processing, and communication of the 
information– is established in the group of students that were 
analyzed. 

5. Materials and methods 

5.1. Research design 

This is an information analysis study based on investigation 
data in students of the last stage of primary school [61], where a 
quasi-experimental test type design without a control group was 
used [62,63]. In this study, an educational intervention with ICT 
and information competencies was performed to support 
innovation and integration models in the teaching and learning 
process.. 

5.2. Participants 

The study sample is students of both sexes who belong to the 
last year of primary education in Chile, in the Province of Maipo 
area. The sample were stratified according to the school levels they 
belonged to, along with their source schools. 

The sample was composed of 266 students and, according to 
the socio-demographic features, distribution can be recapitulated 
as: 

• By variable sex of the sample was 50.4% of female students 
and 49,6% of male students. 

• By age of students was established between 12 to 17 years, 
with an average of 13.89 years. 

• The distribution based on education level was made according 
to sex: 63.53% of students belonged to the 8º grade of primary 
school, where 50.88% were women and 49.11% were men. 
36.46% of students belonged to the 7º grade of primary 
school, where 50.51% were men and 49.48% were women. 

 
Figure 1: Study area: Province of Maipo 

The sample derivates from the population of primary school 
students, whose ages range between 12 and 17 years old, belonging 
to the Province of Maipo in the Santiago Metropolitan Region 
(Figure 1), equivalent to N=106,745 [64], with a level of 
significance of α = 0.05 and a maximum of homogeneity p = q = 
0.5 for the sample of 266 participants, where the sampling error 
obtained is equal to 8.2% 

5.3. Data collection instrument (test) 

The dependent variable has been defined as the level of 
acquired competency of the students on digital and information 
skills, measured before (pre-test) and after (post-test) the 
implementation of the educational intervention (treatment). 

The instrument  was applied in the pre-test stages as a diagnosis 
of the competencies, and the post-test was applied for the 
evaluation of the information competencies reached by the 
participants students, measuring the level of performance obtained 
after the treatment. The test is composed of 29 elements of 
dichotomous nature, from 37 questions of single and multiple 
selection. 7 questions in the information search dimension, 10 
questions in an evaluation dimension, 5 questions in the 
information processing dimension and other 9 questions on 
communication and dissemination of the information are presented 
(table 1). 

Table 1: Dimensions and variables used in the instrument (test) 

Dimension Source Metric Description 
Predictor variables 

Socio-
demographic 

- Test.  
- Data 
provided by 
the 
educational 
center or the 
Ministry of 
Education. 

- Sex. 
- Age. 
- Grade 
- Municipality 

Socio-
demographic 
data of the 
participants of 
the study 
(sample). 

Criterion variables 

Digital and 
information 
skills focused 
on the 
informational 
part. 

Test 

-Search of the 
information. 

Grade 
obtained in the 
survey 
(instrument) 
about the item. 
Questions 1 to 
l7 

- Evaluation of 
the information 

Grade 
obtained in the 
survey 
(instrument) 
about the item. 
9 questions 
going from 
items 8 to 9. 

Analysis and 
selection of 
information 
(processing) 

Data obtained 
through the 
survey 
(instrument) 
about item. 9 
questions 
going from 
items 10 to 14. 
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Communication 
of the 
information. 

Grade 
obtained in the 
survey 
(instrument) 
about item. 9 
questions 
going from 
items 15 to 18. 

5.4. Treatment 

The independent or treatment variable involved the teaching 
intervention applied to the participant during 30 training hours in 
a blended context [65–67], and adapted from the proposal 
described in [68]. This way, the teaching intervention applied in 
the training of sample corresponds to an adaptation of the 
instrument for the development of information competencies of 
secondary education [65,68] which has been tested and validated 
in that area. 

5.5. Data analysis 

Concerning the data analysis, after the exploratory initial 
analysis of the distributions of the variables and the evenness of 
the variances and covariances structures, parametric techniques, 
ANOVA with repeated measures are applied. Intra-subjects factors 
(pre-test/post-test) and inter-subjects factors (type of school) are 
incorporated. After the study with repeated measures, other 
techniques complementing the results are applied, such as the t-
test. Additionally, all scores have been calculated so that each of 
the items is valued with a maximum score of 1 and a minimum 
score of 0. Besides, the scores of dimensions such as the average 
score of the set of items of the n dimension multiplied for 10 have 
been calculated. Thus, all dimensions are ranged from 0 to 10 
points, which facilitates interpretation and contrast. Finally, the 
total score is calculated as the sum of the scores in the 4 
dimensions. To ensure the internal consistency of the test results, 
the Cronbach's alpha test was performed, whose value was equal 
to 0.731, considered as adequate or acceptable [69,70]. All these 
statistical processes have been carried out in the SPSS 25 and R 
4.0 software. 

5.6. Procedure 

The data in tests, in all cases, was collected mainly through 
online questionnaires. Responsible teachers were contacted, and 
the students participated by performing both pre-test and post-test 
online. 

6. Results 

6.1. General and descriptive results 

Firstly, it is possible to determine values that approximate an 
average of 5 points (table 2) for intra-subjects characteristics (sex, 
grade and school). In parallel, there may be an important dispersion 
of values, which increases in post-test results. 

It is observed that at the sample's level, the average reaches 
higher scores in Search, Processing, and Communication 
dimensions, while lower scores are registered in the Evaluation 
dimension (table 3). At a general level, the average score is greater 
in the student samples in the post-test. The dispersion of values 

increases in the post-test, so the teaching e-learning process has 
created higher levels of inequity between the measured students. 

Table 2: total descriptive scores (n = 266) 

 Pre-test Post-test 
Mean S.D Mean S.D. 

Sex Male 4.809 1.263 5.207 1.413 
Female 4.694 1.213 5.331 1.449 

Grade 7º 4.778 1.089 4.998 1.446 
8º 4.736 1.317 5.425 1.401 

School School 1 4.682 1.236 5.171 1.399 
School 2 5.051 1.207 5.697 1.494 

Table 3: Descriptive statistics per dimension (n = 266) 

  Mean Sx P25 P50 P75 

PRE-
TEST 

SEARCH 4.540 1.532 3.654 4.615 5.385 

EVALUATION 5.079 1.939 3.333 5.556 6.667 

PROCESSING 4.511 1.692 3.636 4.545 5.455 

COMUNICATION 5.000 2.044 4.000 5.000 6.000 

TOTAL 4.752 1.237 3.953 4.651 5.581 

POST-
TEST 

SEARCH 5.552 1.824 3.846 5.385 6.923 

EVALUATION 5.046 1.985 3.333 5.000 6.667 

PROCESSING 4.863 1.876 3.636 4.545 6.364 

COMUNICATION 5.550 2.128 4.000 6.000 7.000 

TOTAL 5.270 1.430 4.419 5.233 6.337 

 

 
Figure 2: relation and distribution between dimensions 

Moreover, it is observed how the distribution of pretest and 
post-test is similar in both groups, and their progress is similarly 
reached, while in the Evaluation dimension there is a decline or no 
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progress at all for both cases. It does not seem to be interaction 
according to the school; therefore, it is not considered a covariable. 
By obtaining correlations between dimensions, it is possible to 
establish that all values are significant and positive (figure 2). 

By comparing between groups and the results obtained in the 
post-test, it is possible to perceive differences between the course 
and the school groups. However, based on the sex variable, values 
in the scores in different dimensions do not show great differences 
(figure 3). 

 
Figure 3: Post-test results based on dimensions and groups (n=266) 

It is also possible to establish that in total scores, from all the 
variables analyzed in the contrasts, the sex variable is not 
significant in an inter-subject level nor an intra-subject interaction 
(table 4). 

Table 4: Comparison per variables (n = 266) 

 
Pre-test Post-test 

Mean Dif. t (p.) Mean 
Dif. t (p.) 

Sex -0.115 -0.758 
(0.449) 0.123 -0.704 

(0.482) 

Grade 0.041 - 0.264 
(0.792) -0.427 -2.365 

(0.019) 

School -0.368 -1.909 
(0.057) -0.526 -2.366 

(0.019) 

 Post-test – Pre-test 
Mean Dif. t (p.) 

Sex Male -0.398 -3.997 (<.001) 
Female -0.636 -5.614 (<.001) 

Grade 7º -0.220 -1.667 (0.099) 
8º -0.689 -7.688 (<0.001) 

School School 1 -0.488 -5.631 (<0.001) 
School 2 -0.646 -4.359 (<0.001) 

Complete sample -0.518 -6.841 (<0.001) 

6.2. ANOVA results of repeated measures 

A hypothesis in the use of the ANOVA test with repeated 
measures is the matrix homogeneity of the covariances of the 
dependent variables [71,72]. This hypothesis is determined 
through the Box test, with the following results (table 5): 

Table 5: Box test of the equality of covariances matrix 

Box M. 11.194 
F 1.842 

df1 6 
df2 268376.644 
Sig. 0.087 

Thus, the significance level showed that in this test a value of 
0.087 was obtained, which exceeds 0.05 and, therefore, with a 
probability grade of 95% that the hypothesis on covariances matrix 
observed of the dependent variables are equal between groups. 

Descriptive statistics and the results of the ANOVA test of 
repeated measures applied to data (table 6) showed that there is a 
significant interaction depending on the Grade, so it was decided 
to keep this variable, regardless that it is not significant at an 
individual level. 

Table 6: Intra-subjects effects 

INTRA-SUBJECT 
EFFECTS 

F p. 

PRE-POST 30.92 <.001 
PRE-POST * Grade 8.518 0.004 
PRE-POST * School 0.088 0.767 

The training action was significantly more effective in the 
eighth-grade group course than in the seventh-grade course. While 
the levels are similar in the pre-test scores - slightly higher in the 
eighth-grade group -, the training action had better results in the 
eighth-grade students. Nevertheless, the School variable does not 
have interaction in pre-post test scores (Figure 4). 

 
Figure 4: interactions between pre-test and post-test scores in grade and school 

variables 
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In table 7 it is possible to see the effects caused by the 
characteristics of the subjects as a transversal measure. Thus, it is 
possible to establish that the School variable is significant, but that 
is not the case for the Grade variable. This implies that at a general 
level, and calculating the average score of each subject in the pre-
test and post-test, and also considering the criteria of the average 
score variable, there are significant differences for the School 
variable, but not for the Grade variable. 

Table 7: Inter-subjects effect 

INTER-SUBJECT 
EFFECTS 

F p. 

Grade 0.186 .666 
School 4.408 .037 

Grade * School - - 

Although all students in different schools and courses reached 
substantial progress in their digital competencies, there are also 
constant differences between the schools participating in the 
research. 

7. Discussion 

The students participating in the study, despite belonging to 
two different schools and two different teaching levels, in which 
there are different methodologies and contents within the 
elementary school, behave as a heterogeneous group in the 
information competencies area, with statistically significant 
differences between groups compared in the totals as much as in 
the analyzed dimensions (tables 1-7 and figures 1-2), which is 
complemented with the average age of the test responding students 
along with the sex variable, factors that do not have great incidence 
in the results due to the developed b-learning educational 
intervention. 

Regarding the diverse analyzed variables, students behave in a 
heterogeneous manner, despite all the participants increasing their 
scores in the post-test measures. Within the established 
dimensions, the differences existing in the evaluation and the 
processing of the digital information areas are highlighted, a 
situation that has been stated in other investigations [16]. This way, 
particular uses in the application of technologies skills are 
presented. Regarding values on indicators of digital competencies 
and forms in which they show, participant students keep medium 
to low digital competencies indexes, which coincide with what has 
been carried out in others similar research [4,49,73]. 

8. Conclusions 

Within the complexity of the Information Society, which is 
constantly mediated by the impact of ICT, it demands to the 
educational processes the incorporation of key skills, where the 
digital and information skills are prominent, related to the 
treatment of information in a virtual setting and the competency of 
digital processing. From this aspect, the training of the students 
from the first cycles of teaching gains importance. Thus, this study 
evaluated the efficacy of an educational intervention in a b-
learning setting for the training in information competencies at an 
elementary educational level (seventh and eighth grades), 
obtaining progress considered significant but not enough for the 
ICT context where we live. 

Empirical values obtained in the different dimensions confirm 
an appropriation in the digital competencies learning, where it is 
possible to differentiate an initial level from a posterior level after 
the applying of the educational intervention, and also between 
other variables as grade from school variables, establishing 
different realities in each educational context. 

In the conclusions, the importance of the evaluation and 
training in digital and information skills is considered, addressing 
the fundamental dimensions that compose them, and establishing 
the efficacy of the implemented educational intervention. On the 
other hand, the research contributes to the study area according to 
the scale of reference - Santiago de Chile - and the training context 
- elementary students. Even though in Chile there are efforts to 
know the use of technologies in secondary teaching students [9], 
in the case of elementary students there are no studies that establish 
the characteristics and the levels concerning the information 
competencies in a digital setting. 

Finally, after an analysis of the research contributions, 
weaknesses are established, which are focused on the design and 
development of the evaluation instrument and the experimental 
level of the applied design. 
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 This paper addresses the stock management aspect. Through this work, we provide a 
dynamic model of dimensioning and allocation of stocks to storage location for the 
automotive industry field. This model takes into consideration all constraints of the supply 
chain (24 constraints) from the suppliers passing by production, storage up to customer 
delivery and transport. At the end of this paper we will be able to specify the stock 
replenishment policy, particularly the definition of stock alerts (minimum, nominal, 
maximum) in quantity and days of stock, in space occupied, and in financial value. These 
stock thresholds will be integrated in material resource planning, storage allocation 
procedure and financial budget follow-up. The tool developed is decision-making support 
for logisticians. The algorithm proposed has solved a real instance and ensure a balanced 
stock fill rate (99%) in 1200 seconds. 
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 Introduction 

In every supply chain, the total costs that affect the logistic cost 
center are very high compared to all production costs. This has a 
direct impact on companies’ margin, and therefore, on the 
competitiveness of the products in the market knowing that a super 
high selling price cannot be accepted by all customers. In this 
context, companies are trying to set a demarche to control its 
logistics costs. The general framework of this work concerns a key 
element for the success of this demarche; we are talking about the 
immobilized cash (stocks) as well as the charges related to the 
surface occupied by these stocks. Inventories are the basic and 
main logistical data for making decisions, which can affect the 
operational, tactical, and sometimes strategic level. Moreover, 
defining a replenishment policy is fixing a minimum, average, and 
maximum thresholds, this implies the necessary surface area and 
the allocation of products to the available storage surface. The 
main goal is to guarantee cost control, align with budget and at the 
same time simplify and streamline the internal physical flow. 
Therefore, inventory management becomes a compulsory. 

 In the literature, stock management arouses the interest of 
researchers and manufacturers who have defined procurement 
policies for all contexts and types of products. In this extended 
paper of research, originally presented in the 5th international 
conference on logistics operations management (GOL’20) [1], we 
will define, by considering the constraints of logistics 

management, a dynamic stock model which will be used to define 
stock thresholds and serves as a decision support tool and facilitate 
the allocation of products in the warehouse. We will define the 
minimum and maximum stock alarms as well as the corresponding 
storage area in order to better manage both space and the cash of 
the company and to follow the perspectives announced in the 
conference paper presented in the 5th international conference on 
logistics operations management (GOL’20), regarding the storage 
location assignment problem which can be modeled as a bin 
packing problem based on segmentation phase results. 

The rest of this article will be organized as follows: we will 
mention different stock policies in the state of the art. Then, we 
will detail the constraints of logistic management which formulate 
our problem of stock policy definition in addition to the assignment 
of stocks demarche, develop this model on Excel VBA. Finally, a 
real case study from an industrial background will be studied 
(Moroccan automotive company). 

 State of art 

The stock management in a literature point of view depicts a 
multitude of replenishment policies. The most addressed are the 
reorder point methods (Q, R) (figure 1, part 1 taken from [2]), this 
demarche assumes that within a lead-time of a product, the 
quantity ordered should be equal to the total quantity consumed. 
The second method was introduced by [3] and controls stocks 
through up to level ordering intervals (T, S) (figure 1, part 2 taken 
from [2]), the Third method defines the economic order quantity 
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(EOQ) (figure 1, part 3) as part of Wilson model for inventory 
management [4] considering the ordering and holding cost. 
Supposing that the ordering cost and delivery time is constant, 
moreover, the minimum stock alert is considered null, and the 
maximum stock that can be reached is equal to the EOQ. 

There are other policies, based on the ECR: efficient consumer 
response. This model proposes a collaborative policy in an 
efficient way between the manufacturers and distributors to boost 
the gains and achieve high level of productivity from the supplier 
up to the consumer among of them we can address: 

• Continuous replenishment planning (CRP), it is a base that 
supports the efficient consumer response, which refers to a 
program that triggers the production and the flow of a product 
through the supply chain as soon as an identical product have 
been purchased by the end consumer. As shown by [5] brings 
varying benefits in terms of inventory cost savings. 

• SSM (GPA in French) which means the shared supply 
management and includes two types: vendor managed 
inventory (VMI) with or without consignment, the co-
managed inventory (CMI). 

• The consignment stock (CS) which is an innovative approach 
to manage inventories in which the vendor removes his 
inventory and maintains a stock of materials at the buyer's 
plant. The reference [6] treats the consignment stock policy 
considering economical and logistics constraints and define 
the minimum and maximum stock levels of a vendor managed 
inventory. 

• We find also the deterministic and stochastic demand 
assumption, and stock out assumptions if we lose the customer 
or there is a stock out cost to pay or assume. 

To the best of our knowledge, none of the models addressed in 
the literature, have treated the constraints of inventory 
management that we will approach all together. 

 

 

 

 

 

 

 

 

 

 

 

 Problematic 

In an automotive industry environment, between the most 
uncertain goals to attain we can cite inventory objective level; a 
supply manager is facing difficulties to determine the policy of 
procurement in such an uncertain environment. Defining the 
minimum and maximum replenishment level to ensure production 
and customer needs, and meet the financial targets set by the top 
management. This target is calculated in function of the turnover 
and working days and without integrating the real logistical 
constraints. To avoid the problem of shortage, the stock managers 
are obliged to put more and more days in stock, for most cases in 
a non-efficient way. The model we propose will stands for a 
decision making support tool that assists stock managers, to 
determine fixed and variable stock parameters: in order to calculate 
the minimum and maximum alerts of stock in function of the EOQ. 
These parameters will be integrated in the material resource 
planning (MRP) which involves the calculation of requirements, 
but in an efficient and dynamic way, considering also the main 
variables impacting the EOQ : type of stocks, the daily average 
consumption and other vital parameters such as: transit time, 
minimum ordered quantity. Then assigning the defined stock 
targets to the storage location areas.  

3.1. Objectives 

By means of this research, we intent to: 

• Define the minimum, nominal, maximum stock alerts, in      
value and in quantity and in days of stock taking into account 
the various parameters of stock. 

• Define the correct storage area for products in the warehouse 
in function of the stock alerts defined: dynamic storage. 

• Assign products to storage location by maximizing the net 
surface used while minimizing the distance between the same 
families of product (multi-purpose). 

• Check the correspondence of the defined stock with the 
available surface. 

• Guarantee the Fluidity of goods through the different process 
of the supply chain. 

 
 Segmentation of stock: dynamic model 

4.1. Constraints of management 

In a supply chain, the flow from the supplier up to the customer 
involves many parameters of management specific to each stage or 
part of this chain; these parameters directly affect the policy of 
stock management and make it complicated to define. 

 If we take the procurement phase as an example, the ordered 
quantity by the purchaser must abide by the supplier terms defined 
in the supplier schedule agreement, particularly the minimum 
batch supply. The ordered quantity should be greater to the 
minimum batch defined by the supplier to maintain the price 
defined in the contract; otherwise, a new price will be applied 
because of the new batch order which will be greater than the 
defined one. In the other hand, if the gap between the two 
quantities is really huge compared to the weekly average 
consumption, the purchaser have to assume the gap in stock even 
if it will not be consumed immediately, moreover, he has to reserve 
a space for this gap while waiting for its consumption.  

1 

2 

3 

Figure 1: Part 1 (Q, R) policy, part 2 (T, S) policy and part 3 (EOQ) policy  
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This kind of constraints can have less impact in some cases, for 
example if the daily average consumption is equal or is a multiple 
of the supplier batch size, in this case we can order only the 
required quantity and respect the targeted days of coverage set by 
the logistic manager. To deal with these constraints and to define 
the stock management policy, we must start by listing and 
classifying those constraints all over the supply chain, then taking 
them into consideration while dimensioning the stocks. 

The identified constraints in a supply chain while managing the 
procurement or the sale of products are defined below and was 
collected from the industrial sector (several meetings were 
conducted with logistic managers, engineering pilots, purchasing 
teams were done in order to regroup all the constraints): 

For the raw materials we define:  

- Packaging: define the parts in one package, it can be 
expressed in Kilograms, Meters or Pieces; this data could be 
found in the logistic contract of each product. 

- Batch supply: minimum quantity ordered from a supplier 
with a normal price. 

- Transport Frequency: procurement delivery frequency and 
represents the number of inbounds in a period (week, two 
weeks, one month) divided by the period expressed in days. 

- Scrap Rate: rejection due to the process (production) and all 
rejected parts by quality controllers 

- DPM: defective parts per million due to the supplier quality 
of delivered pieces. 

- Supplier service rate in full: quantity of parts received 
compared to the ordered quantity in the firm horizon. 

- Supplier service rate on time: quantity of supplies on time 
divided by total quantity supplied in a specific period. 

- Production Reliability rate: the volume declared in 
production divided by total volume scheduled by logistics. 

- Daily average consumption: average consumption of a 
product due to production and related to the explosion of bill 
of materials. 

- Supplier Firm lead time: number of working days separating 
the day following the order and the day of the delivery. 

- Supplies Frequency: the procurement program update 
frequency  

- Supplier Transit Time: duration in working days between the 
supplier’s plant and the customer point of delivery. 

Price: unit price of the product in monetary value. 

- Stock for Specific issues: safety stock resulting of a 
managerial Decision or imposed by the supply policy. 

- Packaging details: dimensions authorized stacking level. 

For the finished goods we define:  

- Packaging: define the parts in one package. 
- Minimum production batch size: minimum quantity to launch 

in production lines. 
- Delivery Frequency: customer delivery frequency, it 

represents the number of trucks loaded to deliver in a period 
divided by the period expressed in days. 

- Rejection Rate and Scrap rate: scrap rate at the end of 
production and rejected parts following a quality control. 

- Production Reliability Rate: the ratio between the volumes 
produced and the planned volumes. 

- Service rate on time in full: the ratio between deliveries on 
time and the total expected deliveries on a specific period. 

- Customer DPM: Defective parts per million delivered to the 
customer. 

- Customer variability: maximum tolerated variability of 
delivery instructions (firm orders compared to forecast ) 

- Daily average deliveries. : the mean daily deliveries. 
- Customer firm lead time: number of working days separating 

the day following the release of orders, and the expected day 
of the delivery. 

Figure 2: Constraints of management of products in a supply chain 
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- Planning frequency: the master Production Schedule update 
frequency. 

- Production lead time: time between the Raw Materials out of 
stock and Finished Goods produced. Must be expressed in 
working days. 

- Transit time: the time between the warehouse and the agreed 
delivery place. 

- Stock for specific issues: safety stock due to management or 
customer decision. 

- Price:  unit price in monetary value. 

4.2. Proposed model of stock 

The operating stocks in the model proposed are defined as follows: 

• Static stock 

For raw materials / finished goods: 

• The stock covering the non-respect of the production 
schedule. 

• The stock covering the non-quality, non-compliance, 
rejects. 

• The defined stock for specific issues: decision of top 
management committee or customer. 

• Dynamic stock 

For raw materials: 

o The stock due to deliveries, in function of supply delivery 
frequency. 

o The stock covering the gap between the order batch and the 
delivery frequency in case they are not synchronized. 

o The stock due to variability covering the non-respect of the 
production schedule. 

For finished goods: 

o The stock due to deliveries, which depends on the customer 
delivery frequency. 

o The stock covering the gap between the production schedule 
and the delivery frequency in case they are not synchronized. 

o The stock covering the variability of customer orders. 

• Stock alerts 

o Minimum stock: stands for the stock related to total service 
rate and quality level, in addition to the stock for specific 
issues. This stock includes internal constraints related to both 
production and quality processes. It will integrated in the 
master production schedule MPS and supply program SP as 
the minimum alert to launch either the replenishment of raw 
materials, or production orders to maintain the level of stock 
for finished goods. 

o Nominal stock: stock covering all the constraints mentioned 
before and ensures the availability of material for production, 
the total stock hovers around this nominal stock. 

o Maximum stock: represents the nominal stock added to stock 
due to the supplier batch size (for raw materials) and 
production batch (for finished goods) in addition to the stock 
due to variability. This maximum stock will be integrated also 
in the MPS/SP program and stands for the upper limit of total 

stock. This maximum stock could be reached and tolerated by 
the top management in these two cases : 

o While receiving a new inbound batch (new reception). 

o Before an outbound delivery (stock assigned to the temporary 
preparation area/ Bin waiting to be loaded in customer truck). 

• Dynamic surfaces: 

Dynamic surfaces have a direct link with the minimum, 
nominal and maximum stock, and are generated to follow the 
variability of these stocks: 

o Minimum surface: stands for the minimum space that would 
accommodate the minimum stock defined expressed in 
handling units (number of pallets for example), integrating the 
unit area of one handling unit and the possible stacking level 
as well as the type of storage (flat or shelving). 

o Nominal surface: stands for the nominal space that would 
accommodate the nominal level of stock defined expressed in 
handling units, integrating the unit area of one handling unit 
and the possible stacking level as well as the type of storage 
(flat or shelving). 

o Maximum surface: stands for the maximum area that would 
accommodate the maximum stock defined expressed in 
handling units, integrating the unit surface of the handling unit 
and the number of stacking levels as well as the type of storage 
space (flat, which means massive or shelving using metallic 
structures). 

• Storage location allocation: 

The problem of allocating materials to the storage location area 
can be modeled as a task assignment problem as schematized 
below:  

 

 

 

 

 

 

 

 
As shown in the figure above, we will assign products 

(represented with handling units) to the storage location, which is 
divided to sub storage location named bins. Our problem can also 
be considered as a bin packing problem. It is about finding the most 
economical storage possible for a set of items into bins. 

 
 In our case, it is about finding the closest optimal assignment 

for a set of products that are assigned to storage location. 
Respecting lean flow directives (raw materials and finished goods 
should be stored separately to avoid flow congestion). The storage 
locations will be represented by boxes (Bins) and the products will 
be represented by items. To solve this NP hard problem we will 
use tree dimensional Bin packing algorithm, and to improve results 
we will pair the bin packing algorithm to an algorithm of list (first 
fit decreasing problem [7]. 

Figure 3: modeling of task assignment problem  

Cost 
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The table below summarizes the analogies between our 
assignment problem and the core model of bin packing problem 
modified from [8] considering the 3 dimensions and the constraints 
related to our context :  

Table 1: Analogies between bin packing and our problem 

Criteria Bin packing 
problem 

Stock allocation 
problem 

Data Article products 
Bin Storage location 
Volume of the 
article 

Dimensions of the 
product 

Objective 
function 

Assigning 
items to bins 

Assign stocks to volume 
 

Constraints The volume 
capacity of the 
bin 

The volume of the 
storage location 

Objective Minimize the 
number of bins 
used  

Minimize the volume 
used 
 

Other  Compatibility constraint 
between raw materials 
and final products, they 
must be separated to 
better flow organization, 
and between bins and 
products in function of 
storage type 

4.3. Parameters and Equations 
• Notation 

Table 2: Stock parameters 

Raw Materials 
𝑷𝑷𝑷𝑷𝑷𝑷𝒊𝒊 Parts per packaging of the raw material 

(RM) i 
𝑩𝑩𝒊𝒊 Batch Supply of the RM i 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒊𝒊 Supply Frequency of the RM i 
𝑺𝑺𝒊𝒊 Scrap Rate of the RM i 

𝑫𝑫𝑷𝑷𝑫𝑫𝒊𝒊 DPM of the RM i 
𝑺𝑺𝑺𝑺𝒊𝒊 Supplier service rate in full of the RM i 
𝑺𝑺𝑺𝑺𝒊𝒊 Supplier service rate on time of the RM i 
𝑷𝑷𝑷𝑷𝒊𝒊 Production Reliability rate of the RM i 
𝑫𝑫𝑫𝑫𝑫𝑫𝒊𝒊 Daily average consumption of the RM i 
𝑭𝑭𝒊𝒊 Supplier Firm lead time of the RM i 

𝑭𝑭𝑺𝑺𝑺𝑺𝑺𝑺𝒊𝒊 Supplies Frequency of the RM i 
𝑻𝑻𝑻𝑻𝒊𝒊 Supplier Transit Time of the RM i 
𝑺𝑺𝑺𝑺𝑺𝑺𝒊𝒊 Stock for Specific issues of the RM i 
𝒑𝒑𝒊𝒊 Price of the RM i 
𝑳𝑳𝒊𝒊 Length of the RM i 
𝒍𝒍𝒊𝒊 Width of the RM i 
𝑮𝑮𝒊𝒊 Stacking level of the RM i 

Finished Goods 
𝑷𝑷𝑷𝑷𝑷𝑷𝒋𝒋 Packaging of the finished good (FG) j 
𝑩𝑩𝒋𝒋 Minimum production batch size of the FG 

j 
𝑫𝑫𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒋𝒋 Delivery Frequency of the FG j 
𝑺𝑺𝒋𝒋 Rejection Rate and Scrap rate of the FG j 
𝑷𝑷𝑷𝑷𝒋𝒋 Production Reliability Rate of the FG j 
𝑺𝑺𝑺𝑺𝒋𝒋 Service rate on time in full of the FG j 

𝑽𝑽𝑽𝑽𝑺𝑺𝒋𝒋 Customer variability of the FG j 
𝑫𝑫𝑫𝑫𝑫𝑫𝒋𝒋 Daily average deliveries of the FG j 
𝑫𝑫𝒋𝒋 Customer firm lead time of the FG j 

𝑷𝑷𝒍𝒍𝑽𝑽𝑷𝑷𝒋𝒋 Planning frequency of the FG j 
𝑷𝑷𝑳𝑳𝑻𝑻𝒋𝒋 Production lead time of the FG j 
𝑫𝑫𝑷𝑷𝑫𝑫𝒋𝒋 DPM of the FG j 
𝑺𝑺𝑺𝑺𝑺𝑺𝒋𝒋 Stock for specific issues of the FG j 
𝑻𝑻𝑻𝑻𝒋𝒋 Customer Transit time of the FG j 
𝒑𝒑𝒋𝒋 Price of the FG j 
𝑳𝑳𝒋𝒋 Length of the FG j 
𝒍𝒍𝒋𝒋 Width of the FG j 
𝑮𝑮𝒋𝒋 Stacking level of the FG j 

DAC Daily average consumption 
Stock alerts in quantity 

𝑫𝑫𝒊𝒊𝑷𝑷𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑷𝑷 Minimum stock of the part number k 
𝑵𝑵𝑴𝑴𝑵𝑵𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑷𝑷 Nominal stock of the part number k 
𝑫𝑫𝑽𝑽𝑴𝑴𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑷𝑷 Maximum stock the part number k 

Dynamic surface 
𝒍𝒍𝑷𝑷 Length of the part number k 
𝒘𝒘𝑷𝑷 Width of the part number k 

𝑯𝑯𝑯𝑯𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑷𝑷 Number of packages in part in a handling 
unit for the part number k 

𝑺𝑺𝑺𝑺𝑽𝑽𝑷𝑷𝑷𝑷𝒊𝒊𝑷𝑷𝑺𝑺𝑷𝑷 Authorized stacking level for the part 
number k 

𝑫𝑫𝒊𝒊𝑷𝑷𝑽𝑽𝑺𝑺𝑷𝑷 Minimum surface for the part number k 
𝑫𝑫𝑴𝑴𝑵𝑵𝑽𝑽𝑺𝑺𝑷𝑷 Nominal surface for the part number k 
𝑫𝑫𝑽𝑽𝑴𝑴𝑽𝑽𝑺𝑺𝑷𝑷 Maximum surface for the part number k 

Stock alerts value 
𝑫𝑫𝒊𝒊𝑷𝑷𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑽𝑽𝑷𝑷 Minimum stock of the part number k 
𝑵𝑵𝑴𝑴𝑵𝑵𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑽𝑽𝑷𝑷 Nominal stock of the part number k 
𝑫𝑫𝑽𝑽𝑴𝑴𝑴𝑴𝑺𝑺𝑴𝑴𝑷𝑷𝑷𝑷𝑽𝑽𝑷𝑷 Maximum stock the part number k 

𝑫𝑫𝑴𝑴𝑴𝑴𝑺𝑺𝑷𝑷 Unit cost of the part number k 
 

The graphic bellow synthetizes the static and dynamic stocks taken 
into consideration in our model: 

 Dynamic stock: represents the level of stock made 
available to the planner for smoothing. 

 Static stock: represents the incompressible level of stock. 

 

 

 

 

 

 

 

 

 

 

• Static stock 

RM 

Figure 4: Static and Dynamic Stocks 
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 (1): Stock due to quality level. 

 (2): Stock due to production reliability. 

 (3): Stock for specific issues. 

 (4): Stock due to quality level. 

 (5): Stock due to production reliability. 

 (6): Stock for specific issues. 

 (7): Stock due to supply frequency. 

 (8): Stock due to production variability. 

 (9): Stock due to supplier batch. 

 (10): Stock due to delivery frequency. 

 (11): Stock due to customer variability. 

 (12): Stock due to production batch. 
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𝐷𝐷𝑃𝑃𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖 + (𝑆𝑆𝑖𝑖 + 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖) × �
𝐹𝐹𝑖𝑖

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖
×

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 + 1 − 𝑆𝑆𝑆𝑆𝑖𝑖 × 𝑆𝑆𝑆𝑆𝑖𝑖 × �
𝐹𝐹𝑖𝑖

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖
+ (1 − 𝐷𝐷𝑅𝑅𝑖𝑖) ×

�
𝐹𝐹𝑖𝑖

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖
× 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 + 𝑇𝑇𝑇𝑇𝑖𝑖 +

𝐷𝐷𝑃𝑃𝑀𝑀 �𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 ,
𝐵𝐵𝑖𝑖

𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖
�                                                  (15)  

 
• Stock alerts in value: 

      𝐷𝐷𝑀𝑀𝑃𝑃𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑉𝑉𝑘𝑘 = 𝐷𝐷𝑀𝑀𝑃𝑃𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 × 𝐶𝐶𝑀𝑀𝑀𝑀𝑆𝑆𝑘𝑘                 (16) 

 

     𝑁𝑁𝑀𝑀𝑁𝑁𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑉𝑉𝑘𝑘 = 𝑁𝑁𝑀𝑀𝑁𝑁𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 × 𝐶𝐶𝑀𝑀𝑀𝑀𝑆𝑆𝑘𝑘               (17) 

 

    𝐷𝐷𝑃𝑃𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑉𝑉𝑘𝑘 = 𝐷𝐷𝑃𝑃𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 × 𝐶𝐶𝑀𝑀𝑀𝑀𝑆𝑆𝑘𝑘                  (18) 

 
• Dynamic surface: 

http://www.astesj.com/


A. Laassiri et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 306-319 (2021) 

www.astesj.com     312 

𝐷𝐷𝑀𝑀𝑃𝑃𝑃𝑃𝐹𝐹𝑘𝑘 = 𝐷𝐷𝑀𝑀𝑃𝑃𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 × (𝐻𝐻𝐻𝐻𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 ÷ 𝑆𝑆𝑆𝑆𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑆𝑆𝑘𝑘) × 𝑃𝑃𝑘𝑘 × 𝑤𝑤𝑘𝑘    (19) 

 

Nomark = Nomstockk × (𝐻𝐻𝐻𝐻𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 ÷ Stackingk) × lk × wk) (20) 

  

Maxark = Maxstockk × (𝐻𝐻𝐻𝐻𝑀𝑀𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 ÷ Stackingk) × lk × wk)   (21) 

 

• Allocation problem: bin packing model 

The bin packing problem is NP hard in strong sense, this has 
been demonstrated using the reduction with 2-Partition, to solve 
medium to large instances we need to adopt heuristics developed 
particularly to solve this problem. The most popular heuristics in 
literature are first fit, Next fit and best fit, which have proven its 
effectiveness. The most adapted heuristic to our context is First 
fit, since the articles are assigned in a given order (in our case the 
order is in function of the daily average consumption). Then each 
article is placed in the first bin that can contain it.  
A new box is considered only if this article does not fit in any box 
(considering the remaining empty volume in each box).The box 
remains open until the end of the execution of the algorithm, in 
case we engage the constraints of compatibility between articles, 
if an article is not compatible with a bin or an article or with 
another article already assigned in the current box, it will be 
assigned to the next box that ensure compatibility first then ensure 
the volume constraint contrary to the next fit heuristic where box 
is closed permanently if the volume of the current article cannot 
be contained in the box. The box is permanently closed, and it is 
impossible to assign a new article even if the remaining empty 
volume is enough to contain a new article. A new box is 
considered and becomes the current box. The reference [9] have 
proven the result of First fit:  

𝐹𝐹𝑀𝑀𝐹𝐹𝑀𝑀𝑆𝑆 𝐹𝐹𝑀𝑀𝑆𝑆 (𝑂𝑂) ≤ 𝑂𝑂𝑂𝑂𝑆𝑆𝑀𝑀𝑁𝑁𝑃𝑃𝑃𝑃(𝑂𝑂) + 2 ∀𝑂𝑂              (22) 

Research in the article [10] have demonstrated that the 
sequential coupling of list algorithms and bin packing heuristics 
guarantee better results, the first fit decreasing is the one that 
provides the best results, at a factor 2 of the optimal as proved by 
the reference [2]. Our assignment problem involves the allocation 
of stocks (total handling units) to the storage location (divided into 
sub-storage locations) with a flow constraint, that the raw 
materials and final products should be stored separately to remain 
an organized physical flow. It serves as a simulation tool to check 
if the policy of replenishment proposed sticks with the space that 
we have in the warehouse considering that the layout and the 
storage location are already defined. 

Next, we will adopt the first fit decreasing heuristic to resolve 
the storage location assigning problem based on the daily average 
consumption of the handling unit, which refers to the daily 
consumption of the product marked in the HU label, sorted in the 
descending order (the HU of high runner products will be assigned 
first). We will use the following formalization in addition to some 
modifications related to our context: 
 

- i: The index that represents the handling unit i. 
- j: The index that represents the storage location bin j.  
- S: The set of storage location bins in the warehouse. 

- HU: The set of handling units. 
- 𝑉𝑉𝑖𝑖: The volume occupied by the handling unit i (3D). 
- 𝑉𝑉𝑗𝑗 : The volume of the bin j. 
- Dac𝑖𝑖: The daily average consumption of the handling unit 

i. 
 
The decision variables are described below: 
 

𝑀𝑀𝑖𝑖,𝑗𝑗 = �1, 𝑀𝑀𝑆𝑆 𝑆𝑆ℎ𝐹𝐹 𝐻𝐻𝐻𝐻 𝑀𝑀 𝜖𝜖 𝐻𝐻𝐻𝐻 𝑀𝑀𝑀𝑀 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑃𝑃𝐹𝐹𝑎𝑎 𝑆𝑆𝑀𝑀 𝑆𝑆ℎ𝐹𝐹 𝑀𝑀𝑆𝑆𝑀𝑀𝐹𝐹𝑃𝑃𝑆𝑆𝐹𝐹 𝑏𝑏𝑀𝑀𝑃𝑃 𝑗𝑗𝜖𝜖 𝑆𝑆
0, 𝐹𝐹𝑃𝑃𝑀𝑀𝐹𝐹                                                                                                

𝐶𝐶𝑖𝑖,𝑗𝑗 = �1, 𝑀𝑀𝑆𝑆 𝑆𝑆ℎ𝐹𝐹 𝐻𝐻𝐻𝐻 𝑀𝑀 ∈ 𝐻𝐻𝐻𝐻 𝑀𝑀𝑀𝑀 𝑀𝑀𝑀𝑀𝑁𝑁𝑂𝑂𝑃𝑃𝑆𝑆𝑀𝑀𝑏𝑏𝑃𝑃𝐹𝐹 𝑤𝑤𝑀𝑀𝑆𝑆ℎ 𝑆𝑆ℎ𝐹𝐹 𝐵𝐵𝑀𝑀𝑃𝑃 𝑗𝑗 ∈ 𝑆𝑆
0, 𝐹𝐹𝑃𝑃𝑀𝑀𝐹𝐹                                                                                            

The algorithm bellow describes the first fit decreasing algorithm 
adopted which is the sequential coupling of the list algorithm 
based on the consumption of productions and the first fit 
algorithm:  
 

Algorithm 1: The principle of the first fit decreasing algorithm 
Result:  𝐴𝐴𝑗𝑗∀𝑗𝑗 ∈ 𝑆𝑆 
Input data:  

- HU, 𝑀𝑀 ∈ {1, … , card(HU)} ,𝑉𝑉𝑖𝑖  , Dac𝑀𝑀 ∀i ∈  HU 
- 𝑆𝑆 , 𝑗𝑗 ∈ {1, … , card(S)} ,𝑉𝑉𝑗𝑗  ,∀𝑗𝑗 ∈ 𝑆𝑆 
- 𝐶𝐶𝑖𝑖,j, ∀ j ∈ S 

 
Initialization:  

- 𝐴𝐴𝑗𝑗 =0, the initial volume of the bin j ∀j∈ S, all bins is 
empty at the beginning. 

- 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐴𝐴(3,𝑐𝑐𝑃𝑃𝐹𝐹𝑐𝑐(𝐻𝐻𝐻𝐻)) , the chart with card (HU) columns 
and 3 lines that contains respectively: 𝐻𝐻𝐻𝐻𝑖𝑖,𝑉𝑉𝑖𝑖,𝐷𝐷𝑃𝑃𝑀𝑀𝑖𝑖  

- 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵(3,𝐷𝐷𝑃𝑃𝐹𝐹𝑐𝑐(𝐻𝐻𝐻𝐻)) ,  the chart with 3 columns that 
contains:  𝐻𝐻𝐻𝐻𝑖𝑖,𝑉𝑉𝑖𝑖,𝐷𝐷𝑃𝑃𝑀𝑀𝑖𝑖 after the step of sorting. 

 
Sort 𝐷𝐷𝑃𝑃𝑀𝑀𝑖𝑖 , ∀𝑀𝑀 ∈ 𝐻𝐻𝐻𝐻 in a descending order, then place them with 
the corresponding HU and volume in 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵− 
 
 
for k = 1 … 𝑀𝑀𝑃𝑃𝐹𝐹𝑎𝑎(𝐻𝐻𝐻𝐻) do 

𝑗𝑗 : = 1, Assigned: = false 
while (assigned= false) & 𝑗𝑗 ≤ card(S)) do 

   if the HU 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵1,𝑘𝑘 is compatible with the bin 𝑗𝑗 
(𝐶𝐶𝑐𝑐ℎ𝑃𝑃𝐹𝐹𝑎𝑎 𝐵𝐵(1,𝑘𝑘),𝑗𝑗 = 1) then 

  

    if 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵(2,𝑘𝑘) holds in j, (𝐴𝐴𝑗𝑗 + 𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵(2,𝑘𝑘) < 𝑉𝑉𝑗𝑗) then    
  Assign  𝐶𝐶ℎ𝑃𝑃𝐹𝐹𝑆𝑆 𝐵𝐵(1,𝑘𝑘) to the bin j: 

𝑀𝑀𝐷𝐷ℎ𝑃𝑃𝐹𝐹𝑎𝑎 𝐵𝐵(1,𝑘𝑘),𝑗𝑗 = 1  
𝐴𝐴𝑗𝑗 = 𝐴𝐴𝑗𝑗 +  𝑇𝑇𝑃𝑃𝑏𝑏 𝐵𝐵(2,𝑘𝑘) 
Assigned: = True 
𝑗𝑗 : = 𝑗𝑗 + 1 

end 

   

  end    
end 

end 
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4.4. Resolution method: Segmentation and assignment of stocks 

The demarche of segmentation starts from the integration of 
input data, until the calculation of the stock alerts: in quantity, in 
number of packages (HU), in financial value and in square meters.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 

 

 

 

 

 

 

The output of the segmentation demarche will be the input 
data for the storage location assignment demarche, the demarche 
starts with the initialization (input data), then engaging the first fit 
decreasing algorithm for the construction step (best known 
solution) based on the daily average consumption. Next, we will 
use a large neighborhood search as described below: 

• Step 1 (perturbation): we randomly remove handling units 
from bins, and randomly empty a few bins completely. Then 
we sort the bins in a decreasing order in function of the 
current volume occupied in each one 𝐴𝐴𝑗𝑗. 

• Step 2 (optimization): we select the removed HU, and 
reassign them into bin using a constructive heuristic, in our 
case we have chosen the wall building heuristic because of 
the flow constraints, we should place similar HUs next to 
each other as if we build a brick wall.  

• Step 3 (update of the best-known solution): if the new 
solution obtained is better than the best known solution, we 
replace the current best known solution, if not, we go back to 
the first step and engage a new cycle of perturbation, 
reoptimization. 
The demarche of stock segmentation and storage location 
assignment is described below: 

The action plan mentioned in the segmentation demarche tends to 
optimize six variables:  
• Stock delivering (adapting the frequencies of delivery to 

minimize the number of days of finished good stock). 
• Batch of production or supply (to synchronize the daily 

average consumption or daily average delivery). 
• Variability of the demand (that must be contractual).  
• Service Rate (of both customer and supplier). 
• Quality level (of both supplier and customer delivered parts) 

an finally the safety stock. 

For the case study, we will use the script code developed by 
Güneş Erdoğan (CLP Spreadsheet Solver) with some modification 
related to our context. 

Input data : part numbers daily 
consumption, the other 

parameters... 

 

Calculation of 
minimum,nominal,maximum 

stock 

If the total nominal 
stock < to stock 

budget 

Yes 

Integration of unit cost and 
surface parameters 

Static and dynamic stocks 
calculation (defined equations) 

Integration of minimum and 
maximum stock in MRP 

calculation as upper and lower 
limit of stock 

Calculation of the 
minimum,nominal,maximum 

surface and stock value 

No 

Rectify stock 
levels according 
to targeted level 

Simulate the assignment of 
stocks using as an input: the 

number of HU corresponding 
the minimum stock and the 

maximum 

Engage the steps:  initialization, 
perturbation, reoptimization, 

update of the best-known 
solution 

Figure 5: Segmentation and assignement demarche 
Figure 6: Master data transaction (classification tab) 
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4.5. Integration of alerts in MRP calculation 

After the calculation of minimum and maximum alerts of stock, 
we integrate theme in SAP following the steps below: 
 

 Access to the transaction of master data. 
 Choose the classification tab. 
 Add the alerts of stock in the corresponding field. 

 
This data in the classification tab will be used to run the Material 
Resource Planning in automatic mode (MRP job) for the frozen 
period or Manuel smoothing of orders for the forecast horizon. 

Our alerts were integrated in the supply VBA program (SP) and 
Master Production Schedule VBA program (MPS) already 
developed by the company using EXCEL VBA. The datasheet of 
SP includes the following data (Figure 7):  
 
• The stock quantity and cover and value extracted from SAP. 
• The requirement of the part in question into the frozen and 

forecast horizon (named “Part A” in the figure 7). 
• The cover of the part in question in the end of the period (day, 

week). 
• The purchase quantity in function of the batch size or its 

multiples. 
• In each period (day, week) the quantity proposed by the 

system ensures that the coverage after acquisition of this 
quantity is between the minimum and maximum alert. 

• If the cover exceeds the maximum alert of stock, the system 
doesn’t propose any purchase quantity and jump to the next 
period. 

 
The datasheet of MPS includes the following data (figure 7):  
 

• All the data mentioned in SP. 
• It works the same as SP, but instead of purchase quantity, 

we find the production quantity and instead of supplier 
batch size we find the production minimum size. 

 

4.6. Limits of the proposed method 

 If there is an error in the input data, consequently the results 
will not be consistent and right. 

 If there is any discrepancy between the physical and the stock 
injected in the information system, the quantities proposed by 
MRP (either planned orders or purchase order) won’t ensure 
the coverage of stock shown in the information system. 

 The alerts of stock should be updated in a regular basis (every 
three months for example) knowing that the volumes could 
change in horizon forecast and the daily average consumption 
must follow the new volumes. 

 The model of assignment considers zero distance between 
two HUs, and the volume and number of HU are already 
known before engaging the solver (off-line). 

 Case study: Moroccan industrial compan 

4.7. Segmentation of stocks 

The segmentation model developed was tested in a real case 
study conducted using data of a Moroccan multinational company 
specialized in automotive parts.  

We have chosen 5 references of each family to show the details 
of each parameters and how we can interpret the results obtained 
using equations and logistic parameters defined before. 

After integrating the ten references in the spreadsheet developed, 
we obtain the result below: 

After realizing the simulation with the current data we 
conclude the following point by family of productions 

For raw materials:  

• To see the impact of stock due to transit time, stock to cover the 
frequency of delivery, and stock to covering quality of service 
let’s take an example of the part number A : the nominal stock is 
equivalent to 8.2 days this stock include also the transit time 
equivalent to four days. 

Figure 7: SP (1) and MPS (2) 
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Figure 8: The datasheet of raw materials 
 

 
 

 
 

Figure 9:  The datasheet of final products 

• This duration could be reduced if we consider local suppliers of 
customers, that the distance between the place of order and the 
place of delivery is closer. This decision could have an impact on 
the order cost. Then, we have 5.3 days in stock because of the 
frequency of delivery to customer, if there is a possibility to raise 
the frequency from 2 trucks to 3 trucks per week, this quantity of 
stock days will be largely optimized. Consequently, the overall 
value of stock will be optimized reducing the impact on 
immobilized cash. Moreover, if we have a contract with suppliers 
that stipulate a global service rate greater than 90%, the stock 
related to service rate will be improved ( currently 1,7 days). In 
the other hand, a minimum order quantity synchronized with 
daily consumption will solve many problems of returns of stocks 
non-consumed to the warehouse after production. This constraint 

was taken into consideration while developing the program 
under Excel VBA, so if we have a non-synchronization between 
these two values; this means that the resulting rate is greater than 
one week (generally 5 working days); the program underlines in 
red the minimum supplier batch. In the current simulation data, 
the resultant rate doesn’t exceed one week or production. 
Regarding the space of storage required if the storage type 
required is: RACK (shelving structures), the spreadsheet gives 
the number of modules equivalent to nominal stock for the part 
number A is about 2 modules. For the flat type of stock. If the 
storage type required is: FLAT, the spreadsheet specifies the net 
surface needed in square meters (for the part number B and C, 
the surface needed is respectively 4 and 8 square meters). For the 
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Figure 10:  Simulation data structure 

total space needed (includes the stock net space and services 
aisles space), we apply a mark-up of 2.4.  

• Another example of optimization we found, for the reference B. 
The stock due to the batch supply is 1.3 days, knowing that we 
consume 60 parts per day, and the batch supply is 800 parts. So, 
if we reduce the supplier batch, we could gain 1.3 days in stock 
of this reference. 

• For the reference D, if we increase the supply frequency from 1 
truck per month to 1 truck per week, we could gain 7.5 days in 
stock and the stock due to supply frequency will be 20.5 days. 
Furthermore, if we find a forwarder who can ensure the delivery 
in less than 18 days, for example 14 days, the stock due to supply 
frequency will be 16.5 stock days. 

For finished goods:  

• The important stock for the references H,I,J,K is the stock due 
to the frequency of customer deliveries, that implies a stock to 
cover the time between two deliveries, we have 4 days for 
each reference, if we increase the delivery frequency for 
example from one truck per week to 2 trucks per week, we 
could gain 2 days in stock 

• The stock due to production service is huge for the reference 
G, if we oblige the production team to respect the production 
plan communicated by logistics, we could improve the 
reliability rate and gain 2.3 days in stock caused by the current 
production reliability rate. 

Considering all this remarks, the action plan to reduce stocks 
should start by eliminating the important stock mentioned above. 
The spreadsheet also gives the corresponding space that should be 
revered for each reference (minimum, nominal and maximum); all 
these informations will serve as an input data for the assignment 
phase. 

4.8. Assignment of stocks in storage locations 
For the assignment phase, we define the following data 

structure according to the bin packing notation: 

𝐴𝐴𝐹𝐹𝑆𝑆𝑀𝑀𝑀𝑀𝑃𝑃𝐹𝐹

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

− 𝐻𝐻𝐻𝐻(ℎ𝑃𝑃𝑃𝑃𝑎𝑎𝑃𝑃𝑀𝑀𝑃𝑃𝑆𝑆 𝐻𝐻𝑃𝑃𝑀𝑀𝑆𝑆)

⎩
⎪
⎨

⎪
⎧− 𝑉𝑉𝑀𝑀𝑃𝑃𝐻𝐻𝑁𝑁𝐹𝐹 �

𝐿𝐿𝐹𝐹𝑃𝑃𝑆𝑆𝑆𝑆ℎ
𝑊𝑊𝑀𝑀𝑎𝑎𝑆𝑆ℎ
𝐻𝐻𝐹𝐹𝑀𝑀𝑆𝑆ℎ𝑆𝑆

                                        

− 𝑄𝑄𝐻𝐻𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀𝑆𝑆𝑄𝑄                                                    

− 𝑇𝑇𝑄𝑄𝑂𝑂𝐹𝐹 �𝑅𝑅𝑊𝑊: 𝐹𝐹𝑃𝑃𝑤𝑤 𝑁𝑁𝑃𝑃𝑆𝑆𝐹𝐹𝐹𝐹𝑀𝑀𝑃𝑃𝑃𝑃𝑀𝑀       
𝐹𝐹𝐺𝐺 ∶ 𝑆𝑆𝑀𝑀𝑃𝑃𝑀𝑀𝑀𝑀ℎ𝐹𝐹𝑎𝑎 𝑆𝑆𝑀𝑀𝑀𝑀𝑎𝑎𝑀𝑀                 

 

− 𝐷𝐷𝐴𝐴𝐶𝐶(𝑎𝑎𝑃𝑃𝑀𝑀𝑃𝑃𝑄𝑄 𝑃𝑃𝑎𝑎𝐹𝐹𝐹𝐹𝑃𝑃𝑆𝑆𝐹𝐹 𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀𝐻𝐻𝑁𝑁𝑂𝑂𝑆𝑆𝑀𝑀𝑀𝑀𝑃𝑃)                                                   

− 𝑆𝑆𝑆𝑆𝑀𝑀𝐹𝐹𝑃𝑃𝑆𝑆𝐹𝐹 𝑆𝑆𝑄𝑄𝑂𝑂𝐹𝐹 � 𝐹𝐹𝑃𝑃𝑃𝑃𝑆𝑆                                                                               𝑅𝑅𝑃𝑃𝑀𝑀𝑀𝑀 𝑀𝑀𝐹𝐹 𝑀𝑀ℎ𝐹𝐹𝑃𝑃𝑎𝑎𝑀𝑀𝑃𝑃𝑆𝑆(𝑅𝑅𝐶𝐶𝑅𝑅)                                            

 

𝐵𝐵𝑀𝑀𝑃𝑃

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

− 𝐵𝐵𝑀𝑀𝑃𝑃 𝑆𝑆𝑄𝑄𝑂𝑂𝐹𝐹 

⎩
⎪
⎨

⎪
⎧− 𝐹𝐹𝑃𝑃𝑃𝑃𝑆𝑆 �

−  1
−  2
− . .

− 𝑅𝑅𝐶𝐶𝑅𝑅 �
−  1
−  2
− . .

                 

− 𝑉𝑉𝑀𝑀𝑃𝑃𝐻𝐻𝑁𝑁𝐹𝐹 𝑀𝑀𝑃𝑃𝑂𝑂𝑃𝑃𝑀𝑀𝑀𝑀𝑆𝑆𝑄𝑄 �
− 𝐿𝐿𝐹𝐹𝑃𝑃𝑆𝑆ℎ
− 𝑊𝑊𝑀𝑀𝑎𝑎𝑆𝑆ℎ
− 𝐻𝐻𝐹𝐹𝑀𝑀𝑆𝑆ℎ𝑆𝑆

        

− 𝑁𝑁𝐻𝐻𝑁𝑁𝑏𝑏𝐹𝐹𝐹𝐹 𝑀𝑀𝑆𝑆 𝑏𝑏𝑀𝑀𝑃𝑃𝑀𝑀                               

  

 

Figure 11: The layout of the warehouse 

We consider the following instances: 

• Considering the warehouse of the company (figure 11). 
• The set of storage bin (Table 3).  
• 10 reference of RW and FG (table 4 and 5) as an example. 

The two family of products are not compatible (can’t be 
stored in the same bin). Compatibility between bins and 
references (storage type needed). 

Table 3 : The set of Bins 

Bin 
Type 

Number 
of BINs 

Width in 
meter (x) 

Height in 
meter (y) 

Length in 
meter(z) 

FLAT 10 28 6 1,2 
RCK 10 28 6 1,2 

 

Table 4: The set of RW references 

RW Storag
e type 

DA
C 

Numbe
r of 
HU 

Width 
(meter
) (x) 

Heigh
t 
(meter
) (y) 

Lengt
h 
(meter
) (z) 

RW
-1-
A 

FLAT 120 2 1 1,1 1,2 

RW
-2-B 

RCK 60 5 0,8 1 1,2 

RW
-3-
C 

RCK 400 33 1 1,2 1,2 

RW
-4-
D 

FLAT 225 28 1 1,4 1,2 

RW
-5-E 

FLAT 116 11 1 1,4 1,2 

RW
-6-F 

RCK 120
0 

80 1 1,1 1,2 

RW
-7-
G 

FLAT 700 56 1 1,1 1,2 
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RW
-8-
H 

FLAT 865 40 1 1,1 1,2 

RW
-9-I 

FLAT 923 21 1 1,1 1,2 

RW
-10-
J 

RCK 103
2 

84 1 1,1 1,2 

Table 5 : The set of FG references 

R
W 

Storag
e type 

DA
C 

Numbe
r of 
HU 

Width 
(meter
) (x) 

Height 
(meter
) (y) 

Lengt
h 
(meter
) (z) 

FG
-1-
A 

FLAT 220
0 

105 0,8 1,2 1,2 

FG
-2-
B 

RCK 200
0 

131 0,8 1,2 1,2 

FG
-3-
C 

RCK 115
0 

35 0,8 1,2 1,2 

FG
-4-
D 

RCK 820 45 0,8 1,2 1,2 

FG
-5-
E 

RCK 480 27 0,8 1,2 1,2 

FG
-6-
F 

FLAT 640 50 0,8 1,2 1,2 

FG
-7-
G 

FLAT 500 42 0,8 1,2 1,2 

FG
-8-
H 

FLAT 140 64 0,8 1,2 1,2 

FG
-9-I 

FLAT 980 99 0,8 1,2 1,2 

FG
-
10-
J 

FLAT 655 83 0,8 1,2 1,2 

Table 6: Simulation results 

Bin  Volume 
occupied 

References 
Assigned 

Number of 
HU assigned 

Flat 1 100% FG-9-I 175 
FG-10-J 

Flat 2 100% FG-6-F 175 
FG-1-A 

FG-10-J 
FG-7-G 

Flat 3 99.94% RW-1-A 145 

RW-4-D 
RW-7-G 
RW-8-H 
RW-9-I 

Flat 4 54% FG-6-F  
94 FG-8-H 

Flat 5 10.48% RW-5-E  
13 RW-9-I 

Flat 6 0% - - 
Flat 7 0% - - 
Flat 8 0% - - 
Flat 9 0% - - 

Flat 10 0% - - 
Rack 1 99% FG-5-E  

173 FG-2-B 
FG-3-C 

Rack 2 91% RW-2-B  
141 RW-6-F 

RW-10-J 
Rack 3 42% RW-10-J 61 

RW-3-C 
Rack 4 38% FG-5-E 67 

FG-4-D 
Rack 5 
to Rack 

10 

 
0% 

 
- 

 
- 

 

We take as an example the progress of assignment of BIN 1 Flat 
to show how the algorithm used works: 

• Phase 1, 2: we place HU of the reference FG-9-I next to 
each other, knowing that the storage type required is 
“Flat”. 

• Phase 3: the algorithm moves to the reference FG-10-J 
which is compatible with the FG-9-I and also requires a 
flat storage type. 

• Phase 4, 5, and 6: the algorithm place similar items next 
to each other in order to form stock piles with the same 
references. 

After engaging the assignment VBA solver developed 
initially by Güneş Erdoğan and modified by us for 1200 
seconds and 67978 iterations, we obtain the following results: 

After analyzing the simulation results, we have concluded the 
following points:  

• The number of bins used: 9 (20 in total). 
• Number of HU assigned: 1044 (all the HU were assigned 

correctly). 
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Figure 12: The assignment progress of the Bin 1 Flat 

• The constraints of compatibility between raw materials and 
finished goods have been respected; in each bin we found 
only one family of products; Raw materials or Finished goods 
but not both. This means that there will be no congestion 
while preparing raw materials to be transferred to the linefeed 
of finished goods to be transferred to preparation area. 

• The constraints of compatibility between the references to 
assign and the storage bin type (Flat or Rack) have been 
respected. 

• The filling rate of bins is maximized, where there is no 
constraint of compatibility. 

• The stocks are assigned following the physical flow, starting 
from the first bin, then the second, then the third… which 
keeps the warehouse organized. 

• The wall building heuristic has given good quality results, if 
we look at the first part of assignment progress (figure 13), 
we observe that the assignment is done by placing HU’s of 
similar articles next to each other  to form the first level of 
stock (phase 1) then the second level (phase 2). In the third 
level, the heuristic moves to the article FG-10-j which is 
compatible with FG-9-I and place HU in the third level. 
Moving to the next levels, the piles formed respond to the 
notion: brick wall, we found a harmony of articles in each 
pile, which is a part of the visual management; it is easy to 
identify the references stored in the bin FLAT 1 as an 
example when we are present physically in the warehouse. 

4.9. Synthesis  

The spreadsheet developed defines the alerts of stocks in 
addition to the nominal stock in quantity, in days of stock and in 
monetary value for each part number. Furthermore, the required 

space for each reference equivalent to each alert of stock is defined 
considering the requested type of storage either massive or rack 
stock, and the tolerated stacking level. In the MRP calculation, we 
have integrated the upper and lower limit of stock in order to 
propose quantities of orders inside this interval of stock when 
running automatically (daily Job of MRP) 

This tool facilitates the management of procurement and 
production planning by providing an interface including all 
logistics parameters throughout the supply chain impacting the 
EQO. The tool we have developed will facilitate the work of 
logistic decision-makers as it integrates the static and dynamic 
aspect of the stock while considering logistic management 
constraints. The assignment part allows to manager to check the 
feasibility of the stock replenishment policy defined in the 
segmentation phase compared to the storage locations available 
and the total budget authorized. Furthermore, it facilitates the 
management of physical flow; the spreadsheet is a logistic decision 
support tool. Among these advantages: 

• Defining adequate procurement policy and checking the 
alignment of the stock value calculated with the value monthly 
budgeted by the top management. 

• Defining a dynamic storage area for each item in the 
warehouse, if there is any change in the values of nominal 
stock, we anticipate the actions to be taken regarding the 
storage area. 

• Detecting the anomalies and the discrepancies regarding the 
various logistic parameters of supply or sale (example: 
supplier minimum order and daily average consumption of 
products) and see the impact on the number of days in stock 
in real time mode. 

1 

2 

3 6 

5 

4 
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• Ensuring a better interpretation of the stock constraints (FG 
and RM), by segmenting them into six variables, and then 
prioritizing the actions plan to get the optimal stock: 

o Stock delivering: Increase the frequency of the delivery 
downstream (PF) and upstream (RM). 

o Batch: Decrease the launches quantities (FG) and the 
minimum order (RM). 

o Variability of the demand: To master the variability of 
customer’s needs (FG) / to respect and smooth the production 
schedule (RM). 

o Service Rate: To respect the production schedule and follow 
the reliability of the customer’s loading (FG)/ Master the 
suppliers with the supplier service rate (RM). 

o Quality level: Quality action (decrease the defective parts 
rate…). 

o Safety stock: Safety stock defined following to a management 
decision or a customer contract decision. 

• Check the correspondence of the financial target defined by 
the top management and the stock management policy 
defined. 

 Conclusion and perspectives 

The research work in our hand is very complex from a 
modeling point of view; the context of stocks in the industrial 
domain; and integrating all the constraints of operational 
management of raw materials and also finished goods. In terms of 
the initial objectives set, we successfully determine a static and 
dynamic model of stock calculation. Particularly, define the 
optimal order quantities in a detailed mathematical and algorithmic 
demarche. Then propose an algorithm to solve the storage location 
assignment problem known as NP-Hard problem and include the 
allocation of space to references in function of the alerts of stock 
defined in the segmentation phase within a Moroccan 
multinational company respecting the constraint of flow. 
Moreover, we propose a multi criteria decision tool to support 
decision makers in order to take decisions based on current policy 
of stock replenishment, and show the variables that impact the 
level of stocks and should be revised or negotiated. Finally, the 
model proposed could be replicated in any automotive industry 
context since it encompasses all the constraints adopted in such an 
exacting context. For other industries, where there is less variables 
we can use the same model using a relaxation approach of some 
constraints for each context 

For further research, after solving the space allocation problem 
in both types rack and flat, we have detected a new constraint in 
the case of flat stocks. The algorithm proposed doesn’t include the 
order of consumption of products when assigning them in the 
available space; this gap provokes one of the main Muda. It 
includes the operations of movement of products to withdraw the 
requested product since all the products are stacked, and then 
returning the non-needed products to the stockpiles. For all these 
reasons, we need to solve the assignment problem of flat stock type 
references to the space in the warehouse considering the picking 
order (retrieval) of handling units while constituting stock piles 
and optimize rehandling operations. This problem is also NP-Hard 
in a strong sense and can be modeled also as a bin packing problem 
tree dimensions with constraints of retrieval.  
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 This paper presents the designs and the simulations of proposed structures of electronically 
frequency reconfigurable planar bow-tie antenna. In the first part, a modified wide band 
self-complementary bow-tie antenna is designed and implemented. In the second part, 
varactor and PIN diodes are integrated in top side to adjust electronically the modified 
structure of bow-tie antenna over multi-band frequency. By adjusting PIN diode between 
the two states and by tuning the varactor diode inside these two states; the proposed 
antenna demonstrates two different operational frequencies. In ON state, the antenna 
covers a narrow frequency bands and in OFF state the antenna demonstrates a wide-band 
operational frequency.  
Furthermore, a new structure of reconfigurable antenna implemented with PIN diode and 
two hexagonal parasitic elements is developed to realize a multi-band operational 
frequency band and to cover GPS and GMS bands. Simulated results show a return loss 
less than -10dB with a gain varied between 0.5 and 3.5dB.  

Keywords:  
Bow-tie antenna 
Frequency- reconfigurable 
antenna 
Multi-band frequency antenna  
 

 

 

1. Introduction   

In the modern communication system, frequency 
reconfigurable antenna has been achieved an important extension 
as for as adjusted operated band and low cost.   

Indeed, various structures designs are implemented to improve 
configurability. In [1], mechanical control method is employed to 
creat a different operated frequency band. Nevertheless, this 
methode proposals several problems in comparison with the 
electronical control method which can achieve an important 
exactitude and a very fast speed. Electronic control method is more 
commonly used [2]-[4] based to RF switches such as PIN diodes, 
MEMS or varactor diodes. Those RF switches can adjust the 
effective length of the antenna which can tune the frequency band 
of the antenna when the control bias is varied. 

A frequency reconfigurable microstrip slot antenna is designed 
and implemented in [5]. The proposed antenna structure can switch 
between six different operation frequency bands using five RF PIN 
diodes. Those switches are integrated in the slot of the antenna to 

adjust the effective length of the slot. Measured results 
demonstrate a return loss less than -10dB at the different frequency 
bands, a gain equal to 4dB and a bidirectional radiation patterns.    

In [6], A compact PIFA antenna is realized to cover UHF 
DVB-H frequency band. The antenna is implemented using three 
PIN and a varactor diodes. Three metallic strips are integrated 
between the radiation element and the ground plane via PIN diodes 
when the largest metallic strips is directly soldered to the ground 
plane. Moreover, a lateral short circuit is related to the ground 
plane via varactor. Simulation results demonstrate four 
configurations with the appeared of different frequency bands in 
each configuration.         

Varactor and PIN RF switches were employed to adjust the 
frequency of reconfigurable bow-tie antenna operate over (3-
6GHz). Measured results show a reflexion coefficient less than -
10dB over the different wide operational frequency bands and a 
stable radiation patterns with a gain varied between 3.21dB and 
5.42 dB [7].   

In [8], authors proposed a new configuration which consist to 
integrate PIN diodes over the bow-tie arms to switch the antenna 
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between Bluetooth, Wimax and Wlan bands. Measurements 
demonstrated an important results. 

In this paper, we propose different structures of frequency 
reconfigurable antenna which can switch between wideband and 
narrow band operational frequency. The proposed structures of 
reconfigurable antenna have been demonstrated a multi-bands 
operation in two states with acceptable results. 

In the second section, we present the implementation, the 
simulation and the measurements of the proposed structure of 
SCBT antenna.    

In section 3, a PIN and a varactor diodes are added in the top 
side of the SCBT antenna to realize a frequency reconfigurable 
antenna which is switched between a simple frequency band and 
two dual frequency bands in ON state and a wide-band operational 
frequency in OFF state.   

Then, a proposed structure based on PIN diode and two 
hexagonal parasitic elements is developed. The two parasitic 
elements are integrated in the front and in the back side of the 
antenna structure to produce a new frequency bands over (1.49-
1.7GHz) in ON state and over (1.77-1.85GHz) in OFF state.  

2. Implementation of SCBT antenna  

A wide-band performance is required in the modern wireless 
communication systems. To obtain this goal, several wideband 
antennas are implemented in the literature such as Bow-tie antenna 
which demonstrates an important performances over a wideband 
frequency [9]-[11].  

In this section, a proposed structure of the SCBT antenna is 
designed and realized using FR4 substrate.  

 
Figure 1: Prototype of proposed bow-tie antenna  

 
Figure 2: Bow-tie antenna Measurement and simulation   

This proposed structure presents good performances such as  
wideband operation and simple implementation and feeding [12]. 
The antenna dimensions are calculated using the formulas in [12] 
and they are optimized via CST: L=54.4mm; W=41.07mm; Wt 

=2.4mm; Lt =23mm; Wp =25.6mm; Lp =21.5mm; Ls =28.6mm; 
Wr =0.6mm. Therefore, the size of the modified antenna structure 
is (50×40 mm2). The top and bottom views of the structure design 
are shown in figure 1. 

The simulation results are checked through experimental 
measures figure 2. Simulation return loss is validated with the 
experimental result and it shows a reflection coefficient less than -
10 dB over (2-4GHz). The simulation results of gain patterns are 
presented in figure.3. 

 
(a) 

 
(b) 

 
(c) 

Figure 3: Gain patterns at f= 2.4, 3.25 and 4.5GHz 

Three frequencies are chosen to determine the generated gain 
inside the operational band. Therefore, simulation results of 
modified SCBT antenna demonstrated a gain equal to 2.19dB, 
1.69dB, 3.4dB at 2.4GHz, 3.25GHz and 4.5GHz respectively, with 
a bidirectional radiation patterns in E plane. 

 
3. Frequency reconfigurable SCBT antenna using PIN and 

varactor diodes 

3.1. Design and Simulation 

Varactor and PIN diodes are implemented in the top side of the 
antenna structure to switch the antenna among different 
operational frequency bands figure 4. Therefore, the BAR 64-05w 
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PIN diode is used to control the antenna between the two states. 
When the ON state is selected, the antenna can achieve a narrow 
operational frequency band. Otherwise, when the OFF state is 
selected we can show a wideband operational frequency.   

The varactor diode used is MA46585 with a capacitance varied 
between (0.14 pF to 2.2 pF). By adjusting the reverse bias of the 
varactor diode between (0V-30V), the varactor capacitances 
values are improved and the antenna can select the looked-for band 
frequency. The varactor is modeled in the simulation as a capacitor 
in series with a forward resistance and inductor. Antenna size is 
equal to (50x40) mm2. 

 
(a)                                                     (b) 

Figure 4: Proposed frequency reconfigurable bow-tie antenna implemented with 
PIN and varactor diodes: (a) Front view (b) Back view 

When the applied Bias control is (V=0.82V), PIN diode is 
modeled by the resistance R=2.7Ω. Thus, when the diode is tuned 
ON and by adjusting the varactor capacitances value, different 
narrow frequency bands are appeared. when the value of the 
varactor diode capacitance is equal to 0.14pf or 0.19pf, we can 
show a dual band operational frequency. However, when the 
capacitance value is fixed to 0.75 pf the antenna is pointed to a 
simple narrow frequency band.  

Otherwise, when the no bias voltage is applied (V=0); the diode 
is modeled by the capacitor C= 0.22pf. Indeed, three wide bands 
are obtained when the varactor capacitances value is equal to 
0.14pf, 0.19pf and 0.75pf.  

The determined simulation results in the two states are 
presented in figure 5.  

When the diode is switched ON and the varactor capacitance 
is adjusted to 0.75pf, simulation results show a reflection 
coefficient less than -10dB over a narrow frequency band (1.83-
2GHz). Then, a dual band frequency is shown while the varactor 
capacitance is tuned to 0.19pf. The first band is varied among (2.2-
2.5GHz) and the second band occupies the frequencies (3.5-
4.2GHz), reflection coefficient in resonance frequencies is equal 
to -35dB and -18dB at 2.2GHz and 3.6GHz respectively. Two 
others dual band are achieved when the varactor capacitance is 
tuned to 0.14pf, the first band is varied between (2.2-2.5GHz) and 
the second band occupies the frequencies (4.1-4.4GHz). Return 
loss in resonance frequencies is equal to -60dB and -24dB at 
2.1GHz and 4.3GHz respectively. However, when the PIN diode 
is switched OFF and the varactor capacitance is adjusted to 0.75pf, 
the reflection coefficient is less than -10dB over (3.5-5GHz). 
When the varactor capacitance is tuned to 0.19pf the antenna 
shows a wideband operation with a reflection coefficient less than 
-10dB. The frequency band is varied among (2.1-5GHz). When the 
varactor capacitance is adjusted to 0.14pf, the antenna presents 
wideband frequency operation over (2.1-4.4GHz). Figure 6 proves 

the gain patterns in ON state with varactor capacitances 0.75 pf, 
0.19 pf and 0.14 pf and the gain patterns in OFF state with varactor 
capacitances 0.75 pf, 0.19 pf and 0.14 pf is illustrated in figure 7. 

 
(a) 

 
(b) 

Figure 5: Return loss of reconfigurable antenna with different capacities values: 
(a) in ON state, (b) in OFF states   

 

E Plane 

 

H Plane 

(a) 
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E Plane 

(b) 
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E Plane 

 

H Plane 

(c) 

Figure 6: Gain patterns in ON state (a) C=0.75pf, (b) C=0.19pf, (d) C=0.14pf.   
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E Plane 

 

H Plane 

(b) 

 

(c) 

E Plane 

 

H Plane 

Figure 7: Gain patterns in OFF state (a) C=0.75pf, (b) C=0.19pf and (c) 
C=0.14pf  

Gain patterns results in ON state present a gain equal to 
0.231dB at 1.88GHz when the varactor capacitance is on 0.75pf, a 

gain varied between 1dB and 2.8dB when varactor capacitance is 
on 0.19pf and a gain around 3.42dB when varactor capacitance is 
on 0.14pf. In OFF state, the gain is varied between 0.64dB and 
3.32 dB over the three wideband frequency. Consequently, 
bidirectional pattern has been shown and circular polarization has 
been produced.    

4. Frequency reconfigurable SCBT antenna using PIN 
diode and two parasitic elements 

4.1. Design and Simulation 

In this section, the idea is to integrate two hexagonal parasitic 
elements in the front and in the back antenna structure which 
provide a new operational frequency bands. Using this proposed 
configuration, GPS and GMS band have been covered. Antenna 
structure is shown in figure.8.    

 
(a)                                                         (b) 

Figure 8: Proposed reconfigurable bow-tie antenna integrated with PIN diode 
and two parasitic elements: (a) Top view (b) Bottom view 

We can show Multi-bands frequency operation when the two 
states are commuted. In figure 9, the reflection coefficients of the 
proposed antenna are illustrated. 

 
Figure 9: Reflection coefficient results 

Simulation results demonstrate two different states with multi-
bands operation frequency. The simulated reflection coefficients 
are less than -10dB at all frequency bands of the two states. In ON 
state, the improved frequency bands are (1.5-1.75GHz), (2.3-
4.61GHz) and (5.15-5.95GHz). At the resonance frequencies 
1.58GHz, 3.51GHz and 5.71GHz, the reflection coefficients are -
25dB -22,5dB, -34dB respectively. When the OFF state is selected, 
the obtained frequency bands are (1.77-1.85GHz), (2.24-5.1GHz) 
and (5.8-6.5GHz) and the reflection coefficients at the resonances 
frequencies ,1.81 GHz, 2.41 GHz and 5.81 GHz, are -28dB, -32dB 
and -15dB. 

Simulated gain patterns in the two states are presented in 
figures 10-11.  
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(a) 

 
(b) 

 
(c) 

Figure 10: Gain patterns in ON state at 1.58GHz (a), (b) 3.51GHz, (c) 5.71GHz 

 
(a) 

 
(b) 

 

(c) 

Figure 11: Gain patterns in OFF state at 1.81GHz (a), (b) 2.41GHz, (c) 5.81GHz 

Simulated gain patterns demonstrate the disparity of gain 
between 2.2dB and 4.7dB and a gain equal to -1.9dB at f=1.58GHz 
in ON state. when the OFF state is selected, generated gain is 
restricted to 3.55dB at all operational frequencies and a 
bidirectional pattern has been shown. Consequently, the proposed 
antenna provides a circular polarization. 

5. Comparison study   

Using the parasitic elements, we can show two states with a 
multi-band operational frequency; the structure is characterized by 
the simple design and a low control voltage (0v-3v). However, 
antenna structure using PIN and varactor diodes demonstrates six 
states which show a simple narrow band, dual-band  and wide band 
operational frequency. The structure requires a two bias voltage 
with control voltage of (0v- 3v and 15v). 

Table 1: Results Table 

STATES Varactor Parasitic 
elements C1=0.14pf C2=0.19pf C3=0.7

5pf 
ON: Dual-band 

[2.2-2.5 GHz] 
[4.1-4.4 GHz] 

Dual-band 
[2.2-2.5 
GHz] 
[3.5-4.2 
GHz] 

[1.83-2 
GHz] 

[1.49-
1.7GHz] 
[2.29-
4.6GHz] 
[5.1-5.9GHz] 

OFF: [2.1-4.4GHz] [2.1-5GHz] [3.5-
5GHz] 

[1.77-
1.85GHz] 
[2.24-
5.1GHz] 
[5.8-6.5GHz] 
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Reference Type of 
switches 

Number 
of 
switches 

Antenn
a size 
(mm2) 

Number 
of 
achieved 
Bands  

Bandwidth of 
Each Subband 

[5] RF PIN 5 50x46 6 narrow 
bands ͌500MHz 

[13] RF PIN 
 

5 50x100 5 narrow 
bands 

͌300MHz 

[14] PIN 
&varactor 

2 30x70 6 narrow 
bands 

100MHz<BW<
700MHz 

 

 

 

Proposed 

PIN 
&varactor 

2 50x40 3narrow 
bands 

& 

3wide 
bands 

200MHz<BW<
3GHz 

PIN& 

Parasiticel
ements 

1 50x40 2 states 
with 

multi-
bands in 

each 
state  

200MHz<BW<
3GHz 

6.  Conclusion  

In this paper, two structures of electronically reconfigurable 
antenna are  designed and simulated. First proposed structure is 
developed based on PIN and varactor diodes. Thus, three 
frequency bands are appeared in each state with a good return loss 
and acceptable gain (1 to 3.5dB). Using this configuration, antenna 
can commute between a narrow band and a wide band operational 
frequency. Proposed antenna size is (50×40mm). The second 
structure of reconfigurable antenna is based on simple PIN diode 
and two hexagonal parasitical elements implemented in the top and 
the bottom side of the substrate. The proposed structure can cover 
GMS and GPS band and it can realize a multi-band operational 
frequency in each state. Simulation results show an important 
performance corresponding to the gain and reflection coefficient. 
Structure size is (50×40mm).    
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 To effectively implement the social distancing or digital contact tracing in epidemic using 
an RSSI-based localization approach through Bluetooth beacon is one of the most widely 
used technologies, but simply using RSSI measurement is not more relevant because the RF 
signal is affected by several factors and the environment of usage. Traditional distance or 
positioning algorithms have large-ranging errors when applied for moving objects because 
they do not account for the device orientation and use fixed path loss models. Hence, the 
distance between the nodes cannot be obtained accurately by RSSI measurement in a 
dynamic environment. In this paper, we propose a solution to compensate for the RSSI loss 
in real-time by filtering out the noise and then accounting for the antenna orientation using 
a Beacon Packet. Antenna Orientation is determined using 9DoF (9 Degrees of freedom ) 
IMU  (Inertial Measurement Unit). The nodes simultaneously advertise their presence and 
scan for the presence of other similar beacons in their range. These nodes also deploy Low 
Power techniques during periods of inactivity to conserve battery power. Advertising is 
performed on three Bluetooth channels and no connection or response packet is required 
between the devices during advertising and scanning activities (ADV_NONCONN_IND). 
The addition of the Motion Sensor could also be used to optimize the battery life of the 
device. 

Keywords:  
Bluetooth® Low Energy  
RSSI 
Antenna Orientation 
STEVAL-BCN002V1 
Inertial Measurement Unit 
Yaw Angle 
Sensor Fusion 

 

 

1. Introduction  

This paper is an extension of work originally presented in 
ICCCS Patna 2020 [1]. Smart Contact tracing with social 
distancing is one of the efficient ways to avoid the spread of 
contagious pandemics, such as COVID-19 and future pandemics. 
In such cases, it is an advantage to alert people to maintain a safe 
distance. Additionally, it is advantageous to record their physical 
contact wherever they are at work, in public places, or at a 
relative’s home, etc. RSSI (Received Signal Strength Indicator) 
based distance calculation between two BLE (Bluetooth® Low 
Energy) based movable devices (nodes) are widely used 
technologies. However, RSSI measurements give lower accuracy 
due to variable attenuation (path loss) and fading effects with high 
variance [2]. Another factor that affects the RSSI is the antenna 
orientation and thus can affect the calculated distance between two 
transceivers. In an ideal scenario, the RSSI of the received signal 
does not very much. However, in a practical scenario the RSSI is 
affected by different factors: e.g., physical distance, reflections of 
objects, environmental parameters, movement of objects or change 
in the environment, antenna position and polarization etc. 

In this paper, we describe the algorithm and later 
experimentally verified how effectively distance calculation can be 
done by real-time compensation of the RSSI loss using nested 
mathematical filters and by accounting for the relative antenna 
orientation between transmitter and receiver for digital contact 
tracing or social distancing related applications.  

The solution developed is based on ST BlueNRG-2 SoC 
(Bluetooth Low Energy (BLE) system-on-chip), LSM6DSO and 
LIS2MDL (9DoF IMU Motion Sensor) for estimating device 
orientation. The assumption is being taken that orientation of the 
device is the orientation of antenna embedded in device from a 
fixed plane. Bluetooth® Low Energy technology is used due to 
several advantages like wide deployments in wearables and Low-
Power consumption. etc. It can communicate with a smartphone 
which can configure device parameters from the app. This solution 
will also help to avoid huge dependency on smartphone(s) even for 
pausing/ resuming the logging of the beacon.  

Antenna radiation pattern changes in a different orientation and 
this impact the RSSI of the signal, impacting parameters like 
distance based on RSSI. In most of the known solutions or papers, 
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orientation of antenna in RF devices are static, and relative antenna 
direction is not accounted. 

2. Design Architecture 

The concept has been proven using a system solution using the 
STEVAL-BCN002V1B development kit based on BlueNRG-2 
SoC [3] [4]. This development kit hosts multiple sensor which 
includes gyroscope, magnetometer, accelerometer, Time-of-
Flight, humidity, pressure, and microphone sensors. It can be  
powered by a common CR2032 coin cell. The development kit 
communicates with a Bluetooth® Low Energy enabled 
smartphone running the ST BLE Sensor app [5], available on 
iTunes and Google Play and stores. Following are major 
components in STEVAL-BCN002V1 as shown in Figure 1:  

• BlueNRG-2: Programmable Bluetooth® LE 5.2 Wireless SoC 

• LSM6DSO:  3D gyroscope and 3D accelerometer  [6] 

• LIS2MDL: high-performance, ultra-low power, 3-axis digital 
magnetic sensor [7] 

 
Figure 1: STEVAL-BCN002V1 known as BlueNRG-Tile 

The MEMS sensor section of the STEVAL-BCN002V1 
sensor node includes inertial and environmental MEMS sensors 
connected with the BlueNRG-2 via an I2C bus operating at 400 
kHz. All sensors can generate interrupts, but only the interrupts 
from the LIS2MDL magnetometer and the LSM6DSO 
accelerometer and gyroscope are connected with the BlueNRG-2 
through dedicated and independent lines. 

BlueNRG-2 integrates a Bluetooth Low Energy radio (BLE), 
an ARM® Cortex®-M0 core, 24 kB of static RAM memory, 256 
kB of Flash memory, SPI (max 1 MHz in slave and 8 MHz in 
master mode), two I2Cs (standard 100 kHz or fast 400 kHz), 
UART interfaces; two multi-function timers (MFT), a DMA 
controller, RTC and watchdog, and an ADC with PDM stream 
processor.  

 
Figure 2: Sequential Advertising and Scanning by Transceiver 

Once the BLE stack is initialized in STEVAL-BCN002V1 
node, it will advertise non-connectable undirected beacon 
(ADV_NONCONN_IND) packets and sequentially  scans packets 
from neighbor wearables as shown in Figure 2. RSSI 
approximation for the relative distance between two or more  BLE 
devices/Nodes can be improved using sensor fusion of 

Accelerometer, Gyroscope and Magnetometer. The solution is  
useful in several applications especially in social distancing or 
digital contact tracing applications. 

The impact of the RSSI variation by rotating antenna on same 
plane can be compensated by sending the Euler angle (Roll, Pitch, 
Yaw) of antenna obtained from sensor fusion through advertising 
packet as shown in Figure 3. In the proposed solution, only Yaw 
axis data (direction of the antenna) is broadcasted.  

 
Figure 3: Advertising packet format with sensor fusion data 

It is important to know that the radiation pattern is not only a 
function of the antenna itself, but it depends also on the overall 
system including PCB layout, ground plane size, space and 
mechanical surroundings. The Radiation pattern of the antenna as 
shown in Figure 4 is taken as a reference to observe the change in 
RSSI with different Euler angle, which is taken on  X and Y plane 
keeping Z axis constant with reference to IMU.  

The solution will overcome the drawback in which RSSI 
variations are huge even if the node is  at same position but in a 
different direction or orientation. The radio frequency section of 
the STEVAL-BCN002V1 includes the following elements: 

• BALF-NRG-02D3 ultra-miniature balun which integrates 
matching network and harmonics filter.  

• A Pi-network which allows additional filtering and provides 
access points for testing. Note: This network is not populated, 
as the integrated balun provides the necessary matching.  

• An SMD 2.4 GHz (ANT016008LCS2442MA1) antenna, 
which requires a certain clearance area on the PCB and 
specific passives for precise tuning. 

 
Figure 4: Antenna Radiation Pattern 
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3. Proximity Sensing and RSSI Compensation Algorithm 
using Sensor Fusion 

Following paragraph explains in detail about the algorithm that 
is developed for calculating the proximity of two Bluetooth/RF 
Nodes using RSSI Measurement and compensating RSSI loss in 
real-time by embedding the dynamic node orientation in 
advertising packet. Node orientation will be calculated using 9DoF 
IMU Motion sensor 

• Initially sensor fusion with 9 axis (3 axis each for 
accelerometer, gyroscope and magnetometer) is initialized, 
and sensor orientation is set, default orientation is ENU (East: 
X, North : Y, UP : Z) 

• The output data rate for gyroscope and accelerometer should 
be equal to or greater than 100Hz, the magnetometer can be 
40Hz  

• Magnetometer and Gyroscope calibration is done as shown in 
Figure-5, Accelerometer calibration is not necessary for 
sensor fusion except for applications demanding very high 
orientation precision. Calibration image is captured from ST 
BLE Sensor App 

 
Figure 5: Node rotation pattern for Calibration 

• Roll, Pitch and Yaw as shown in Figure 6 is obtained as an 
output of sensor fusion. Next, only the Compass angle on the 
Yaw axis (antenna direction from a fixed point) is calculated 
using sensor fusion and is embedded in the last 2 bytes of 
advertising packet to advertise it regularly. Measurement of 
compass angle depends on the Output data rate of sensors too 

 
Figure 6: Roll, Pitch and Yaw axis 

• Each BLE transceiver advertises and scans sequentially. 
Tuning the scan window, scan interval and advertising 

interval parameters can significantly impact battery life. The 
interval must be an integer multiple of 0.625ms (Time = N * 
0.625ms) from 20ms to 10.24s. For ADV_NONCONN_IND 
(non-connectable undirected event), the minimum advertising 
interval can be 20ms. There is also a random delay generated 
by the Link Layer between 0 to 10ms in each advertising 
packet  

The 
Controller maintains the list of these advertising data and provides 
the relevant information in one Advertising Report event from 
multiple devices 

 
Figure 7: Flow chart of event generation during passive scanning 

• RSSI strength is taken for the beacons received during 
scanning and nested filtering algorithm is implemented to 
filter out the variations. One of the filters applied in this 
application is Weighted Mean filter as in equation (1), where 
0< αlpha <1. To determine the best, optimize constant (αlpha), 
several tests were performed with different constant values 
between 0 to 1. The results and known conditions were 
analyzed, and best optimized value was achieved between 0.6 
to 0.7  

FILTER_RSSI = (𝑖𝑖𝑖𝑖𝑖𝑖8_𝑖𝑖)(((1 −  𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎)  ×
     𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)  + (𝑎𝑎𝑎𝑎𝑎𝑎ℎ𝑎𝑎 ×  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)); (1) 

   

• RSSI samples are filtered using nested filtering mechanism 
then transmit power and filter RSSI values are used to 
calculate distance [8] by using equation (2):   

 Distance =  10(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀−𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)/(10×𝑁𝑁)                (2) 

Measured Power: Factory-calibrated constant, it indicates 
average RSSI value at 1 meter  

N: Environment dependent constant (or path loss 
exponent) which is in the range of 2 to 6 

The path loss exponent indicates the rate at which the path 
loss increases with distance. Normally, N is defined 
between 2 to 6 as shown in Table 1 [9] 

Table 1: Path loss exponent for different environments 

Environment Path loss exponent (n) 
Free space 2 
Urban area cellular radio 2.7 to 3.5 
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Shadowed urban cellular 
radio 

3 to 5 

Inside a building - line-of-
sight 

1.6 to 1.8 

Obstructed in building 4 to 6 
Obstructed in factory 2 to 3 

 

• During the scanning, the transceiver extracts the yaw or 
compass angle of the neighbor transceiver and calculates the 
relative yaw angle 

• Slope of RSSI vs Yaw angle is calculated as shown in Figure 
12, assumed to be linear. Equation (3) for real-time 
compensation of RSSI is derived based on the slope and 
Relative Yaw angle 

 
𝑎𝑎𝑎𝑎𝐶𝐶𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  (𝑖𝑖𝑖𝑖𝑖𝑖8_𝑖𝑖)(𝐹𝐹𝑖𝑖𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 +

(𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎 𝑦𝑦𝑎𝑎𝑦𝑦 × 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎)) (3) 

Based on Compensated RSSI value, Compensated distance 
which incorporates the error due to mismatch antenna orientation 
and is calculated as in equation (4) 

Compensated distance = 10(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀−𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)/(10×𝑁𝑁)         (4) 

• The Look-up table is maintained for 2m, 4m, 6m for yaw- 
angles ranging between 0 to 360 degrees as shown in Figure 
8. The look-up table will be taken as a reference to calculate 
the Variation of RSSI for relative yaw angle from 0 to 90. 

 
Figure 8: Flow chart of Proposed Solution 

4. Adaptive Filtering of RSSI Values  

Fluctuation in RSSI is influenced by environmental noise and 
values are varied with time due to multipath reflections [10]. 
Variations in RSSI on same distance can be optimized by applying 
nested filtering algorithms. 

4.1. Weighted Mean Filter 

Optimized constant value αlpha derived from experiments is 
multiplied with previous measured RSSI value and 1 – αlpha [11] 
to the current RSSI value received from same receiver or node. 
αlpha is for deciding the weightage between previous RSSI and 
current measurement, αlpha can be in between zero to one. Several 

tests were performed with different constant values and best results 
were obtained for αlpha between 0.6 to 0.7 

𝐹𝐹𝑖𝑖𝑎𝑎𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = (1 −  αlpha ) × 𝐴𝐴 + αlpha × 𝐵𝐵          (5)   

 

  A: Current RSSI value  

  B: Previous RSSI value from same receiver  

4.2. Moving Average and Feedback Filter  

After applying Weighted Mean filter on RSSI, output values 
are updated with current values. Feedback is provided to the input 
and parallelly moving average methodology are applied on the 
number of samples saved in RAM (Random Access Memory of 
the SoC), which further filtered the noise. Nested filtering 
algorithm reduces the variations to a large extent. 
5. Power Optimization using Sensor Fusion 

Another advantage of using Motion Sensor in Digital Contact 
Tracing application is to optimize the power for longer battery life. 
The Wearable will go automatically into low power mode if there 
is no movement or activity sensed by the motion sensor for certain 
time. Whenever there is some activity sensed, for example, 
wearable is worn by a person again; Device will immediately 
switch from sleep mode to normal mode using the Wake-up event 
generated by the LSM6DSO sensor. As the wakeup interrupt line 
is connected with motion sensor interrupt line and the sensor 
generates an interrupt as soon as the device moves from it's 
position. Action will be to stop the radio (scanning + 
advertisement) automatically when the devices are not being worn 
(for example at home) as shown in Figure 9. Similarly, the radio 
can be switched On if the devices are being worn.  

 
Figure 9:  Device Power state in wake up or sleep mode 

6. Test Analysis and Results 

Various  tests analysis performed on multi nodes in the network 
to observe RSSI variations due to antenna orientation [12]. In this 
paper, Sensor fusion impact is accounted to compensate RSSI and 
Distance between two nodes. Node-A is fixed at a center of the 
circle while Node-B is at 2m distance and rotated in   
approximately 2m radius as shown in Figure 10. STEVAL-
BCN002V1 is taken as nodes shown in Figure 11. At each quarter 
movement, hundreds of filtered RSSI samples were measured to 
calculate the mean distance and error variance. With the change in 
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direction of Node B, it is assumed that antenna direction also 
changes as the or an antenna is embedded in the Node. The 
Direction of Antenna is measured in Yaw angle also can be 
counted as Compass angle. Compass angle measurement is logged 
as shown in Figure 12.  

 
Figure 10: Node B direction with respect to fixed Node A 

 
Figure 11: STEVAL-BCN002V1 as Node 

 
Figure 12: Compass Angle on Yaw axis is measured from 0 to 90 degree 

Relative compass angle or Relative Yaw angle is the 
difference between the direction of two antennas in terms of angle. 
Even the nodes are at a fixed distance, RSSI strength is weakening 
as the orientation between two antennas are not aligned as shown 
in Figure 13. 

 
Figure 13: RSSI Measurement vs Relative compass angle on fixed position 

Two experiment cases were defined to observe the impact on 
RSSI measurement and distance calculation, one before 
accounting Sensor Fusion in advertising packet and one after 
accounting it in packet. Total 100 samples were taken in each case.  

6.1. RSSI Measurement on Node B before applying Compensation 
Algorithm   

As shown in Figure 14 that before applying the compensation 
algorithm there is a huge impact in RSSI Measurement observed 
on Node B by just changing the relative antenna orientation or 
antenna direction between Node B and Node A, which further 
leads to calculating the wrong distance as per the path loss model, 
even if the actual distance between Node B and Node A is 1m. 
Similarly, Table 2 shows that as the Node B antenna direction is 
moving away from the line of sight of Node A, the calculated 
distance is increasing accordingly  

 
Figure 14: RSSI samples measurement without accounting relative antenna 

direction 

6.2. RSSI Measurement on Node B after applying Compensation 
Algorithm   

In this experiment, the Antenna direction in terms of compass 
angle is included in the advertising packet of Bluetooth® Low 
Energy node. Node-B extracts the antenna direction of Node-A to 
calculate the relative direction as shown in Figure 14, that after 
applying the compensation algorithm the impact in RSSI 
measurement observed on Node B by changing the relative 
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antenna orientation or antenna direction between Node B and 
Node A is compensated, which further leads to calculating precise 
distance calculation as per the path loss model. Similarly, Table 3 
shows that calculated distance based on RSSI after accounting the 
effect of Antenna direction is close to 1m only 

Table 2: Distance based on RSSI without compensation 

Relative Yaw 
Angle  
(B - A) in 
degree 
 

RSSI 
(without 
compensation
) Observed 
 

Distance 
based on 
RSSI (in 
meter) 
 

 
0 

 
-58 

 
1.10201845 

 
20 

 
-60 

 
1.33253754 

 
45 

 
-62 

 
1.41827941 

 
90 

 
-64 

 
1.58188643 

 

 
Figure 15: RSSI samples after accounting relative antenna direction 

Table 3: Distance based on RSSI after compensation 

 
  
Relative 
Yaw Angle  
(B - A) in 
degree 

 
 
Compensated 
RSSI (dBm) 

Compensated 
Distance 
(mm) 

 
0 

 
-58 

 
1.10018454 

 
20 

 
-58 

 
1.12301845 

 
45 

 
-57.2 

 
1.07151930 

 
90 

 
-56 

 
1.21618600 

7. Current Consumption in Proposed Solution 

The current consumption of the BlueNRG-2 can be 
accurately predicted under different conditions using the 

BlueNRG consumption tool [13]. As mentioned in paper that 
BlueNRG-2 SoC (Bluetooth® Low Energy application processor), 
LSM6DSO and LIS2MDL (9DoF IMU Motion Sensor) are the 
main component used in STEVAL-BCN002V1 for the proving 
the concept. Hence active phase and inactive phase current 
consumption of BlueNRG-2, LSM6DSO (accelerometer and 
gyroscope), LIS2MDL (magnetometer) is shown in Table 4. 

Table 4: Current Consumption  

 
  
Device 

 
 
Active Phase 

Inactive phase 
(power not gated 
by MCU) 

BlueNRG-2 1.9 mA (Active 
mode) 

0.9 µA (Sleep 
mode) 

LSM6DSO 280 µA (50Hz) 3 µA (power-
down) 

LIS2MDL 475 µA (50Hz) 1.5 µA (power-
down) 

8. Conclusion 

The use of Sensor Fusion for accounting Antenna Orientation 
in Real-time Location system is quite helpful to obtain the optimal 
design for digital contact tracing or social distancing related 
applications. Additionally, sensor fusion helps to optimize battery 
life by sensing the motion. If the node is stationary, it will direct 
the controller to disable all the radio activities and in the same way 
it will generate an event if any motion is sensed to wake up the 
device from sleep mode. The Antenna direction or orientation of 
one device is advertised using a Bluetooth beacon at regular 
intervals to other devices in the vicinity, so that the device while 
acting as a receiver can estimate the distance using RSSI by also 
accounting whether the device antenna is perfectly aligned or not. 
The Solution will be able to estimate the approximate RSSI for a 
specific position in a dynamic environment. The Solution will also 
help to avoid snooping of the beacon as the data which is being 
advertised is changing at regular intervals due to a change in 
antenna orientation. 
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 The energy states, transitions chances, oscillator intensities, and collision intensities were 
computed with FAC (fully relativistic flexible atomic code) program. The calculated results 
were utilized for identification of the reduced population to sixty-nine thin structural states 
in C-like Zn (XXV) and indicates the gain coefficients with several electron densities (from 
10+20 to 10+22 cm3) and at a wide range of electron plasma temperatures 
(700,800,900,1000, &1100,1200,1300,1400,1500) eV. By using coupled rate equation to 
calculate the reduced population at different temperature and plotting that against electron 
densities; gives that at lower electron densities the reduced population proportional with 
reduced population till radiative decay happening; while at higher electron densities than 
10+20 the radiative decay may be neglected in comparing with collisional depopulation so 
population states becomes independent and approximately the same. The gain coefficient 
was calculated by using the Doppler broadening equation of several transitions in 
Zn(XXV); these data plotted against electron density, and it was found that  the gain was 
increased with temperature and producing the short wavelength laser , between 22 and 50 
nm for the Zn30+ion. The data was compared with the experimental calculations values 
collected by NIST and with the theoretical calculations of Bhatia, Seely & Feldman; where 
the calculated data differs from energy levels of Zn (XXV) comparing to experimental 
values in NIST at (2p1/2 2p3/2)1 and (2p1/2 2p3/2)2 by 0.05 and 0.04 successively; and it differs 
than the theoretical work of Bhatia at (2p1/2 2p3/2)1 and (2p1/2 2p3/2)2 by 0.05 Ryd and 0.04 
Ryd successively also; which proved that our calculations are in well agreement with other 
works. 
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FAC  
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Doppler Broadening Equation 
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1. Introduction  

       X-ray lasers are a class of lasers in which gain has been 
demonstrated over various discrete wavelengths ranging from 
3.56nm to 46.9nm. Because of the very short-duration and high-
energy excitation pulses required to generate these lasers [1], [2], 
photo excitation method [3], Electron collisional pumping method 
(ECP), charge transfer technique, electron collisional 
recombination process and dielectronic recombination pumping 
are examples of X-ray pumping procedures which using 
picoseconds chirped pulse amplification (CPA) pulses [4]-[6]. 
Globally it’s often observed that carbon is abundant element in 
astrophysical sits having the atmosphere. Emission lines of C-like 

ions are functionalized at prosopopoeia of the solar, astrophysical 
and melting plasmas whose illustrating needed exact atomic 
calculations; where the soft X-ray and XUV regions most of the 
data was found[7], [8]; thus Electron Collisional Pumping was 
functionalized to generate   soft X-ray lasers after pumping 
methods[9], [10].  

The process of pumping was illustrated as following: 

Xl
n+ + e               Xu

n+ 

where Xl
n+ is a n-frequencies of atom ionization of the element X 

that pumping occurrence from lower level “l” to an excited level 
“u” in the same element atoms. 

Theoretically there are more works done for computing the 
energy states, transition possibilities’ and oscillator powers for Zn 
(XXV) [11]-[17]; while the gain for the same element not have 
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more studies. The goal of this thesis is to utilize the atomic 
calculations such as energy states, oscillator powers and 
spontaneous radiative decay rates which calculated by using 
(FAC) program depending on  Dirac equation for sixty nine thin-
structure states to compute reduced populations and gain 
coefficients of C-like Zn excited states through a broad extent of 
electron densities (10+20 to10+23) and at several electron 
temperatures (700, 800, 900, 1000, 1100, 1200, 1300, 1400 & 
1500).These calculations might support the experimentalists for 
generating soft X-ray lasers. 

2. Calculations equations used for Gain Coefficient 
determination 

      To calculate gain coefficient firstly energy levels, weighted 
oscillator strength and radiative rate for allowed transitions should 
be calculated; then the reduced population should calculated by 
solving coupled rate equation [18], [19]. After calculating the 
reduced population, it used to solve the Doppler broadening 
equation to obtain the gain coefficient. 

    Laser emission from Zn (XXV) ions plasma was investigated 
by studying the relation between several plasma temperatures and 
electron densities. 

According to equation (1) 

𝑁𝑁𝑢𝑢 ��𝐴𝐴𝑢𝑢𝑢𝑢
𝑢𝑢<𝑢𝑢

+  𝑁𝑁𝑒𝑒 ��𝐶𝐶𝑢𝑢𝑢𝑢𝑑𝑑

𝑢𝑢<𝑢𝑢

+ �𝐶𝐶𝑢𝑢𝑢𝑢𝑒𝑒

𝑢𝑢>𝑢𝑢

��

=  𝑁𝑁𝑒𝑒 ��𝑁𝑁𝑢𝑢
𝑢𝑢<𝑢𝑢

𝐶𝐶𝑢𝑢𝑢𝑢𝑒𝑒  +  �𝑁𝑁𝑢𝑢
𝑢𝑢>𝑢𝑢

𝐶𝐶𝑢𝑢𝑢𝑢𝑑𝑑 �

+  �𝑁𝑁𝑢𝑢
𝑢𝑢>𝑢𝑢

𝐴𝐴𝑢𝑢𝑢𝑢                                                   (1) 

   Since 𝑁𝑁𝑢𝑢 and 𝑁𝑁𝑢𝑢 are the fractional populations of levels 𝑢𝑢 𝑎𝑎𝑎𝑎𝑎𝑎 𝑙𝑙 
successively, 𝐴𝐴𝑢𝑢𝑢𝑢 represents Einstein coefficient for spontaneous 
radiative decay from u to l; 𝑁𝑁𝑒𝑒 represents the electron density and 
𝐶𝐶𝑢𝑢𝑢𝑢𝑒𝑒  𝑎𝑎𝑎𝑎𝑎𝑎𝐶𝐶𝑢𝑢𝑢𝑢 𝑑𝑑 are the rate coefficients for collisional excitation and 
de-excitation successively. The actual population density 𝑁𝑁𝑢𝑢  of 
the 𝑢𝑢𝑡𝑡ℎ state can be computed from relation (2) [20][21]. 

 

𝐶𝐶𝑢𝑢𝑢𝑢𝑑𝑑 = 𝐶𝐶𝑢𝑢𝑢𝑢𝑒𝑒 �
𝑔𝑔𝑢𝑢
𝑔𝑔𝑢𝑢
� exp �

∆𝐸𝐸𝑢𝑢𝑢𝑢
𝑘𝑘𝑘𝑘𝑒𝑒

�                                      (2) 

  Since 𝑔𝑔𝑢𝑢  and 𝑔𝑔𝑢𝑢 represents a statistical weights of lower and 
upper states, successively. 
 

The electron impact excitation rates identified by the 
effective collision strengths 𝛾𝛾𝑢𝑢𝑢𝑢  
[20]Where; 

𝐶𝐶𝑢𝑢𝑢𝑢𝑑𝑑     =
8.6287 ∗ 10−6

guTe
1 2⁄ 𝛾𝛾𝑢𝑢𝑢𝑢                                (3) 

 
The measured population density Nu  of the uthwas calculated 
[20], 

 
𝑁𝑁𝑈𝑈 =  𝑁𝑁𝑢𝑢 ∗  𝑁𝑁𝑢𝑢                                                       (4) 

Since 𝑁𝑁𝐿𝐿is the number of ions which achieved at the ionization 
stage 𝐿𝐿 [20], 

𝑁𝑁𝐿𝐿 =  𝑓𝑓𝐿𝐿
𝑁𝑁𝑒𝑒

𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎�                                                      (5) 

Since 𝑁𝑁𝑒𝑒 is the electron density,𝑍𝑍𝑎𝑎𝑎𝑎𝑎𝑎 is the average degree of 
ionization and 𝑓𝑓𝐿𝐿 is the fractional abundance of the ionization 
levels were calculated [20]. Where the populations computed 
from Equation (1) is equal the unit; 

�
𝑁𝑁𝑢𝑢
𝑁𝑁𝑢𝑢

69

𝑈𝑈=1

  = 1                                                                (6) 

where the populations density calculated by Equation (1) is 
equal unit, 

By computation the state’s population density, the values 𝑁𝑁𝑢𝑢 𝑔𝑔𝑢𝑢⁄   
and   𝑁𝑁𝑢𝑢 𝑔𝑔𝑢𝑢⁄  can be determined.           

To prove that when inversion factor (F>0) gives positive gain 
equation (7) was used[22]; 

𝐹𝐹 =  
𝑔𝑔𝑢𝑢
𝑁𝑁𝑢𝑢

�
𝑁𝑁𝑢𝑢
𝑔𝑔𝑢𝑢

−  
𝑁𝑁𝑢𝑢
𝑔𝑔𝑢𝑢
�                                                    (7) 

Since 𝑁𝑁𝑢𝑢 𝑔𝑔𝑢𝑢⁄  and𝑁𝑁𝑢𝑢 𝑔𝑔𝑢𝑢⁄  are the reduced populations of the upper 
state and lower state successively. Then Eq. (7) used to compute 
the gain coefficient (α) for Doppler broadening of the various 
transitions in the Zn (XXV) ion. 

𝛼𝛼𝑢𝑢𝑢𝑢 =  
𝜆𝜆𝑢𝑢𝑢𝑢3

8𝜋𝜋
 [

𝑀𝑀
2𝜋𝜋𝜋𝜋𝑘𝑘𝑢𝑢

]1 2� 𝐴𝐴𝑢𝑢𝑢𝑢𝑁𝑁𝑢𝑢 𝐹𝐹                            (8) 

Since M is the ion mass, 𝜆𝜆𝑢𝑢𝑢𝑢is the transition wavelength in (nm), 
and 𝑘𝑘𝑢𝑢is the ion temperature in eV. 

3. Results and discussions 

3.1. Energy states 

With utilizing (FAC) [23] energy state measures for the 1s2 
2s2 2pnl (n=3, l=s, p & d) and ml (m=4,l=s, p, d &f ) 
configurations in C-like Zn+30 was obtained, this data presented in 
Tables (1); which shows the 69 energy levels of transition 
configurations: 

Table (2) presented the comparison between our calculations 
of energy levels for Zn (XXV) the theoretical calculations by 
Bhatia, Seely and Feldman [12] and the actual results computed 
by NIST [24]. 

In table (2), the calculated data for energy levels of Zn (XXV) 
comparing to experimental values in NIST at (2p1/2 2p3/2)1 and 
(2p1/2 2p3/2)2 by 0.05 and 0.04 successively; and it differs than the 
theoretical work of Bhatia at (2p1/2 2p3/2)1 and (2p1/2 2p3/2)2 by 0.05 
Ryd and 0.04 Ryd successively also; which proved that our 
calculations are in well agreement with other works. 

3.2. Level population 

Where increasing the excited electrons in higher energy states 
than in ground state causes the production of Laser in the XUV 
and soft X-ray spectral area; 
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Table 1: Energy states and definitions for Zn (XXV) 

 
* Ryd is Rydberg constant 

 
Schematic diagram of population inversion (Source of figure: 

https://spie.org/publications/fg08_p94_lasers?SSO=1) 

 

 

 

Thus the process of the reduced population densities was 
computed for sixty nine thin structure states starting from 1s2 2s2 
2pnl (n=3, l=s, p&d) and ml (m=4, l=s, p, d &f) configurations. 
The determination was done by applying the coupled rate Eq. (1) 
simultaneously using MATLAB version 7.10.0 (R2010a) 
computer program [25][17]. 

Figure (1 to 4) illustrate the reduced population for states 
(2p3/23s1/2)2, (2p1/23p3/2)1, (2p3/23p3/2)3, (2p3/23p3/2)1, (2p3/23d5/2)4, and 
(2p3/23d3/2)3at various temperatures (800,900,1000,1100)eV; so it 
can explain the behavior of states populations’ density for several 
ions; where at low electron densities the reduced population 
densities are proportional to the electron densities, and the 
excitation process for an excited state is followed immediately by 
radiation decay. These results were agreed with the results of 
Feldman et.al. [11,17,24]. At electron density 10+19 various peaks 
were appeared; which means that radiative transitions dominant 
the de-excitation due its higher energy and fast decay time. 
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Figure 1: Reduced population of Zn+30 states at electron temperature 800eV. 

 
Figure 2: Reduced population of Zn+30 states at electron temperature 900eV. 

 
Figure 3: Reduced population of Zn+30 states at electron temperature 1000eV. 

 

 

 
Figure 5: Reduced population of level (a) (2p1\23p1\2)1, (b) (2p1\23p3\2)1 for Zn (XXV) 
after electron collisional pumping as a function of the electron density at 
temperatures (700, 800, 900, 1000, 1100, 1200, 1300, 1400&1500) eV. 

3.3. Radiative lifetime 
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atomic transfer probability is related to the life time u of an exited 
state  

 

 
Figure 6: Reduced population of level (a) (2p3\23p3\2)3, (b) (2p3\23p3\2)1 for Zn (XXV) 
as a function of the electron density at different electron temperatures (700,800, 
900, 1000, 1100, 1200, 1300, 1400&1500) eV. 
 

𝜏𝜏𝑢𝑢 =
1

∑ 𝐴𝐴𝑢𝑢𝑢𝑢𝑢𝑢
                                               (9) 

Table 3. Illustrate the results of (2p1/23d3/2)2--(2p1/23p3/2)1, 
(2p3/23d5/2)4—(2p1/23p3/2)1and (2p3/23d5/2)4—((2p1/23p3/2)2radiative 
life time is longer than the lifetime of the lower state.   

 

3.4. Inversion factor 

According to equation (7) the reduced population for lower 
states and upper states was calculated and demonstrate in the 
equation to calculate the inversion factor and it’s found that the 

inversion factor is larger than zero. By using electron collisional 
pumping process the pumping quanta can be transferred to other 
state as a result of collision process, and this cause population 
inversion from the upper states to the lower states; whence this 
population inversion achieved appositive gain via F>0[21]. 

3.5. Gain coefficient 

The gain process is the measure of the part of medium energy 
transferred to the emitted radiation which causes the amplification 
of the emitted radiation leading to strength optical power. 

To calculate the gain the MATlab version the program was 
used to solve the coupled rate equation; this by using Aul 
(spontaneous decay rates), Ce

lu (electron collisional excitation rate 
coefficients) and Cd

ul (electron collisional deexcitation rate 
coefficients). 

> 0. 

Finally the Doppler broadening equation was solved for 
various transitions to give the gain coefficient; then by plotting 
the relation between gain and electron density at different 
temperature to obtain the most intense laser transitions. 

The figures (7, 8, 9, 10 & 11) illustrates the proportional 
relation between gain and electron density; and also have 
proportional relation between gain and temperature. According to 
the collected data it’s found that the largest gain occur at 
temperature (1100eV) which give gain height of (13.522cm-1) at 
wavelength (50nm); this transition is at (2p3/23p3/2)1—(2p1/23p3/2)1 
which refers to them by (16<>9). The smallest gain occur at 
temperature (800eV) which give gain   height of (2.5530cm-1) at 
wavelength (22.79nm); this gain transition at (2p3/23d5/2)4—
(2p1/23p3/2)1which describe them as (22 <>10); the gain of these 
transition at (22 <>10) and at (16<>9) was  plotted against electron 
densities at different temperatures. See Figure (11). 

 
Figure 7: Electron density versus Gain coefficient at temperature 800 eV. 
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Figure 8: Electron density versus Gain coefficient at temperature 900 eV. 

 

Figure 9: Electron density versus Gain coefficient at temperature1000 eV. 

 

Figure 10: Electron density versus Gain coefficient at temperature1100 eV. 

 

 

Table 4: configuration states, wavelength and maximum gain coefficient at 
various temperatures. 

 

4. Conclusions 
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 Wireless sensor networks are an emerging technology that is used to monitor points or 
objects of interest in an area. Despite its many applications, this kind of network is often 
limited by the fact that it is difficult to provide energy to the nodes continuously, forcing the 
use of batteries, which restricts its operations. Network density may also lead to other 
problems. Sparse networks require stronger transmissions and have little redundancy while 
dense networks increase the chances of overhearing and interference. To address these 
problems, many novel medium access control (MAC) protocols have been developed through 
the years. The objective of this study is to assess the effectiveness of the T-MAC, B-MAC, 
and RI-MAC protocols in a variable density network used to collect data inside freight trucks 
carrying fruits that perish quickly. This article is part of the PrunusPós project, which aims 
to increase the efficiency of peach and cherry farming in Portugal. The comparison was 
done using the OMNET++ simulation framework. Our analysis covers the behavior and 
energetic properties of these protocols as the density of the network increases and shows 
that RI-MAC is more adaptable and consumes less energy than the alternatives. 

Keywords:  
Wireless Sensor Networks 
WSN 
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Energy Efficiency 
Performance Assessment 
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1. Introduction  
The world’s growing reliance on technology has increased the 

necessity for data collection. Wireless sensor networks (WSNs) are 
one of the many technologies that have appeared to fulfill such a 
niche, allowing greater versatility on what data is collected and 
how. WSN’s applications include improving emergency response 
[1], control urban lighting [2], control precision irrigation systems 
[3], monitor patients in healthcare facilities [4], and many others. 

A WSN is a network comprised of nodes that collect data about 
the environment and send it to a data collection system. Although 
flexible, WSNs have several limitations. Usually, nodes do not 
have long-range communication capabilities and rely on a 
gateway, also called a base station, to send the data to its 

destination. They are also made to be cheap and compact, limiting 
the hardware that may be used. Finally, nodes do not have a 
reliable power source, forcing them to use batteries. These factors 
combined limit a node's battery life, so care must be taken to 
reduce consumption to a minimum.  

The power used in performing the necessary measurements is 
hard to modify, being mostly dependent on the physical 
mechanism used to acquire the data. On the other hand, idle 
listening and transmitting data are some of the most power-
intensive tasks on a WSN [5], therefore most optimization efforts 
have tried to tackle these factors. These attempts have achieved 
variable success through techniques such as duty cycling [6], the 
use of separate communication channels to wake up nodes [7], 
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reworking the medium access control (MAC) protocol [8], and 
many others [9]. 

Attempts to implement novel MAC protocols have been 
particularly prevalent [10] because the MAC sublayer controls 
when transmissions are sent and is responsible for avoiding 
collisions, which force data to be retransmitted. A protocol’s 
behavior can be more adaptable than then a mechanism 
implemented on the radio level, allowing for the specialization of 
protocols into certain specific domains such as mobility [11] and 
others. Finally, data reduction, adaptive sampling, and data 
prediction techniques required additional coordination between 
nodes and may depend on the physical nature of the variable. These 
facts coupled with the availability of tools for simulations are the 
reason why this paper will focus on novel MAC protocols and their 
impact on energy consumption. 

The environment and node density may also exacerbate the 
detriments of idle listening and retransmission [12]. Sparse 
networks have a much greater average distance between nodes, 
reducing interference between transmission and overhearing, but 
increasing the minimum power of the radios. On the other side of 
the scale, dense networks contain large quantities of nodes 
confined in a relatively small area. At its limit, a dense WSN may 
behave like a fully connected network. This increases the 
probability of collisions and means that many nodes around a 
transmitter will over-hear the radio signals. Because of these 
differences, sparse and dense networks have different 
requirements for optimal operations. 

The purpose of this paper is to compare MAC protocol for use 
in variable density wireless sensor networks. More specifically, 
their use on freight trucks to gather data about cargo temperature 
and other properties during transport. The scenario was developed 
following a survey of MAC protocols [13] and as part of the 
PrunusPós project [14], which aims to extend the shelf life of 
peaches and cherries in the Beira Interior region in Portugal. These 
fruits are highly seasonal and deteriorate rapidly after harvest. 
Storage under controlled temperature and humidity can slow down 
their decay, but even slight variations may compromise this 
process. In the proposed scenario, the sensors have been integrated 
into the crates or other containers used to store and transport the 
product, which allows for them to provide continuous feedback on 
the ambient conditions. Such a system facilitates individualized 
data collection from the moment the fruits are packaged to their 
delivery.  

This granularity is desirable because it allows historic data to 
be tracked even though products in the same store shelf can come 
from many different producers and take many different paths while 
flowing through national and local distribution networks. For 
example, if a problem happens to a specific batch of products, the 
companies involved could look through the data to determine 
exactly where the lapse in their process has happened. This 
individualized approach also means that other sensors could be 
added to track variables and phenomena which are more localized 
than temperature, meaning that such a system could be adapted for 
a variety of products. 

One of the problems of the proposed setup is that the number 
of nodes in the space can vary according to the size of the container 
and how full the truck is. The main objective of this work is to 

analyze the behavior of several MAC protocols under a variety of 
node densities that could be expected in this application. For our 
comparison, we have simulated the Timeout MAC (T-MAC) [15], 
Berkley MAC (B-MAC) [16], and Receiver Initiated MAC (RI-
MAC) [17] protocols. Together, these protocols cover the main 
types of MAC protocols available today and allow us to identify 
the weaknesses of each approach when compared to the others. 
The simulations have been done using the OMNeT++ discrete 
simulation framework [18], which is a robust simulation tool that 
has been used in previous research [19,20], is updated frequently, 
and has extensive documentation. 

The rest of this paper is organized as follows: Section 2 
overviews the related work and explains the basic operations of the 
protocols compared. Section 3 explains how the simulation 
environment was set up goes over the results of the simulations, 
detailing the behavior of each protocol. Finally, section 4 
concludes the paper and provides directions for future work. 

2. Related Work 

There have been many MAC protocols developed over the 
years for specific applications. Some of the first ones that were 
tailor-made for WSNs focused on making defining schedules with 
active and inactive parts for each node, creating a period where 
whole sections of the network could sleep. Sensor MAC (S-MAC) 
[21] and T-MAC [15] are the most notable in this category. Both 
work by giving nodes wake-up/sleep schedules and synchronizing 
them as they enter the network. T-MAC, however, attempts to 
reduce the time a node remains awake by utilizing a timeout 
period. If a node does not receive any transmissions during a 
timeout window, it will assume all data has been sent and will go 
back to sleep. Otherwise, it restarts the timer and continues 
listening to the medium. S-MAC’s and T-MAC’s procedures are 
visualized in Figure 1.  

 
Figure 1: S-MAC and T-MAC comparison, adapted from [15] 

The Demand Wakeup MAC protocol (DW-MAC) [22] is an 
alternative synchronous protocol, however, it does not utilize the 
active part of the schedule to send and receive messages. It replaces 
CTS/RTS messages with scheduling messages (SCH), which the 
nodes use to choose a moment during the sleeping section of the 
frame where they can communicate without the risk of 
interferences. This scheduling is done based on the time the SCH 
frame was received, meaning that no two messages can be 
scheduled for reception by the same node at the same time. 

Although effective, these approaches require a synchronization 
mechanism to prevent schedule drift, which adds complexity and 
extends the time the radio module is active. They are also less 
effective when multiple schedules are being used in the network, 
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especially in very dense ones [15], a phenomenon called virtual 
clustering. Finally, one of the main flaws of synchronous protocols 
is that all the nodes wake up and contend for the medium at the 
same time. DW-MAC shifts when the data is sent, but the nodes 
still need to contend for the medium when the active part of the 
schedule begins. This means that there is a burst of activity in the 
beginning and, in networks restricted to small areas, that leads to 
only a few nodes being able to communicate at a time, with the rest 
of the network waiting for the medium to become free once more. 

 
Figure 2: LPL communication example, adapted from [23]. 

The B-MAC protocol [16] improves on some of these 
concerns. It is a specialized MAC protocol that reduces energy 
consumption by allowing nodes to have independent activity 
schedules. Nodes that have data to transmit send preambles 
slightly longer than the sleeping period of the receiver. When the 
destination node wakes up, it samples the medium and, if it detects 
a preamble, it remains awake. Once the preamble has ended, the 
sender transmits the data with the destination identifier. This 
process is known as Low Power Listening (LPL) and it allows 
nodes to have completely independent schedules. The procedure is 
illustrated in Figure 2. LPL has been shown to considerably reduce 
energy consumption when compared to other mechanisms. B-
MAC addresses many of the problems synchronous protocols have 
by not requiring a schedule, which eliminates the necessity for 
synchronization mechanisms and means that it is not affected by 
the formation of virtual clusters. However, B-MAC’s long 
preamble leads to the same problem the other cited protocols have 
where a few nodes monopolize the medium, preventing nearby 
nodes from transmitting data in the meantime. 

More recent protocols have explored other paradigms. As 
shown in Figure 3, in the RI-MAC protocol [17], the receiver 
initiates the data transfer by sending a beacon message to indicate 
to the sender nodes that it is available to receive data. This reduces 
the time a node occupies the medium and increases the maximum 
throughput. It also avoids sending the long preamble messages 
associated with LPL and other asynchronous strategies. However, 
this change in procedure can lead to problems when the 
communications channel is asymmetric, meaning that messages 
being sent in one of the communication directions has a lower 
chance of being received because of interference or other factors.  

 
Figure 3: RI-MAC communication example, adapted from [8]. 

In cases where communication channels are very asymmetric, 
the Asymmetric MAC protocol (Asym-MAC) can reduce their 
impact [8]. Asym-MAC is very similar to RI-MAC, but it has two 
modes. Each communication attempt is started in R-mode, which 
operates like RI-MAC. However, if the sender does not receive a 
probe message within a certain period, indicating that it is being 
lost frequently, the communication will change to T-mode, where 
the sender initiates the communication. This prevents repeated loss 
of the beacon and restores communications in asymmetric 
channels, but Asym-MAC is slightly worse than RI-MAC in terms 
of energy consumption when the level of asymmetry is very low. 

Much like Asym-MAC, the A-MAC protocol attempts to 
improve on RI-MAC [24]. It utilizes a different link-layer 
primitive, the backcast, to allow multiple nodes to be probed at the 
same time and reliably detect when it receives more than one reply 
at the same time, allowing it to better decide when to go back to 
sleep. A-MAC also allows nodes to utilize multiple frequencies to 
communicate, which increases the total throughput of the network 
and means that beacon messages may be segregated to a different 
frequency band to prevent interferences. While A-MAC is more 
effective than RI-MAC, it requires radios with memory-mapping 
and other features to work properly. A-MAC can still be used with 
other radios; however, it is less efficient and requires workarounds 
depending on the architecture of the hardware. 

To test the effectiveness of various strategies in the proposed 
context, one protocol of each type was chosen.  T-MAC was 
selected over the other alternatives because it makes various 
improvements without leading to additional drawbacks. B-MAC 
was chosen because it is one of the most robust asynchronous 
protocols. It has been used in multiple real-world applications and 
there are reliable implementations for TinyOS, an operational 
system for embedded systems. Despite its effectiveness, A-MAC’s 
hardware requirements often conflict with available equipment, 
which is made to be cheap and easily replaceable. On the other 
hand, Asym-MAC’s gains in asymmetric communication channels 
are not applicable in the proposed scenario. Outside interferences 
are dampened because the truck acts as a Faraday cage and there 
are no identifiable internal factors that could cause a high level of 
asymmetry. Considering these factors, RI-MAC was selected to be 
added to the simulations. 

3. Performance Assessment 

3.1. Network Settings 

Figure 4 illustrates the proposed scenario. Nodes were 
integrated into the containers used to carry cargo inside a truck. 
These sensors measure the temperature regularly and transmit the 
data to a gateway that uses the truck’s radio to send the data to its 
destination. In real-world applications, the nodes could also 
measure other parameters to guarantee the safety and quality of the 
products. The density of the network in this scenario can vary 
according to the size of the container, how full the truck is, and 
how the boxes were arranged. To reduce complexity, the 
parameters of the protocols are not adjusted depending on how the 
truck is loaded, meaning that protocols must be flexible to 
accommodate a wide range of densities. 

To measure the effectiveness of each protocol, the scenario was 
built on the OMNET++ [18] simulator and the INET framework 
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[25] was used to handle wireless communications. The default B-
MAC implementation from INET was used in these simulations. 
RI-MAC was implemented following the structure outlined in 
[17]. The original paper describing T-MAC leaves many questions 
unsolved about how the protocol should work [26], so our 
implementation was based on the one present in the Castalia 
Simulator [27], which is built on top of OMNET++. 

 
Figure 4: Proposed scenario. 

As shown in Table 1, a variable number of nodes was scattered 
in a 2.2m by 15.75 m area to simulate the restricted environment 
where they would be deployed. Table 2 contains the power 
consumption of the various radio states used in the simulations, 
which were chosen to model the ESP8266EX Wi-Fi microchip 
[28]. For the purpose of this article, the energy consumed 
performing the measurements was ignored so that only the power 
spent by the normal function of each protocol is measured. 

Table 1: Simulation parameters. 

Simulation Parameter Value Unit 
Area height 2.2 m 
Area width 15.75 m 
Sapling interval 100 s 
Data length 32 B 

Table 2: Radio power consumption based on a 3.3V power supply. 

State Power Consumption  Unit 
Idle 15 mA 
Receiving 50 mA 
Transmitting 120 mA 
Sleep 10 uA 

Table 3 contains the main variables relating to the operations 
of the protocols studied. These values were previously acquired 
through other simulations designed to discover the optimal 
parameters for a network with 5 nodes. A small network was used 
so that the effects of increasing the number of nodes in the network 
without adjusting the parameters would be more noticeable. 

Table 3: MAC variables 

MAC Variable Value  Unit 
T-MAC frame duration 0.7 s 
T-MAC timeout interval 0.03 s 
B-MAC slot duration 0.17 s 
RI-MAC sleep interval 0.85 s 

The protocols were evaluated according to the number of 
delivered packages, their success rate, total energy consumption, 
energy spent per packet, number of over-heard packets, and their 
overall adaptability to the increasing network density. Other 
factors such as the latency of transmissions inside the network 

were not considered because external variables such as the delay 
of the communications between the truck’s radio and the system 
that stores the acquired results would overshadow these small 
aspects in real-world applications.  

In order to get representative and meaningful results, each 
simulation scenario was executed 20 times. The results presented 
for each performance metric represent the average values 
calculated from the obtained results. Only the average values are 
represented in the graphs, as the standard deviations were 
negligible. 

3.2. Results Analysis 

Firstly, T-MAC, B-MAC, and RI-MAC were compared in 
terms of delivery success rate. Figure 5 shows the number of 
delivered packages for each density. In the base case with only 5 
nodes, all protocols have a high success rate, however, their 
behavior starts to diverge as the number of nodes increases. T-
MAC maintains a very high delivery ratio until the number of 
messages saturates its initial capacity, after which it becomes 
erratic. Success rates pick up again after 40 nodes because nodes 
are spending more time awake due to timeout extensions, which 
increases the network capacity. At the 50 to 55 range the number 
of delivered packets peaks because the repeated timeout extensions 
make nodes remain awake all the time, which maximizes the time 
they have to transmit. However, the protocol has reached its limit 
after this point and any additional messages only cause degradation 
of the service due to interference, leading to a drastic decline in 
capacity. 

 
Figure 5: Total packets delivered according to network density. 

B-MAC also does not work effectively outside its ideal 
conditions, the absolute number of delivered packages remained 
stable throughout the experiment. This is likely because of how the 
protocol saturates the medium while transmitting a preamble. A 
centralized node can easily interferer with the communications 
anywhere else in such a limited space, reducing total throughput. 
Finally, RI-MAC had the best overall results. Figure 6 shows that 
it consistently delivered almost all the packets and showed 
minimal service degradation as the density of the network 
increased. This is because nodes block the medium for shorter 
durations and less frequently than the other protocols, leaving 
room for a greater load in the network. 

http://www.astesj.com/


R.S. Cotrim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 341-347 (2021) 

www.astesj.com     345 

 
Figure 6: Delivery success rate according to network density. 

In terms of power consumption, the most visible difference 
between the protocols occurs after the network reached 50 nodes. 
Figure 7 shows that, because of the increasing amount of network 
events (transmissions), nodes running T-MAC spend an increasing 
amount of time awake, which leads to more energy consumption. 
At a certain point, nodes are not able to sleep between wake-up 
signals. Figure 8 illustrates how this happens. This extra awake 
time increases the number of transmissions the protocol is capable 
of handling but also causes a substantial increase in energy 
consumption. 

After 55 nodes the extensions become so frequent that the 
nodes remain permanently awake, maximizing energy 
consumption. Because of that, the energy consumed by the 
network increases linearly with each added node after this point as 
shown by Figure 9. However, the added consumption does not 
translate into extra capacity. At 55 nodes, the protocol starts to 
become overloaded, and each additional node increases the 
chances of interference, which forces nodes to retransmit data, 
increasing the chances of interference further. This leads to a 
feedback loop that severely hinders the protocol’s operations. 

 
Figure 7: Energy consumption per packet according to network density. 

 
Figure 8: Continuous extension of the T-MAC timeout period leads to increased 

energy consumption and no sleep between wakeup signals. 

 
Figure 9: Total network consumption according to network size. 

B-MAC and RI-MAC do not suffer from the same problem, 
their power consumption grows smoothly with the number of 
nodes in the network. RI-MAC spends more power in absolute 
terms, but its performance compared to the number of delivered 
packages is much better. In contrast, B-MAC’s added expenditure 
does not translate into usable network capacity. 

 
Figure 10: Average number of data packets overheard by nodes depending on 

network size. 
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Figure 10 puts the previous results into perspective. The 
average number of over-heard messages, data packets a node 
received that were not addressed to it, can also be used to 
characterize the behavior of a protocol. Ideally, a node would never 
receive a message addressed to another node to conserve energy. 
As this statistic did not consider beacon messages, B-MAC comes 
close to the optimal case. However, this only occurs because the 
absolute number of packets B-MAC sent was constant. If the 
protocol was more flexible, a similar phenomenon to what 
happened with RI-MAC would have been seen. As the number of 
nodes in the network increase, not only does the same happens to 
the number of messages, but also to the chances of a node waking 
up and accidentally receiving a packet sent to another one. This is 
one of the causes of the increasing power consumption per packet 
sent seen in Figure 7. 

Finally, T-MAC’s results are consistent with the increase in 
total energy consumption. Unlike RI-MAC, it displays a mostly 
linear increase in overhearing rate because nodes wake up at the 
same time, meaning that all nodes within the range of a 
transmission always receive the packet being sent. The gap in the 
graph is caused by the same issues explored in the analysis of the 
previous graphs. 

4. Conclusion and Future Work 

This paper presents the results from a series of simulations 
designed to study the performance of various MAC protocols in 
networks with variable node density, especially denser ones. In this 
instance, the proximity between nodes makes the network behave 
similarly to a fully connected one. The scenario was set up to 
model their use inside delivery trucks with the intent of monitoring 
perishable goods in transit as part of the PrunusPós project. This 
initiative aims to reduce the losses farmers and distributors of 
peaches and cherries incur every year due to the fragility of these 
fruits. 

The protocols were evaluated in terms of delivery success rate, 
energy consumption, overhearing, and flexibility as node densities 
increase. The results show that RI-MAC, a protocol based on 
receiver-initiated communications, had the best reliability and 
lowest consumption per package in a wide range of network 
densities. Its flexibility is ideal for networks with highly variable 
density and where continuous adjustment of protocol parameters 
may be challenging. The growth of power expenditure is also 
minimal with every node, indicating the networks with more nodes 
are possible with a limited energy budget. 

Furthermore, it is possible to see the various shortcoming of 
LPL based protocols such as B-MAC and synchronous protocols 
such as T-MAC. Their behavior is good under the conditions they 
were optimized for; however, they can quickly lose effectiveness 
when outside the initial bound. The length of beacon messages and 
the synchronized wakeup time make them unsuited for extremely 
dense networks. Future studies should focus on confirming the 
presented findings in a real testbed to uncover the finer details of 
RI-MAC’s behavior in a network with variable density. Protocols 
that take into account the number of neighbors a node has may also 
offer an avenue for research. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment  

This study is within the activities of project “PrunusPós - 
Optimization of processes for the storage, cold conservation, 
active and/or intelligent packaging and food quality traceability in 
post-harvested fruit products”, project n. º PDR2020-101-031695, 
Partnership n.º 87, initiative n.º 175, promoted by PDR 2020 and 
co-funded by FEADER within Portugal 2020. P.D.G. thanks the 
support of Fundação para a Ciência e Tecnologia (FCT) and C-
MAST - Centre for Mechanical and Aerospace Science and 
Technologies, under project UIDB/00151/2020. V. N. G. J. S. and 
J. M. L. P. C. acknowledge that this work is funded by 
FCT/MCTES through national funds and when applicable co-
funded EU funds under the project UIDB/50008/2020. The 
authors would also like to acknowledge the company InspiringSci, 
Lda for its interest and valuable contribution to the successful 
development of this work. 

References 

[1] K. Lorincz, D.J. Malan, T.R.F. Fulford-Jones, A. Nawoj, A. Clavel, V. 
Shnayder, G. Mainland, M. Welsh, S. Moulton, “Sensor Networks for 
Emergency Response: Challenges and Opportunities,” IEEE Pervasive 
Computing, 3(4), 16–23, 2004, doi:10.1109/MPRV.2004.18. 

[2] X. Liu, P. Hu, F. Li, “A street lamp clustered-control system based on 
wireless sensor and actuator networks,” in Proceedings of the 10th World 
Congress on Intelligent Control and Automation, IEEE: 4484–4489, 2012, 
doi:10.1109/WCICA.2012.6359237. 

[3] R.G. Vieira, A.M. Da Cunha, L.B. Ruiz, A.P. De Camargo, “On the design 
of a long range WSN for precision irrigation,” IEEE Sensors Journal, 18(2), 
773–780, 2018, doi:10.1109/JSEN.2017.2776859. 

[4] J.M.L.P. Caldeira, J.J.P.C. Rodrigues, P. Lorenz, “Intra-Mobility Support 
Solutions for Healthcare Wireless Sensor Networks–Handover Issues,” 
IEEE Sensors Journal, 13(11), 4339–4348, 2013, 
doi:10.1109/JSEN.2013.2267729. 

[5] G.J. Pottie, W.J. Kaiser, “Wireless integrated network sensors,” 
Communications of the ACM, 43(5), 51–58, 2000, 
doi:10.1145/332833.332838. 

[6] J. Ma, W. Lou, Y. Wu, X.-Y. Li, G. Chen, “Energy Efficient TDMA Sleep 
Scheduling in Wireless Sensor Networks,” in IEEE INFOCOM 2009 - The 
28th Conference on Computer Communications, IEEE: 630–638, 2009, 
doi:10.1109/INFCOM.2009.5061970. 

[7] S. Singh, C.S. Raghavendra, “PAMAS - Power aware multi-access protocol 
with signalling for Ad Hoc networks,” Computer Communication Review, 
28(3), 5–25, 1998, doi:10.1145/293927.293928. 

[8] M. Won, T. Park, S.H. Son, “Asym-MAC: A MAC protocol for low-power 
duty-cycled wireless sensor networks with asymmetric links,” IEEE 
Communications Letters, 18(5), 809–812, 2014, 
doi:10.1109/LCOMM.2014.032014.132679. 

[9] G. Anastasi, M. Conti, M. Di Francesco, A. Passarella, “Energy conservation 
in wireless sensor networks: A survey,” Ad Hoc Networks, 7(3), 537–568, 
2009, doi:10.1016/j.adhoc.2008.06.003. 

[10] S. Hayat, N. Javaid, Z.A. Khan, A. Shareef, A. Mahmood, S.H. Bouk, 
“Energy efficient MAC protocols,” Proceedings of the 14th IEEE 
International Conference on High Performance Computing and 
Communications, HPCC-2012 - 9th IEEE International Conference on 
Embedded Software and Systems, ICESS-2012, 1185–1192, 2012, 
doi:10.1109/HPCC.2012.174. 

[11] Q. Dong, W. Dargie, “A Survey on Mobility and Mobility-Aware MAC 
Protocols in Wireless Sensor Networks,” IEEE Communications Surveys & 
Tutorials, 15(1), 88–100, 2013, doi:10.1109/SURV.2012.013012.00051. 

[12] F. Jia, Q. Shi, G.M. Zhou, L.F. Mo, “Packet delivery performance in dense 
wireless sensor networks,” 2010 International Conference on Multimedia 
Technology, ICMT 2010, 12–15, 2010, 
doi:10.1109/ICMULT.2010.5629537. 

[13] R. Cotrim, J.M.L.P. Caldeira, V.N.G.J. Soares, Y. Azzoug, “Power Saving 
MAC Protocols in Wireless Sensor Networks: A Survey,” TELKOMNIKA, 
2021. 

[14] R.R. Nacional, PrunusPós, 2021. 

http://www.astesj.com/


R.S. Cotrim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 341-347 (2021) 

www.astesj.com     347 

[15] T. Van Dam, K. Langendoen, “An adaptive energy-efficient MAC protocol 
for wireless sensor networks,” SenSys’03: Proceedings of the First 
International Conference on Embedded Networked Sensor Systems, 171–
180, 2003, doi:10.1145/958491.958512. 

[16] J. Polastre, J. Hill, D. Culler, “Versatile low power media access for wireless 
sensor networks,” in Proceedings of the 2nd international conference on 
Embedded networked sensor systems - SenSys ’04, ACM Press, New York, 
New York, USA: 95, 2004, doi:10.1145/1031495.1031508. 

[17] Y. Sun, O. Gurewitz, D.B. Johnson, “RI-MAC: A Receiver-Initiated 
Asynchronous Duty Cycle MAC Protocol for Dynamic Traffic Loads in 
Wireless Sensor Networks,” in Proceedings of the 6th ACM conference on 
Embedded network sensor systems - SenSys ’08, ACM Press, New York, 
New York, USA: 1, 2008, doi:10.1145/1460412.1460414. 

[18] OpenSim Ltd, OMNeT++ Discrete Event Simulator, 2021. 
[19] A.A. Ibrahim, O. Bayat, “Medium Access Control Protocol-based Energy 

and Quality of Service routing scheme for WBAN,” HORA 2020 - 2nd 
International Congress on Human-Computer Interaction, Optimization and 
Robotic Applications, Proceedings, 9–14, 2020, 
doi:10.1109/HORA49412.2020.9152849. 

[20] M. Nabi, M. Blagojevic, M. Geilen, T. Basten, T. Hendriks, “MCMAC: An 
optimized medium access control protocol for mobile clusters in wireless 
sensor networks,” SECON 2010 - 2010 7th Annual IEEE Communications 
Society Conference on Sensor, Mesh and Ad Hoc Communications and 
Networks, 2010, doi:10.1109/SECON.2010.5508200. 

[21] Wei Ye, J. Heidemann, D. Estrin, “An energy-efficient MAC protocol for 
wireless sensor networks,” in Proceedings.Twenty-First Annual Joint 
Conference of the IEEE Computer and Communications Societies, IEEE: 
1567–1576, 2005, doi:10.1109/INFCOM.2002.1019408. 

[22] Y. Sun, S. Du, O. Gurewitz, D.B. Johnson, “DW-MAC: A low latency, 
energy efficient demand-wakeup MAC protocol for wireless sensor 
networks,” in Proceedings of the 9th ACM international symposium on 
Mobile ad hoc networking and computing - MobiHoc ’08, ACM Press, New 
York, New York, USA: 53, 2008, doi:10.1145/1374618.1374627. 

[23] M. Buettner, G. V Yee, E. Anderson, R. Han, “X-MAC: A Short Preamble 
MAC Protocol for Duty-Cycled Wireless Sensor Networks,” in Proceedings 
of the 4th international conference on Embedded networked sensor systems 
- SenSys ’06, ACM Press, New York, New York, USA: 307, 2006, 
doi:10.1145/1182807.1182838. 

[24] P. Dutta, S. Dawson-Haggerty, Y. Chen, C.J.M. Liang, A. Terzis, “A-MAC: 
A versatile and efficient receiver-initiated link layer for low-power wireless,” 
ACM Transactions on Sensor Networks, 8(4), 1–14, 2012, 
doi:10.1145/2240116.2240119. 

[25] INET Framework. 
[26] Y. Tselishchev, A. Boulis, L. Libman, “Experiences and lessons from 

implementing a wireless sensor network MAC protocol in the Castalia 
simulator,” IEEE Wireless Communications and Networking Conference, 
WCNC, 2010, doi:10.1109/WCNC.2010.5506096. 

[27] T. Boulis, D. Pediaditakis, Castalia. 
[28] T. Boulis, D. Pediaditakis, ESP8266EX Datasheet, 31, 2020. 
 

http://www.astesj.com/


 

www.astesj.com     348 

 

 

 

 

Modelling and Simulation of Fuzzy-based Coordination of Trajectory Planning and Obstacle Avoiding 
for RRP-Typed SCARA Robots 

Ngoc-Anh Mai* 

Le Quy Don Technical University, Hoang Quoc Viet str. 236, Hanoi, Vietnam 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 14 April, 2021 
Accepted: 13 August, 2021 
Online: 26 August, 2021 

 In this article, a fuzzy-based solution of coordination between behaviors of trajectory 
planning and obstacle avoiding in a RRP-typed SCARA robot control is presented. The first 
idea of the proposed solution is to divide a robot's complex behavior into simpler parallel 
behaviors. The second key idea is a fuzzy-based coordination between these behaviors to 
make smooth robot motions without collision. The modelling and simulation on Matlab are 
executed to test the performance of the proposed solutions under basic circumstances. Keywords:  

Hierarchical chart 
Fuzzy-based coordination  
RRP-typed SCARA robot 

 

 

1. Introduction  

The Selective Compliance Assembly Robot Arm (SCARA 
robot) was firstly invented in 1978 [1]. Since then, SCARA robot 
has been developed for different Degree of Freedom (DoF) such 
as 3-DoF [2], [3], 4-DoF [4], 5-DoF [5,6], and 6-DoF [7], [8]. In 
particular, SCARA robot with 3-DoF has become one of the most 
applied industrial robots due to its simple and basic kinematic 
structures. 

In the basic group of 3-DoF industrial robots, there are many 
different categories of kinematic structures including articulated 
manipulators [9], Spherical manipulators [10], SCARA 
manipulators [11], cylinder manipulators [12], cartesian 
manipulators [13]. Among these categories, RRP-typed SCARA 
robots have been strongly invested because of flexible trajectory 
planning solutions with rapidly exploring random algorithms. 

Fuzzy logic is an intelligent control tool that simplifies the 
complexity of nonlinear control through IF-THEN rules. Thanks 
to this advantage, many fuzzy logic solutions are proposed for 
controlling 3-DoF SCARA robot such as trajectory tracking 
control [2], position control [14], path planning control [15], 
obstacle avoidance [16], [17]. The Matlab simulation results of [2] 
show that it is possible to apply fuzzy logic for the RRP-typed 
SCARA controller to reduce the loop trajectory errors. From the 
result in [14], it is proven that the designed fuzzy logic controller 
help the RRP SCARA robot move smoother for tracking trajectory 
but without obstacle avoidance. Similarly, the proposed design in 

[15] confirms that fuzzy logic application makes the RRP-typed 
SCARA robot movement faster than the conventional PD 
controller in path planning. Furthermore, [16] and [17] proposed 
fuzzy-based solutions for obstacle avoidance of the robotic 
manipulators. The simulation results demonstrate that fuzzy-based 
obstacle avoidance provides SCARA robots better solutions of 
local planning without any collisions. The computational 
complexity, however, increases due to the repeated use of the 
nonlinear functions of the fuzzy logic. 

Different to the above-mentioned results, in [18] a fuzzy-based 
basic solution is proposed for coordinating obstacle avoidance and 
path planning behaviors of 6-DoF humanoid mobile robots. The 
main ideas of the solution is to divide a complex robot behavior 
into simpler behaviors and organize the behaviors in a hierarchical 
chart so that an upper class behavior consists of some behaviors in 
the lower class. The main ideas in [18] is reused in this research 
but for a 3-DoF robot to reduce the computational complexity of 
the robot control system. The proposed fuzzy-based coordination 
between parallel behaviors makes the robot movement smooth 
according to the changing obstacle distance. The article is 
presented as follows: First, the kinematic structure of RRP-typed 
SCARA robot is introduced. Then, a hierarchical chart of 
behaviors of trajectory planning and obstacle avoidance are 
analyzed. After that, a modular diagram of SCARA robot control 
system is given with the separable modules for trajectory planning 
and collision avoidance and fuzzy-based coordination. Finally, the 
Matlab simulations are analyzed to test the system performance. 
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2. Kinematics 

2.1. Kinematic structure 

The structure of RRP-typed SCARA robot with 3-DoF 
includes 2 revolute (R) (or rotating joints) and one prismatic (P) 
(or translating joint) as shown on the left side in Fig.1. 

These joints are operated by 3 independent actuators to control 
the pose (including position and direction) of the End-Effector (E) 
following a desired trajectory.  

The basic structure of RRT-typed SCARA robot consists of 4 
parts: Base B0, revolute joint R1, revolute joint R2 and prismatic 
joint P3 as shown on the right side in Fig. 1. 

The kinematic parameters in Fig. 2 are defined as follows: 

+ d0 is the height from base B0 to joint R1 along Z0 axis; 

+ a1 and a2 are the lengths of the arms 1 and 2 along axes X1 
and X2, respectively; 

+ θ1 and θ2 are the rotation angles of joints R1 and R2 around 
axes Z1 and Z2, respectively; 

+ d3 is the distance from joint P3 to the end-effector E. 

 
Figure 1: Basic structure of RRT-typed SCARA robot 

 
Figure 2: Kinematic structure of the SCARA robot 

2.2. Homogeneous transformation 

According to the Denavit-Hartenberg (D-H) of homogeneous 
transformation rules in [19], the D-H parameters of the SCARA 
robot can be setup in the table shown in Table 1. Using the D-H 
parameter table, the transformation matrices are as follows:  

𝐓𝐓10 = �

𝑐𝑐1 −𝑠𝑠1 0 0
𝑠𝑠1 𝑐𝑐1 0 0
0 0 1 𝑑𝑑0
0 0 0 1

�    (1) 

𝐓𝐓21 = �

𝑐𝑐2 −𝑠𝑠2 0 𝑎𝑎1
𝑠𝑠2 𝑐𝑐2 0 0
0 0 1 0
0 0 0 1

�    (2) 

𝐓𝐓32 = �

1 0 0 𝑎𝑎2
0 1 0 0
0 0 1 −𝑑𝑑3
0 0 0 1

�    (3) 

where: 

- 𝐓𝐓10 , 𝐓𝐓21 , 𝐓𝐓32 are respectively matrices of homogeneous 
transformation between the coordinate systems from 𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍0  to  
𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍1, from 𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍1 to  𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍2, and from 𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍2 to  𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍3. 

-  𝑐𝑐1 , 𝑠𝑠1 , 𝑐𝑐2 , 𝑠𝑠2  are respectively the symbols of cos(𝜃𝜃1) , 
𝑠𝑠𝑠𝑠𝑠𝑠( 𝜃𝜃1), cos(𝜃𝜃2), 𝑠𝑠𝑠𝑠𝑠𝑠( 𝜃𝜃2). 

To calculate the homogeneous transformation matrix from the 
origin 𝑂𝑂0 to the end-effector E, we perform the matrix 
multiplication as follows: 

𝐓𝐓30 = 𝐓𝐓10𝐓𝐓21𝐓𝐓32 = �𝐑𝐑3
0 𝐩𝐩30

𝟎𝟎𝑇𝑇 1
�   

 (4) 

The detail computation of equation (4) is carried out as follows: 

𝐓𝐓10𝐓𝐓21 = �

𝑐𝑐1 −𝑠𝑠1 0 0
𝑠𝑠1 𝑐𝑐1 0 0
0 0 1 𝑑𝑑0
0 0 0 1

� ⋅ �

𝑐𝑐2 −𝑠𝑠2 0 𝑎𝑎1
𝑠𝑠2 𝑐𝑐2 0 0
0 0 1 0
0 0 0 1

� = 𝐓𝐓20

 (5) 

𝐓𝐓20 = �

𝑐𝑐12 −𝑠𝑠12 0 𝑎𝑎1 ⋅ 𝑐𝑐1
𝑠𝑠12 𝑐𝑐12 0 𝑎𝑎1 ⋅ 𝑠𝑠1
0 0 1 𝑑𝑑0
0 0 0 1

�   (6)𝐓𝐓20𝐓𝐓32 =

�

𝑐𝑐12 −𝑠𝑠12 0 𝑎𝑎1 ⋅ 𝑐𝑐1
𝑠𝑠12 𝑐𝑐12 0 𝑎𝑎1 ⋅ 𝑠𝑠1
0 0 1 𝑑𝑑0
0 0 0 1

� ⋅ �

1 0 0 𝑎𝑎2
0 1 0 0
0 0 1 −𝑑𝑑3
0 0 0 1

� (7) 

𝐓𝐓30 = �

𝑐𝑐12 −𝑠𝑠12 0 𝑎𝑎1 ⋅ 𝑐𝑐1 + 𝑎𝑎2 ⋅ 𝑐𝑐12
𝑠𝑠12 𝑐𝑐12 0 𝑎𝑎1 ⋅ 𝑠𝑠1 + 𝑎𝑎2 ⋅ 𝑠𝑠12
0 0 1 𝑑𝑑0 − 𝑑𝑑3
0 0 0 1

�  (8) 

𝐑𝐑3
0 = �

𝑐𝑐12 −𝑠𝑠12 0
𝑠𝑠12 𝑐𝑐12 0
0 0 1

�    (9) 

𝐩𝐩30 = �
𝑥𝑥𝐸𝐸
𝑦𝑦𝐸𝐸
𝑧𝑧𝐸𝐸
� = �

𝑎𝑎1 ⋅ 𝑐𝑐1 + 𝑎𝑎2 ⋅ 𝑐𝑐12
𝑎𝑎1 ⋅ 𝑠𝑠1 + 𝑎𝑎2 ⋅ 𝑠𝑠12

𝑑𝑑0 − 𝑑𝑑3
�   (10) 

Table 1: Denavit-Hartenberg parameters of the SCARA robot 

Joint 𝜃𝜃𝑖𝑖 𝛼𝛼𝑖𝑖 𝑎𝑎𝑖𝑖 𝑑𝑑𝑖𝑖 

1 𝜃𝜃1* 0 0 𝑑𝑑0 

2 𝜃𝜃2*  0 𝑎𝑎1 0 

3 0 0 𝑎𝑎2 −𝑑𝑑3*  

* means variable 

 

O0 

θ2 a2 
θ1 

X0 
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Z1 Z2 

X2 

Z3 

X3 

d0 

a1 

                E 

d3 
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where 

- 𝐓𝐓30,𝐑𝐑3
0 ,𝐩𝐩30are transformation matrix, orientation matrix, and 

position matrix of the end-effector E in comparison with base B0.  

- 𝑐𝑐12, 𝑠𝑠12 notes for cos(𝜃𝜃1 + 𝜃𝜃2), 𝑠𝑠𝑠𝑠𝑠𝑠( 𝜃𝜃1 + 𝜃𝜃2),  respectively. 

- 𝑥𝑥𝐸𝐸 ,𝑦𝑦𝐸𝐸 , 𝑧𝑧𝐸𝐸  are respectively the coordinates of the end-effector 
E projected on the axes X, Y, Z of 𝑂𝑂𝑂𝑂𝑂𝑂𝑍𝑍0. 

2.3. Inverse kinematic computation  

According to [20], the inverse kinematics problem consists of 
the determination of the joint variables corresponding to a given 
end-effector position and orientation. The solution to this problem 
is of fundamental importance in order to transform the motion 
specifications, assigned to the end-effector in the operational 
space, in to the corresponding joint space motions that allow an 
execution of the desired motion. 

In this study, the inverse kinematics problem requires to find 
out the 2 joint variables concerning angles 𝜃𝜃1,𝜃𝜃2  and the 
displacement d3 based on the given pose of the end-effector E, that 
means 𝐩𝐩30 and 𝐑𝐑3

0  are known.  

To solve this problem, the top-viewed projections of the 
SCARA robot, as shown in Figure 3, allows formula (10) to 
mathematically express in a different way as follows: 

𝑥𝑥𝐸𝐸2 + 𝑦𝑦𝐸𝐸2 = (𝑎𝑎1 ⋅ 𝑐𝑐1 + 𝑎𝑎2 ⋅ 𝑐𝑐12)2 + (𝑎𝑎1 ⋅ 𝑠𝑠1 + 𝑎𝑎2 ⋅ 𝑠𝑠12)2 
  ( )2 2

1 2 1 2 1 12 1 122a a a a c c s s= + + × × × × + × 𝑥𝑥𝐸𝐸2 +
𝑦𝑦𝐸𝐸2 = 𝑎𝑎12 + 𝑎𝑎22 + 2 ⋅ 𝑎𝑎1 ⋅ 𝑎𝑎2 ⋅ 𝑐𝑐2   (11) 

From formula (11) we have: 

𝑐𝑐2 = 𝑥𝑥𝐸𝐸
2+𝑦𝑦𝐸𝐸

2−𝑎𝑎1
2−𝑎𝑎2

2

2⋅𝑎𝑎1⋅𝑎𝑎2
    (12) 

𝜃𝜃2 = acos �𝑥𝑥𝐸𝐸
2+𝑦𝑦𝐸𝐸

2−𝑎𝑎1
2−𝑎𝑎2

2

2⋅𝑎𝑎1⋅𝑎𝑎2
�   (13) 

 
Figure 3: Top-viewed Projections on plane OXYZ0 

To calculate angle 𝜃𝜃1, the geometric calculation method can be 
used under the projections on the plane OXYZ0 as follows: 

Let consider triangle O0O2E and use mathematic computations:  

+ The length from O0 to E is calculated: 

𝑙𝑙OE = �(𝑥𝑥𝐸𝐸2 + 𝑦𝑦𝐸𝐸2)    (13) 

+ The angle α between O0O2 and O0E is calculated as follows: 

𝛼𝛼 = acos ��𝑎𝑎1
2+𝑙𝑙OE

2 −𝑎𝑎22�
2⋅𝑎𝑎1⋅𝑙𝑙OE

�.   (14) 

+ Angle 𝜃𝜃1 for rotating link 1 around axis Z1 is calculated: 

𝜃𝜃1 = 𝜑𝜑 − 𝛼𝛼 = atan �𝑦𝑦𝐸𝐸
𝑥𝑥𝐸𝐸
� − acos ��𝑎𝑎1

2+𝑙𝑙2−𝑎𝑎22�
2⋅𝑎𝑎1⋅𝑙𝑙

�. (15) 

Using the bottom expression in formula (10) we get: 

𝑑𝑑3 = 𝑑𝑑0 − 𝑧𝑧𝐸𝐸.     (16) 

Let draw from equations (15), (13) and (16) we have: 

�
𝜃𝜃1
𝜃𝜃2
𝑑𝑑3
� =

⎣
⎢
⎢
⎢
⎡atan �𝑦𝑦𝐸𝐸

𝑥𝑥𝐸𝐸
� − acos ��𝑎𝑎1

2+𝑙𝑙2−𝑎𝑎22�
2⋅𝑎𝑎1⋅𝑙𝑙

�

acos �𝑥𝑥𝐸𝐸
2+𝑦𝑦𝐸𝐸

2−𝑎𝑎1
2−𝑎𝑎2

2

2⋅𝑎𝑎1⋅𝑎𝑎2
�

𝑑𝑑0 − 𝑧𝑧𝐸𝐸 ⎦
⎥
⎥
⎥
⎤
  (17) 

In summary, based on formula (17) it is possible to simulate 
RRT-typed SCARA robot movement by giving the coordinates of 
waypoints (or path points) to form a desired trajectory. 

In the next section, the calculation based on these waypoints 
for planning trajectory is presented. After that, the calculation for 
avoiding obstacle is analyzed. Based on these calculations, both 
kinds of behaviors concerning planning trajectory and avoiding 
obstacle are organized in a hierarchical chart before applying fuzzy 
logic for coordinating them. 

 

3. Planning trajectory and avoiding obstacle 

3.1. Planning trajectory 

According to [19], to reduce the complexity of motion control, 
a complex path can be replaced with a sequence of n waypoints to 
ensure motion along the desired trajectory�𝑝𝑝1. . 𝑝𝑝𝑖𝑖 , 𝑝𝑝𝑗𝑗 . . 𝑝𝑝𝑛𝑛�.  

To travel over all n waypoints at certain instants of time, it 
should be better to compute the actuating commands 𝐯𝐯𝑇𝑇 =
(𝑣𝑣𝑇𝑇 ,𝜔𝜔𝑇𝑇) for tracking each segment of the desired trajectory 
between two adjacent waypoints �𝑝𝑝𝑖𝑖 , 𝑝𝑝𝑗𝑗� by assigning the initial 
and final velocities.  

Let briefly depict the computation by interpolating 
polynomials in a segment of trajectory between two adjacent 
waypoints �𝑝𝑝𝑖𝑖 , 𝑝𝑝𝑗𝑗� at two instants of time ti and tj as follows: 

It is noticed that, if the order of interpolating polynomials 
increase, the nature of the desired trajectories is reduced and the 
numerical accuracy for computation polynomial coefficients 
decreases. For this reason, cubic polynomials are chosen in the 
following computation.  

The generic equation of interpolating polynomials with 
velocity constraints at the two waypoints are: 

𝑠𝑠(𝑡𝑡) = 𝑘𝑘0 + 𝑘𝑘1 ⋅ 𝑡𝑡 + 𝑘𝑘2 ⋅ 𝑡𝑡2 + 𝑘𝑘3 ⋅ 𝑡𝑡3.  
 (18) 

𝑣𝑣(𝑡𝑡) = �̇�𝑠(𝑡𝑡) = 𝑘𝑘1 + 2𝑘𝑘2 ⋅ 𝑡𝑡 + 3𝑘𝑘3 ⋅ 𝑡𝑡2.  
 (19) 

where 

+ s(t) is a cubic polynomial of the path; 

+ v(t) is a cubic polynomial velocity respected to s(t); 

Y0 

X0 O0 
φ 

θ2 
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yE 
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+ ki, i = 0...3, are polynomial coefficients depended on the 
arbitrary motion parameters at the two considering waypoints. 

To solve the polynomials, the user has to specify the desired 
velocities at each points as follows: 

+ at the initial time ti at 𝑝𝑝𝑖𝑖: the position value is given 𝑠𝑠(𝑡𝑡𝑖𝑖) =
𝜃𝜃𝑖𝑖; the velocity value is given �̇�𝑠(𝑡𝑡𝑖𝑖) = �̇�𝜃𝑖𝑖; 

+ at the final time tj at 𝑝𝑝𝑗𝑗: the position value is given 𝑠𝑠(𝑡𝑡𝑗𝑗) =
𝜃𝜃𝑗𝑗; the velocity value is given �̇�𝑠�𝑡𝑡𝑗𝑗� = �̇�𝜃𝑗𝑗. 

Equations (18) and (19) are defined as follows: 

𝜃𝜃𝑖𝑖 = 𝑘𝑘0 + 𝑘𝑘1 ⋅ 𝑡𝑡𝑖𝑖 + 𝑘𝑘2 ⋅ 𝑡𝑡𝑖𝑖2 + 𝑘𝑘3 ⋅ 𝑡𝑡𝑖𝑖3.  
 (20) 

�̇�𝜃𝑖𝑖 = 𝑘𝑘1 + 2 ⋅ 𝑘𝑘2 ⋅ 𝑡𝑡𝑖𝑖 + 3 ⋅ 𝑘𝑘3 ⋅ 𝑡𝑡𝑖𝑖2.   (21) 

𝜃𝜃𝑗𝑗 = 𝑘𝑘0 + 𝑘𝑘1 ⋅ 𝑡𝑡𝑗𝑗 + 𝑘𝑘2 ⋅ 𝑡𝑡𝑗𝑗2 + 𝑘𝑘3 ⋅ 𝑡𝑡𝑗𝑗3.  
 (22) 

�̇�𝜃𝑗𝑗 = 𝑘𝑘1 + 2 ⋅ 𝑘𝑘2 ⋅ 𝑡𝑡𝑗𝑗 + 3 ⋅ 𝑘𝑘3 ⋅ 𝑡𝑡𝑗𝑗2.   (23) 

Expressing equations from (20) to (23) in a matrix form, we 
have the following matrix: 

⎣
⎢
⎢
⎢
⎡
𝜃𝜃𝑖𝑖
�̇�𝜃𝑖𝑖
𝜃𝜃𝑗𝑗
�̇�𝜃𝑗𝑗⎦
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡1 𝑡𝑡𝑖𝑖 𝑡𝑡𝑖𝑖2 𝑡𝑡𝑖𝑖3

0 1 2 ⋅ 𝑡𝑡𝑖𝑖 3 ⋅ 𝑡𝑡𝑖𝑖2

1 𝑡𝑡𝑗𝑗 𝑡𝑡𝑗𝑗2 𝑡𝑡𝑗𝑗3

0 1 2 ⋅ 𝑡𝑡𝑗𝑗 3 ⋅ 𝑡𝑡𝑗𝑗2⎦
⎥
⎥
⎥
⎤
⋅ �

𝑘𝑘0
𝑘𝑘1
𝑘𝑘2
𝑘𝑘3

�.  

 (24) 

To determine the polynomial coefficients ki, equation (24) can 
be changed into the following matrix: 

�

𝑘𝑘0
𝑘𝑘1
𝑘𝑘2
𝑘𝑘3

� =

⎣
⎢
⎢
⎢
⎡1 𝑡𝑡𝑖𝑖 𝑡𝑡𝑖𝑖2 𝑡𝑡𝑖𝑖3

0 1 2 ⋅ 𝑡𝑡𝑖𝑖 3 ⋅ 𝑡𝑡𝑖𝑖2

1 𝑡𝑡𝑗𝑗 𝑡𝑡𝑗𝑗2 𝑡𝑡𝑗𝑗3

0 1 2 ⋅ 𝑡𝑡𝑗𝑗 3 ⋅ 𝑡𝑡𝑗𝑗2⎦
⎥
⎥
⎥
⎤
−1

⎣
⎢
⎢
⎢
⎡
𝜃𝜃𝑖𝑖
�̇�𝜃𝑖𝑖
𝜃𝜃𝑗𝑗
�̇�𝜃𝑗𝑗⎦
⎥
⎥
⎥
⎤

=⋅ �

𝑘𝑘0
𝑘𝑘1
𝑘𝑘2
𝑘𝑘3

�. 

 (25) 

Equation (25) enables the control system planning the desired 
trajectory independently in pairs of waypoints. The computed 
velocity command at the waypoints has the following form: 

𝐯𝐯𝑇𝑇 = (𝑣𝑣𝑇𝑇 ,𝜔𝜔𝑇𝑇).     (26) 

where 

- 𝑣𝑣𝑇𝑇is linear velocity for tracking the planned trajectory. 

- 𝜔𝜔𝑇𝑇 is angular velocity for tracking the planned trajectory. 

The detail calculation of the velocities at the given waypoints 
can be seen in [20]. 

3.2. Avoiding obstacle 

In the scope of educational goal, let consider an obstacle with 
a cylinder shape shown in Figure 4. The obstacle stays in segment 
of path assuming �𝑝𝑝𝑖𝑖 , 𝑝𝑝𝑗𝑗�. In this situation, the obstacle have to be 
avoided by following an additional path to make a suitable 
curvature in segment �𝑝𝑝𝑖𝑖 , 𝑝𝑝𝑗𝑗�. 

 
Figure 4: Additional path for avoiding obstacle 

Let note the distance to the left obstacle edge L be dL, the 
distance to the right edge R be dR. and the angle deviation β from 
the direction to pj to the nearest obstacle edge. 

The actuating command for avoiding obstacle are follows: 

𝐯𝐯𝐴𝐴 = (𝑣𝑣𝐴𝐴,𝜔𝜔𝐴𝐴).     (27) 

𝑣𝑣𝐴𝐴 = 𝑓𝑓𝜈𝜈𝐴𝐴(𝑚𝑚𝑠𝑠𝑠𝑠(𝑑𝑑𝐿𝐿 ,𝑑𝑑𝑅𝑅) . 𝑐𝑐𝑐𝑐𝑠𝑠(𝛽𝛽)).   (28) 

𝜔𝜔𝐴𝐴 = 𝑓𝑓ωA �
𝑠𝑠𝑖𝑖𝑛𝑛(𝛽𝛽)

𝑚𝑚𝑖𝑖𝑛𝑛(𝑑𝑑𝐿𝐿,𝑑𝑑𝑅𝑅)
� .sign(𝑑𝑑𝐿𝐿 − 𝑑𝑑𝑅𝑅).  (29) 

where  

- 𝑣𝑣𝐴𝐴 and 𝜔𝜔𝐴𝐴  are linear velocity and angular velocity for 
avoiding obstacle, respectively. 

- 𝑓𝑓𝜈𝜈𝐴𝐴  and 𝑓𝑓ωA  are user-defined non-linear functions 
related to 𝑑𝑑𝐿𝐿 , 𝑑𝑑𝑅𝑅 and 𝛽𝛽  for calculating the linear velocity and 
angular velocity, respectively. 

4. Modelling the system with fuzzy-based coordination 

Let call the behaviors be planning trajectory PT and avoiding 
obstacle AO. Then, the AO behavior is divided into 2 simpler 
behaviors Turning-Left (TL) and Turning-Right (TR) to control 
the end-effector avoiding a collision by moving to the left or the 
right edge, respectively. These behaviors are organized in a 
hierarchical chart shown in Figure 5 and the robot control system 
can be designed in modules as the block diagram shown in 
Figure6. 

Module PT defines a behavior for planning trajectory and 
provides a motion command vT to module FC. 

Module AO selects a suitable behavior between behavior TL 
and TR based on the results of obstacle detection and measurement 
in module DM. Then, an actuating command vA for avoiding 
obstacle is computed and sent to module FC. 

 
Figure 5: Hierarchical chart for the end-effector behavior 
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Figure 6: Block diagram of the control system with fuzzy-based coordination 

Module FC carries out a fuzzy-based coordination between two 
behaviors vT and vA to give a suitable actuating command so that 
the end-effector can avoid the obstacle and reach to path point pj. 

The fuzzy-based behavioral coordination mechanism is 
computed as follows: 

𝐯𝐯𝐸𝐸 = (𝑣𝑣𝐸𝐸 ,𝜔𝜔𝐸𝐸).     (30) 

�𝑣𝑣𝐸𝐸 = 𝑘𝑘𝑇𝑇 ⋅ 𝑣𝑣𝑇𝑇 + 𝑘𝑘𝑐𝑐 ⋅ 𝑣𝑣𝐴𝐴
𝜔𝜔𝐸𝐸 = 𝑘𝑘𝑇𝑇 ⋅ 𝜔𝜔𝑇𝑇 + 𝑘𝑘𝑐𝑐 ⋅ 𝑦𝑦𝐴𝐴

.    (31) 

where kT and kC are weights of tracking trajectory and avoiding 
collision, which are determined by the fuzzy rules as in Table 2. 

Table 2: Fuzzy-based estimation of kT and kC 

Fuzzy-based 
values of kT and kC 

β 
small medium big 

min  
(dL,dR) 

far kT big, 
kC big 

kT big, 
kC medium 

kT big, 
kC small 

middle kT medium, 
kC big 

kT medium, 
kC medium 

kT medium, 
kC small 

near kT small, 
kC big 

kT small, 
kC medium 

kT small, 
kC small 

     
In the next section, the simulations on Matlab are executed 

under the guide in [21] and [22] to test the control system with the 
fuzzy-based coordination. 

5. Simulation 

5.1. GUI interface of simulation 

The robot system is tested by a simulation on Matlab. The 
robot's motions concerning trajectory and obstacle are tracked and 
displayed on the GUI interface shown in Figure7. 

The left area on the GUI interface displays the coordinates of 
the three joints concerning the motion and obstacle parameters 
relative to position and dimensions of height h, long diameter r1 
and short diameter r2. The middle area of the GUI interface is a 3D 
illustration of a truth-based trajectory. The right area is a 2D view 
of the robot’s workspace and control buttons.  

 
Figure 7: GUI interface of the simulation on Matlab 

The five control functions are: 

+ “Setting waypoints” button is used for setting the coordinates of 
each waypoint. 
+ “Setting obstacle” button is used for setting the position and 
dimensions of the obstacle. 
+ “Coordination mode” button is used for selecting a coordination 
mode including conventional coordination without fuzzy logic 
rules and fuzzy-based coordination.   
+ “Reset” button is used for resetting all parameters. 
+ “Run” button is used for starting the program. 

5.2. Simulation goals and results 
Two simulation goals are to test the conventional coordination 

without fuzzy rules to avoid obstacles and to test the capability of 
obstacle avoidance under the fuzzy-based coordination. 

 

 
Figure 8: Avoiding obstacle without fuzzy-based coordination 

The first simulation results are shown in Figure 8. During 
following the given waypoints, the robot avoids the obstacle 
without fuzzy-based coordination. The second simulation results 
are shown in Figure 9. During following the given waypoints, the 
robot avoids the obstacle without fuzzy-based coordination. 

It is noticed that, the recoded trajectories in Figure 8 are not 
smooth at the points for changing from a behavior of trajectory 
planning to a behavior of obstacle avoiding. Otherwise, the 
recoded ones in Figure 9 become smooth at the points for changing 
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from a behavior of trajectory planning to a behavior of obstacle 
avoiding due to the fuzzy-based coordination. 

 

 
Figure 9: Avoiding obstacle with fuzzy-based coordination 

The simulation results in Figure 9 prove that the fuzzy-based 
coordination make the robot motions non-stop before avoiding 
obstacle. That means the singularity problem of robotic 
manipulators can be avoided. 

6. Conclusion 

The proposed fuzzy-based coordination help the robot safely 
move and avoid the singularity problem of robotic manipulators.  

Matlab simulations are performed to test the performance of 
the proposed system. Simulation results demonstrate that fuzzy-
based coordination helps the robot move more smoothly to 
eliminate singularity that may appear at dead-points. 

In further research, the proposed solution will be tested on a 
real robot to evaluate the accuracy of trajectory planning after 
applying the fuzzy-based coordination. 
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 Stepping-stone intrusion has been widely used by professional hackers to launch their 
attacks. Unfortunately, this important and typical offensive skill has not been taught in most 
colleges and universities. In this paper, after surveying the most popular detection 
techniques in stepping-stone intrusion, we develop 10 hands-on labs to enhance student-
learning experience in cybersecurity education. The goal is not only to teach students 
offensive skills and the techniques to detect and prevent stepping-stone intrusion, but also 
to train them to be successfully adaptive to the fast-changing dynamic cybersecurity world. 
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1. Introduction 

1.1. Cybersecurity Significance 

We live in a world where digital technologies are needed for 
various daily activities. The Internet has revolutionized data 
communications and significantly changed our daily lives. 
However, hackers can now easily launch cyberattacks using the 
Internet. As cyberattacks continue to grow, it is important to 
secure our critical infrastructures, organizations, business and 
networks.  

1.2. The Importance of Stepping-stone Intrusion Detection 

Intrusion techniques are widely used by intruders to invade a 
computing system. Intrusion detection systems (IDS) are installed 
on a lot of computer and network systems. Intruders tend to use 
several compromised hosts, called stepping-stones, to send 
attacking commands to a remote target host, in order to avoid 
being detected. Attacks that are launched through a chain of 
stepping-stone host are called stepping-stone intrusion. With a 
stepping-stone attack, intruders remotely login to such stepping-
stones using tools such as SSH, rlogin, or telnet, and then send the 
attacking packets to the remote target host.  

In this paper, after the survey of many known detection 

techniques for the stepping-stone intrusion, we propose ten hands-
on labs which are developed based on the cutting-edge techniques 
in stepping-stone intrusion detection. The goal is to help students 
to learn the techniques of stepping-stone intrusion detection. We 
aim at educating learners to be qualified professionals in 
cybersecurity in order to defend various digital data and resources. 
It is also expected to enhance students’ learning in cybersecurity 
education by conducting the hands-on labs designed. 

2. Key Challenges 

Before designing the hands-on labs on stepping-stone 
intrusion and its detection, we discuss how challenge the known 
detection approaches for stepping-stone intrusion are integrated 
into cybersecurity curricula. In order to educate learners to be 
qualified professionals in cybersecurity, it is necessary to teach 
offensive skills in college cybersecurity major curriculum.  

Integrating stepping-stone intrusion and its detection 
techniques into cybersecurity curriculum can make us move 
forward a big step to achieve this goal. Although a great number 
of detection approaches for stepping-stone intrusion have been 
proposed since the emerging of the Internet, there are still a lot of 
challenges to integrate these detection approaches into 
cybersecurity curricula at the college level. The first challenge is 
why we need to teach college students ethical hacking skills. 
Would it be possible educate our students to become a hacker 
against us, not for us? The second challenge is that, since there are 
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too many algorithms for stepping-stone intrusion detection 
proposed in the literature, which approaches among them are 
suitable to our college students as learning materials? The third 
challenge is what hands-on labs can be developed and integrated 
into cybersecurity curriculum. We all know that the difficulty in 
teaching cybersecurity is not at the delivery of the theory and 
techniques; it is at the development of hands-on labs for students 
to practice hacking and defensive skills. Considering the limited 
budget in each four-year college, the cost is an important factor 
when designing these hands-on labs. However, we still want to 
motivate our students to learn cybersecurity skills via hands-on 
learning experience. 

2.1. The Rationale to Teach Ethical Hacking Skills 

Should we teach ethical hacking skills to cybersecurity major 
students? To the best of our knowledge, even though some four-
year institutions have included ethical hacking skills as part of 
their cybersecurity curriculum, there are still some concerns and 
doubts from students’ parents and local communities about the 
possibility that teaching ethical hacking skills would make their 
kids to conduct some malicious activities, and commit crimes. We 
must convince students’ parents as well as the local communities 
with the following advice: 1) the word ‘hacker’ has long been 
understood negatively. Hacking actually involves computing 
skills to find vulnerabilities of a system, penetrate a system, and 
be able to remove evidence of accessing to a system [1]. Similar 
to the case that doctors who might criminally abuse their medical 
skills to hurt humans, a hacker who knows some special offensive 
hacking skills might also misuse their techniques. However, we 
should not define the term hacking by its misuse; 2) cybersecurity 
is a two-edged sword: offensive and defensive. To be effective at 
defence, students must fully understand the capabilities of hackers 
and the way how hackers perform cyberattacks; 3) it is widely 
believed that including both perspectives of “defender” and 
“attacker” and the related skills could make the cybersecurity 
curriculum more meaningful and practical [2]. On the other hand, 
teaching hacking skills can make cybersecurity professionals be 
equipped with offensive techniques, and well prepared to defend 
their computing and network system; 4) regardless of teaching 
hacking skills or not, hackers were out there, and will still be out 
there. Should hacking skills be integrated into cybersecurity 
curricula, it would be possible to promote conscious ethical 
practices and minimize the likelihood that students would misuse 
the skills. 
2.2. Challenging to Integrate the Techniques to a 3-Credit 

Hours Course 

What techniques should be selected to train our students with 
cybersecurity skills, as there are tons of approaches that have been 
proposed to detect stepping-stone intrusion since 1995? In a 
regular course with 48 academic credit hours, it is infeasible to 
cover all the techniques developed so far, but we do want to train 
our students not only to have an overall picture of the techniques 
on stepping-stone intrusion detection, but also to deeply 
understand some specific and typical intrusion detection 
approaches. The challenge is to develop contents modules and 
design hands-on lab exercises. In this paper, we only focus on the 
designing the hands-on labs on stepping-stone intrusion and its 
detection. Refer to our prior work [3] for the course modules we 

developed for integration of detection techniques for stepping-
stone intrusion into cybersecurity curricula. 
2.3. Challenge on Developing Hands-on Labs of Stepping-stone 

Intrusion and its Detection  

The most difficult part of teaching cybersecurity courses is to 
design appropriate hands-on labs. We all know the importance of 
hands-on labs in cybersecurity education. Without the practicing 
of the techniques covered in cybersecurity class, it is hard to make 
our students to digest the cybersecurity skills. Conducting 
cybersecurity hands-on labs needs hardware and software that are 
more likely not free. Most colleges are equipped with good 
hardware, such as computers, routers, switches, and different type 
of servers, but lack of appropriate software. One reason is that 
some software helping students to practice cybersecurity skills are 
usually not free, and may be extremely expensive, such as Cyber-
range, its price can be as high as more than one million dollars. 
Therefore, the challenge is how to design appropriate hands-on 
labs not only can help students to practice stepping-stone intrusion 
and its detection techniques, but also can reduce the cost to make 
labs affordable to most colleges. 

3. Survey of the Techniques on Stepping-stone Intrusion 
and its Detection 

Many methods have been proposed to detect stepping-stone 
intrusion. In [4], the authors proposed a thumbprint method to 
detect stepping-stone intrusion in 1995. This method was 
developed to compare the contents of TCP/IP packets from the 
incoming and outgoing sessions of a computer that is chosen to be 
the sensor for detection. In [5], the authors proposed a detection 
approach for stepping-stone intrusion by considering the time 
gaps between the packets captured from the outgoing connection 
and the incoming connection from a host.  In [6], the authors 
proposed another method for stepping-stone intrusion detection. 
Their method did not follow the idea of using time-based 
thumbprints. Instead, the authors in [6] used the deviation 
between the incoming and outgoing sessions of a computer. 

After 2000, a lot more methods were proposed for stepping-
stone intrusion detection. One popular approach is to compare the 
number of packets from the incoming connection with that from 
the outgoing connection. For the details of this type of approach, 
please refer to the references [7-9]. A watermark correlation 
technique was proposed for stepping-stone intrusion detection 
[10-12]. The idea of using a watermark in stepping-stone intrusion 
detection is to insert a watermark in the incoming connection of a 
detection sensor, and then pay attention to the outgoing 
connections to see if the same watermark can be found in any of 
these outgoing connections. The rationale used in the papers [10-
12] is to analyse and compare the incoming and outgoing 
connections of a sensor to see if there is any relayed pair. A sensor 
is defined as a computer host in which all the packets are captured 
and a detection program runs. If an incoming connection of a 
sensor is relayed with an outgoing connection, the sensor is 
considered as a stepping-stone host. However, a user might 
sometimes use a host as a stepping-stone legitimately due to some 
special applications. If so, the watermark approach discussed in 
[10-12] for stepping-stone intrusion detection may produce false 
positive errors, since this method simply compares an incoming 
connection with an outgoing one.
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Figure 1: Four Stepping-stone Network Topology 

A significant research conducted in [5] has shown that very 
few professional software employs three or more stepping-stones 
to access a remote server, although certain legal applications may 
utilize one or two stepping-stones to access a remote server. 
Therefore, in order to produce smaller false-positive errors to 
detect stepping-stone intrusion, an effective method is to estimate 
the length of a connection chain of stepping-stones. It is extremely 
challenging to estimate the length of an upper stream connection 
chain (from the attacker’s host to the sensor in the connection 
chain). Thus, it is impossible to estimate the length of a whole 
connection chain. By far, most proposed approaches in the 
literature could only calculate the length of the downstream 
connection chain (from the sensor to the victim host). This 
approach to estimate the length of a downstream detection chain 
was investigated first in [13]. 

In [13], the authors studied the ratio between the Ack-RTT 
value and the Echo-RTT. Ack-RTT is defined as the gap between 
the time to send a packet out and the time to receive its 
corresponding acknowledgement packet. Echo-RTT is defined as 
the gap between the time to send a packet out and the time to 
receive its echo packet. In this way, the length of a downstream 
connection chain can be approximately estimated. However, this 
approach could incur false-negative errors. 

In [14], the authors proposed a step-function approach 
motivated by the work that was done in [13] with the purpose of 
more accurately calculate the length of a downstream connection 
chain. In [15], the authors proposed another approach by mining 
network traffic to estimate the number of stepping-stones of a 
downstream connection chain in 2007. A couple of other methods 
were also developed in recent years for stepping-stone intrusion 
detection, including the method using the RTT-based random 
walk [16], and the method using the idea of RTT Cross-Matching 
[17]. 

The stepping-stone intrusion detection approaches have been 
investigated for about twenty-five years since 1995, unfortunately 
by far, these important methods have not yet been integrated into 
cybersecurity curricula at the college level in the U.S. It is vital to 
educate learners about the known detection approaches for 
stepping-stone intrusion as more and more professional attackers 
tend to launch their cyberattacks by using a chain of stepping-
stones. Most universities/colleges’ professors support to teach the 

skills and topics of ethical hacking and integrate them into the 
cybersecurity curricula due to two reasons. First, as far as we 
know, very few well-educated college students became malicious 
intruders; second, teaching offensive skills of ethical hacking for 
college students may produce more and more well-qualified 
professionals of cybersecurity workforce [18]. We propose ten 
hands-on labs that allow students to practice in various stepping-
stone intrusion detection topics and help them better understand 
the topics included in the well-designed cybersecurity modules. 
These hands-on labs will also help enhance students’ learning 
engagement significantly and greatly improve their hands-on 
experience in cybersecurity. 

4. Hands-on Lab Development 

Five modules for students to study stepping-stone intrusion 
and its detection techniques have been proposed and integrated 
into cybersecurity curriculum [3]. In these five modules, the most 
popular and the most recently developed techniques have been 
included. In order to help students to digest the detection and 
prevention techniques included in the five modules quickly and 
thoroughly, we design ten hands-on labs as the following,  

1) setting up a stepping-stone intrusion connection chain;  

2) capturing network traffic;  

3) make C# code to capture network traffic;  

4) content-based thumbprint detection;  

5) time-based thumbprint detection;  

6) step-function detection;  

7) packet matching;  

8) RTT-based random-walk detection;  

9) estimating the length of a long connection chain;  

10) intrusion detection using crossover packets.   

We apply two rules including relevance and affordability to 
examine each hands-on lab developed. Relevance means if the lab 
is closely tied to the modules developed. Affordability means all 
the labs designed do not use expensive hardware and software. An 
ideal scenario is that students only need to use the Internet, and 
free download software to conduct the labs designed. 
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This designing rule can make it possible for most teaching-
focus colleges/universities to offer the labs to cybersecurity 
majors.  Depending on the curriculum design in different 
institutions, it is not necessary to adopt all the ten labs. However, 
Lab 1 and Lab 2 are not optional. All the computer hosts used in 
each lab must be connected in a local area network (LAN). 
Student must have login credential for each host. All the following 
labs share the same lab setup as below, 

Hardware: 

• Each computer must have minimally 4G memory and 500G 
hard drive capacity.  

• Wired or Wireless computer network connection.    

Software: 

• Ubuntu server or any other type of Linux/Unix installed in 
each host. 

• SSH/OpenSSH client side tool must be installed.  

• Each host must have SSH server installed.  

• Wireshark, or TcpDump 

Login Credentials: 

• User Name: Student (Assumed) 

• Password: cpsc4166 (Assumed) 

All the labs proposed in this paper need students to make a 
connection chain and to capture TCP/IP packets. A connection 
chain can be established using OpenSSH under Linux OS which 
can be a physically installed, or virtual one, such as an OS from 
VirtualBox, or VMware. It does not need too much memory and 
second storage. We tried computers with different memory sizes 
and storage capacity, and found that 4G memory and 500G 
storage are the minimized requirements.  As for the software, 
TcpDump/Wireshark, SSH client and SSH server package are 
required minimally.  
4.1. Setting up a Stepping-stone Intrusion Connection Chain 

4.1.1 Lab objectives 

1. Understand TCP/IP protocol; 2. Know how to establish a 
long interactive connection chain spanning multiple hosts; 3. 

Understand the concept of Stepping-stones; 4. Obtain the 
knowledge how an intruder lunches attacks over stepping-stones. 

4.1.2 Network topology 

It is the same topology as shown in Figure 1.  

4.1.3 Lab instructions 

1) Start up from any computer in the LAN, and login to a 
computer that is assumed the Intruder’s host with the above 
credentials.  

2) Please open a terminal at the Intruder’s host.  

3) Browse the current folder, and take a screenshot for the files 
in the folder. 

4) Run SSH to connect to a local host S1: ssh Student@S1 (this 
can also be the IP address of S1 if host name S1 is not known) 
in the LAN. 

5) As long as connecting to S1, you are prompted to input the 
password for the user.  

6) If connected to S1 successfully, please browse the current 
folder, and take a screenshot including the folder’s name, and 
all the files in the current folder. Run “ifconfig” to show the 
IP address and other network related information of S1. Take 
a screenshot of “ifconfig” results.  

7) Compare the screenshot taken at the Intruder’s host with the 
one taken at S1 to see if they are the same.  

8) Repeat steps 4), 5), 6) 7) to connect to the computer hosts S2, 
S3, S4, and the last one respectively. The last host connected 
is called Victim’s host.  

9) So far you have locally connected to Victim’s host via the 
hosts S1, S2, S3, and S4. Hosts S1, S2, S3, and S4 are used 
as stepping-stones.  

10) If sniffing the packets at Victim’s host, we can see all of the 
packets are from host S4 other than Intruder’s host even 
though we know all the packets come from the Intruder’s host 
originally. So in this way, intruders can protect themselves 
via the compromised hosts, such as the hosts S1, S2, S3 and 
S4.  

11) Logout from Victim’s host to S4 by typing “Exit” at Victim’s 
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host. 

12) Browse the current folder and compare with the screenshot 
taken at host S4 to see if it is disconnected from Victim’s 
host.  

13) Repeat steps 11) and 12) until come back to Intruder’s host. 

4.1.4 Critical Thinking Practice 

1) Ethical Issue Discussion:  
Please discuss if there are any ethical issues by making a 
connection chain across the Internet using legal credentials. 
How about is it by using illegal credentials? 

2) Why do intruders make use of stepping-stones?  
3) An interactive session can be encrypted by using SSH. Is it 

possible to get source IP and destination IP if a TCP/IP packet 
is captured from such a session? If yes, please tell how? If No, 
please tell why?  

4) Compare to directly access a victim host, is it efficient to 
access the victim host via some compromised hosts? 

5) In the lab, it has five connections in the long interactive 
session from Intruder’s Host to Victim’s Host. Each 
connection is encrypted and set up by using SSH/OpenSSH. 
Is the encryption key used for the connection from Intruder’s 
Host to S1 the same as the encryption key used for the 
connection from S1 to S2? Why? 

4.2. Capturing Network Traffic 

4.2.1 Lab objectives 

1. Understand the meaning of each field of a TCP/IP packet 
header; 2. Know how to store captured packets into different files; 
3. Understand the features of TCP, UDP, IP, and ICMP packets; 
4. Learn how to use Wireshark to capture network traffic. 

4.2.2 Network topology 

Refer to Figure 2.  

4.2.3 Lab instructions 

1) Select any three computer hosts in your local area network, 
and login to each host with the credentials given.  

2) Run “ifconfig” to get the IP address at the three computers 
respectively and take a screenshot at each host.   

3) Follow the instructions in Lab 1 to set up a connection chain 
as shown in Figure 2. This connection chain spans three 
computer hosts including Intruder’s host, S1, and Victim’s 
host.  

4) Type some Linux/Unix commands at Intruder’s host to make 
network traffic from Intruder’s host to Victim’s host via S1.   

5) At S1, run Wireshark to capture TCP packets coming from 
Intruder’s host and leaving to Victim’s host only.   

6) Store all the packet in Step 5) to a readable file (text file) 
including timestamp, source IP, destination IP, source Port 
number, destination Port number, Sequence number, 
Acknowledgement number, Flag, and Length.    

7) At S1, run Wireshark to capture TCP packets coming from 

Victim’s host and going to Intruder’s host only.  Repeat Step 
6).  

8) Repeat Steps 5), 6) and 7), but capture UDP packets. 

9) Repeat Steps 5), 6) and 7), but capture ICMP packets. 

 

4.2.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
2) Would it trigger any ethical issue to capture other users’ 

network traffic under a host with legal login? 
3) What is the difference between Display filter and Capture 

filter in Wireshark? 
4) Give the display filter to find the packets of three-way 

handshake for a connection from host 192. 168.0.1. 
5) What is a TCP Send packet? 

4.3. Making a Code to Capture Network Traffic 

4.3.1 Lab objectives 

1. Understand LibPacp package for Linux server; 2. Learn the 
algorithms to capture computer network traffic; 3. Be able to 
make C code to capture TCP/IP Packets; 4. Obtain the knowledge 
to detect network adapters, and open an adapter; 5. Understand 
the techniques to set up and compile a packet-capturing filter. 

4.3.2 Network topology 

It has the same network topology as Figure 2 in Lab 4.2. 

4.3.3 Mechanism on making the code to sniff network traffic 

In order to make a code to capture network packets like what 
Wireshark does, Libpcap package must be installed in the Ubuntu 
server. If Windows server is used, please install WinPcap. The 
way to make a code to sniff computer network traffic is to call the 
functions built in Libpcap (packet capture) package. Libpcap 
provides an application-programming interface (API) for 
capturing network traffic. 

We take an example, capturing raw IP packets, to examine 
the steps to sniff packets by making a program under Linx/Unix 
system. For the details of the code, please refer to the reference 
[19].  It has four steps to sniff computer network packets: 1) open 
a packet capture socket; 2) start packet capture loop; 3) parse and 
display packets; 4) Terminate capture program. 

Open a packet capture socket: A socket is an endpoint for 
network communication that is identified in a program with a 
socket descriptor. Opening a packet capture socket involves a 
series of Libpcap calls that are encapsulated in 
open_pcap_socket() function. There are a couple of steps needed 
to open a packet capture socket. The first step is to select a 
network device using function pcap_lookupdev().  The second 
step is to open the network device selected for live capture using 
function pcap_open_live(). The third step is to call function 
pcap_lookupnet() to get the network address and subnet mask. 
The fourth step is to compile a packet capture filter by calling 
function pcap_compile(). The last step is to install the compiled 
packet filter program into the packet capture device. This causes 

http://www.astesj.com/


J. Yang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 355-367 (2021) 

www.astesj.com     360 

Libpcap to start collecting the packets with selected filter.  The 
sample code in Figure 3-(a) shows the four steps in opening a 
packet capture socket. 

Start packet capture loop: Libpcap provides three functions 
to capture packets: pcap_next(), pcap_dispatch(), and 
pcap_loop(). Since function pcap_next() can only grab one packet 
at the time to be called. So the program must call this function in 
a loop to receive multiple packets. The other two functions 
pcap_loop and pcap_dispatch() can loop automatically to receive 
multiple packets. Datalink type can be determined by calling 
pcap_datalink(), and then start packet capture. The sample 
program shown in Figure 3-(b) uses pcap_loop() to sniff multiple 
packets. In this code, first to determine the datalink type by calling 
pcap_datalink(), and then start packet capture loop. 

Parse and display packets: The general technique for 
parsing packets is to set a character pointer to the beginning of the 
packet buffer then advance this pointer to a particular protocol 
header by the size in bytes of the header that precede it in the 
packet. The header can then be mapped to an IP, TCP, UDP, and 
ICMP header structure by casting the character pointer to a 
protocol specific structure pointer.  A parse_packet() function 
starts off by defining pointers to IP, TCP, UDP and ICMP header 
structures. The packet pointer is advanced past the datalink header 
by the number of bytes corresponding to the datalink type 
determined in capture_loop(). Casting the packet pointer to struct 
tcphdr and struct udphdr pointers gives us access to TCP and UDP 
header fields respectively. The struct icmphdr pointer enables us 
to display ICMP packet type and code along with the source and 
destination IP addresses. The sample code in Figure 3-(c) shows 

the steps to parse and display packets, such as TCP packets that 
are used to detect stepping-stone intrusion. 

Terminate Capturing: The last step is to terminate the 
packet capture by interrupt signals SIGNIT, SIGTERM, and 
SIGQUIT through calling function bailout() which displays the 
packet count, closes the packet capture socket then exits the 
program. 

4.3.5 Lab instructions 

1) Start up running your code, and select the interface to sniff 
2) Click “Start” button to start packet sniffing 
3) Display the following information for each packet captured: 

source/destination IP address, source/destination port 
number, packet type, sequence number, acknowledge 
number, TCP flags, fragmentation information, checksum, 
receive window, TTL, upper layer protocol, timestamps in 
format of mm/dd/yy.   

4) Click one TCP/IP packet captured to show the details in each 
of its header field. Take a screenshot for the header details.  

5) Store captured packet in a .txt file that can be opened by 
WordPad, or any other text editor tool. 

4.3.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
Would it trigger any ethical issue to capture other users’ 
network traffic using self-made code under a host with legal 
login? 

2) What is the difference between Winpcap and Libpcap? 

Figure 3: Packet Capture Sample Code 
 (a) 

 (b)  (c) 
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3) What functions are called in order to open a packet capture 
socket? 

4) What is the purpose to call pcap_compile()? 
5) What is the function of pact_next()? 
6) Which function is called to determine the datalink type of a 

packet? 

4.4. Content-based Thumbprint Detection 

4.4.1 Lab objectives 

1. Understand TCP/IP protocols and network traffic 
behaviour; 2. Know how to establish an interactive TCP session; 
3. Understand using Thumbprint to detect Stepping-stone 
intrusion; 4. To be familiar with TcpDump and Wireshark. 

4.4.2 Network topology 

The network topology used in this lab is the same as Figure 2 
in Lab 4.2. 

4.4.3 Lab instructions 

1) Select any three computers in your local area network and 
name them to be Intruder’s host, S1, and Victim’s host.  

2) Start up the computers in Linux and login to each host with 
given credentials. Open a terminal in each host. 

3) Run “ifconfig” to get the IP address for each host, and take a 
screenshot from each host.  

4) Run SSH from Intruder’s host to connect to S1, then to 
Victim’s host just as shown in Figure 2.  An interactive 
session is set up spanning three hosts with S1 working as a 
Stepping-stone.  

5) Students will monitor the traffic of the incoming connection 
from Intruder’s host, and the traffic of the outgoing 
connection to Victim’s host from S1. Here we use the number 
of TCP packets to represent the corresponding network 
traffic.    

6) Run TcpDump at host S1 to monitor the TCP packets coming 
to/from Intruder’s host but to S1 with destination/source port 
22 and store all the packets in IncomingTCP.txt, and also 
monitor the TCP packets going to Victim’s host or come back 
to S1 with destination/source port 22, and store all the 
collected packets to OutgoingTCP.txt.  

7) In either IncomingTCP.txt or OutgoingTCP.txt, each packet 
is stored in one row including the following fields separated 
by “;”: Packet Order number; Timestamp; Source IP; 
Destination IP; Source Port; Destination Port; Flag; Sequence 
Number; Acknowledge Number; Packet Length  

8) Keep operating at Intruder’s host for about 15 minutes to 
make network traffic to Victim’s host via S1.   

9) Count the number of packets in the two files respectively by 
counting the number of rows, or just simply check the last 
row “Packet Order number” field.  

10) Compare the two number to see if they are close enough.  

11) Identify the Send and Echo packets in the two files. Count the 
number of Send and Echo packets from IncomingTCP.txt, 
and denote them as In-S and In-E respectively. Similarly 
count the number of Send and Echo packets from 
OutgoingTCP.txt, and denote them as Out-S and Out-E 
respectively.  

12) The rules to determine Send or Echo packet at S1 are as the 
following, 

a. Send packet is a packet in the incoming link that 
comes to S1 with Flag.P set up, but in the outgoing 
link that leaves S1 to Victim’s host with Flag.P set 
up; 

b. Echo packet is a packet in the incoming link that 
leaves S1 to Intruder’s host with Flag.P set up, but 
in the outgoing link that comes to S1 with Flag.P set 
up.  

13) Compare if the following relation maintains, 

a. In-S is close to Out-S, and  

b. In-E is close to Out-E, and 

c. The sum of In-S and In-E is close to the sum of Out-
S and Out-E 

14) Please draw your conclusion based on the results from Steps 
10) and 13). 

4.4.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 

If a user has a legal login to a host, captures network 
packets, and obtains the contents of each packet, would the 
user’s action result in an ethical issue? 

2) What is the TcpDump command to sniff the packets in the 
incoming link? 

3) What is the TcpDump command to sniff the packets in the 
outgoing link? 

4) What conclusion you can make based on the information 
you have in step 10) of the Lab Instructions above? Why? 

5) What conclusion you can make based on the information 
you have in step 13) of the Lab Instructions above? Why? 

6) Write a TcpDump command to sniff the packets only 
acknowledge the requests from Intruders’ Host at S1. 

4.5. Time-based Thumbprint Detection 

4.5.1 Lab objectives 

1. Understand using time-based thumbprint to detect 
stepping-stone intrusion; 2. Learn how to generate time-based 
thumbprint; 3. Know how to compare time-based thumbprint; 4. 
Understand the efficiency of thumbprint comparison algorithm. 
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4.5.2 Network topology 

The network topology used in this lab is the same as Figure 2 
in Lab 4.2. 

4.5.3 Lab instructions 

1) Refer to Lab 1 to make an interactive TCP session with at 
least one host in between attacker and victim machines.   

2) On either of the machine of your choice except the target, 
filter the network capture & save the incoming and outgoing 
packets including timestamp information for each packet 
through TcpDump.  

3) Examine the packets for the incoming connection and look 
for the timestamp there and list those timestamps in a 
sequence. 

4) Repeat Step 3 but for the outgoing connection 

5) For the incoming connection sequence (list) of timestamps, 
find the difference in neighboring timestamps and list them 
in a sequence. This can give a sequence of time gaps for this 
connection. Find difference using the equation: |pi  - p(i+1)|, 
here pi is the timestamps of ith packet captured.  

6) Repeat Step 5 but for the outgoing connection. 

7) Compare the two sequences to get a similarity. If the 
similarity is larger than a predefined threshold, the host is 
used as a stepping-stone. Otherwise, not. 

4.5.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
If a user has a legal login to a host, captures network packets, 
and but could not obtain the contents of each packet due to 
encryption, would the user’s action result in an ethical issue? 

2) Please describe what a time session-based thumbprint is in 
your own words. 

3) Why would an individual want to perform this method to 
detect a stepping-stone over other methods? 

4) Why do we compare the two sequences of time gaps in our 
own algorithm as oppose to the Longest Common 
Subsequence algorithm which can also help to measure 
similarity? 

5) Do you have a better method of comparing the sequences’ 
similarity? 

6) Would a time session-based thumbprint be effective with an 
encrypted connection? If yes, explain why.   

4.6. Step-function Detection 

4.6.1 Lab objectives 

1. Understand packet matching algorithm: First-Match; 2. 
Learn how to use matched Send and Echo packets to determine 
the number of compromised hosts; 3. Demonstrate Step-Function 
algorithm; 4. Illustrate the limits of Step-function detection. 
 

4.6.2 Network topology 

The network topology used in this lab is the same as the one 
shown in Figure 1 of Lab 4.1. 

4.6.3 Lab instructions 

1) Start up with any computers in the LAN, and login to the 
Intruder’s host, Victim’s host, S1, S2, S3, and S4 with the 
appropriate credentials to make a connection chain.  

2) Open a terminal on Intruder’s host and S1. 

3) On desired sensor host (S1 for initial run), start TcpDump to 
dump captured packets to a file along with any further options 

a) ###.###.###.###.X is Sensor’s IP Address and X is 
a port number 

b) sudo TcpDump 'tcp[tcpflags] & tcp-push != 0 and 
host ###.###.###.###.X'  -n --number   > 
capturedFile 

4) On Intruder’s host, Run SSH to connect to a remote host S1: 
ssh Student@S1 (this can also be the IP address of S1 if host 
name S1 is not known). 

5) As long as S1 is reachable, you will be prompted to input the 
password for the user “Student”.   

6) On Intruder’s host, repeat steps 4 and 5 replacing S1 with S2, 
S3, S4, and Victim’s host, respectively, to login to further 
hosts as needed.  

7) Interact with Victim’s host: browse directories, manipulate 
files, check available interfaces, etc. 

8) End current SSH session and stop TcpDump on the sensor 
host. 

9) Repeat steps 3-8 for multiple setups; such as two/three 
stepping-stones chains with the sensor on different steps each 
time 

10) You may want to use grep to create two files: one for Send 
packets and one for Echo. Consider that [^\2\]{2,} matches 
22 for SSH 

a) (grep -E 
'>/b###.###.###.###.[^\2\]{2,}’/bcapturedFile) > 
downEchoFile 

b) (grep -E 
'###.###.###.###.[^\2\]{2,}/b>’/bcapturedFile) > 
downSendFile 

11) Use First-Match Algorithm to match Send/Echo Packets: 

a) Iterate through both lists, starting with the lowest sequence 
numbered Send Packet 

b) If the current packet is a Send, add it to a list of unmatched 
Send packets 

c) If it is an Echo and there is at least one unmatched Send 
Packet, Search the list of unmatched Send packets from the 
beginning. Find the first send packet with an appropriate 
acknowledgement number  
[Echo.Seq == Send.Ack]. 
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d) Use the absolute difference between the correct Echo’s and 
Send’s timestamps to determine the round trip time (RTT) of 
the request  
[ RTT = |Echo.Timestamp – Send.Timestamp| ] 

e) Save RTT to a list of RTTs 

f) If it is an Echo and all preceding Send packets have been 
matched, the algorithm fails. Check if a packet was missed, 
then try to determine what may have occurred. 

12) Sketch the graph of RTT vs. Number of matched Packets 

a) RTT in whatever unit of time (typically ms or µs); 

b) Number of matched packets indexed from 1 to the number of 
matches. 

4.6.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 

If a user has a legal login to a host, captures network packets, 
obtains the round-trip time between matched Send and Echo 
packets, but could not identify the contents of each packet 
due to encryption, would the user’s action result in an ethical 
issue? 

2) What is the purpose of tcp-push != 0 in the above capture? 

3) Explain the difference in the grep statements listed above. 
Why does the first point to Send packets, while the second 
points to Echo packets? 

4) Did you notice any effects to performance (positive/negative) 
as more links were introduced to the connection chain? 
Explain. 

5) Would there be any difference to this analysis if the data were 
clear text, sent using Telnet, or encrypted like in SSH? Justify. 

6) Can you determine the length of the entire connection chain 
with this method? If so, explain why. If not, which portion 
can you determine the length? 

4.7. Packet Matching 

4.7.1 Lab objectives 

1. Understand the significance of packet matching; 2. 
Determine the differences in the different packet matching 
algorithms; 3. Learn how to apply packet matching to detect 
stepping-stone intrusion; 4. Distinguish the limits of different 
packet matching algorithms. 

4.7.2 Network topology 

The network topology used in this lab is the same as the one 
shown in Figure 2 of Lab 4.2. 

4.7.3 Lab instructions 

1) Start up any computers in the LAN, and login to the 
computer, which assumes to be called Intruder’s host with the 
above credentials.  

2) On desired sensor host (S1 for initial run), start TcpDump to 
dump captured packets to a file along with any further options 

a) ###.###.###.###.X is Sensor IP Address and X is 
port number 

b) sudo TcpDump 'tcp[tcpflags] & tcp-push != 0 and 
host ###.###.###.###.X'  -n --number > 
capturedFile 

3) Make an SSH connection chain from Intruder’s host through 
any stepping-stone saying host S1 (sensor) to Victim’s host. 

4) Interact with Victim’s host from Intruder’s host via the 
connection chain: browse directories, manipulate files, check 
available interfaces, etc. 

5) Terminate the SSH chain by using the ‘exit’ command on 
each of the stepping-stones and Victim’s host from the shell 
of Intruder’s host  

6) You may want to use grep to create two files: one for Send 
packets and one for Echo 

a) Upstream 
i. (grep ‘###.###.###.###.X/b>’/b</bcapturedFile) > 

upEchoFile 
ii. (grep ‘>/b###.###.###.###.X’/b</bcapturedFile) > 

upSendFile 
b) Downstream – consider that [^\2\]{2,} matches 22 for SSH 

i. (grep -E 
'>/b###.###.###.###.[^\2\]{2,}’/bcapturedFile) > 
downEchoFile 

ii. (grep -E 
'###.###.###.###.[^\2\]{2,}/b>’/bcapturedFile) > 
downSendFile 

7) Use First-Match Algorithm to match Send/Echo Packets: 

a) Iterate through both lists, starting with the lowest sequence 
numbered Send Packet 

b) If the current packet is a Send, add it to a list of unmatched 
Send packets 

c) If it is an Echo and there is at least one unmatched Send 
Packet, Search the list of unmatched Send packets from the 
beginning. Find the first send packet with an appropriate 
acknowledgement number  
[Echo.Seq == Send.Ack]. 

d) Use the absolute difference between the correct Echo’s and 
Send’s timestamps to determine the round trip time (RTT) of 
the request [ RTT = |𝐸𝐸𝐸𝐸ℎ𝑜𝑜.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 −
𝑆𝑆𝑇𝑇𝑆𝑆𝑆𝑆.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇|] 

i. Save RTT to a list of RTTs 

e) If it is an Echo and all preceding Send packets have been 
matched, the algorithm fails. Check if a packet was missed, 
then try to determine what may have occurred. 

8) Use the Conservative Algorithm to match Send/Echo 
Packets: 

a) Iterate through both lists, starting with the lowest sequence 
numbered Send Packet 
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b) If the current packet is a Send: 

i. If previous packet was Send and time gap was 1 
second or more, clear the sendQ and make a note of 
match-flag = true 

ii. Otherwise, add it to a list of unmatched Send 
packets 

c) If it is an Echo: 

i. If there is at least one unmatched Send Packet and match-
flag = true, search the list of unmatched Send packets 
from the beginning. Find the first send packet with an 
appropriate acknowledgement/sequence number 
[Echo.Seq == Send.Ack && Echo.Ack > Send.Seq]. 

1. Use the absolute difference between the correct 
Echo’s and Send’s timestamps to determine the 
round trip time (RTT) of the request [ RTT = 
|𝐸𝐸𝐸𝐸ℎ𝑜𝑜.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 − 𝑆𝑆𝑇𝑇𝑆𝑆𝑆𝑆.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇|] 

a. Save RTT to a list of RTTs 

ii. Otherwise, set match-flag = false 

9) Use the Greedy Heuristic Algorithm to match Send/Echo 
Packets: 

a) Iterate through both lists, starting with the lowest sequence 
numbered Send Packet 

b) If the current packet is a Send: 

i. If previous packet was Send and time gap was 1 
second or more, clear the sendQ 

ii. Otherwise, add it to a list of unmatched Send 
packets 

c) If it is an Echo: 

i. If there is at least one unmatched Send Packet, 
search the list of unmatched Send packets from the 
beginning. Find the first send packet with an 
appropriate acknowledgement/sequence number  
[Echo.Seq == Send.Ack && Echo.Ack > 
Send.Seq]. 

1. Use the absolute difference between the correct 
Echo’s and Send’s timestamps to determine the 
round trip time (RTT) of the request [ RTT = 
|𝐸𝐸𝐸𝐸ℎ𝑜𝑜.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 − 𝑆𝑆𝑇𝑇𝑆𝑆𝑆𝑆.𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇|] 

a. Save RTT to a list of RTTs 

ii. Otherwise, no match detected. 

4.7.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
If a user has a legal login to a host, captures network packets, 
matches each Send packet with its corresponding Echo, but 
could not identify the contents of each packet due to 
encryption, would the user’s action result in an ethical issue? 

2) Which two TCP packet types can we exploit to properly 
match packets within a connection? 

3) Explain why Echo.Seq == Send.Ack is used. 
4) Explain why Echo.Ack > Send.Seq is used. 
5) Why does Conservative Algorithm clear the Send Queue? 
6) Looking at the results of running through the algorithms, 

what differences do you see between them? Explain why 
that might be. 

4.8. RTT-based Random-walk Detection  

4.8.1 Lab objectives 

1. Understand random-walk model; 2. Learn how to apply 
random-walk model to detect stepping-stone intrusion; 3. Be 
familiar with the techniques to evade detection; 4. Demonstrate 
using RTT to resist intruders’ evasion. 

4.8.2 Network topology 

The network topology used in this lab is the same as the one 
shown in Figure 2 of Lab 4.2. 

4.8.3 Lab instructions 

1) Refer to Lab 1 to make an interactive TCP session including 
at least one stepping –stone host that is used as a sensor.   

2) On the sensor, filter the network capture & save the incoming 
and outgoing packets through TcpDump.  

3) Examine the packets for the incoming connection, and match 
the Send & Echo packets using conservative packet matching 
algorithm from Lab 4.7, and obtain the number of RTTs from 
matched packets for this connection, NRTT

in. 

4) Repeat Step 3) for the packets collected from the outgoing 
connection, and obtain NRTT

out.  

5) Take the difference of NRTT
in  and NRTT

out . NRTT
in-out = |NRTT

in 
- NRTT

out| 

6) Compare NRTT
in-out to a predefined upper bound. If it is less 

than the upper bound, then the incoming & outgoing 
connections are a relayed pair. The sensor is used as a 
stepping-stone. If not then, the machine is not used as a 
stepping-stone. 

4.8.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
If a user has a legal login to a host, captures network packets, 
obtains the round-trip time between matched Send and Echo 
packets, but could not identify the contents of each packet 
due to encryption, would the user’s action result in an ethical 
issue? 

2) Please describe how a RTT-based Random-Walk Detection 
works in your own words.  

3) Why would an individual want to perform this method to 
detect a stepping-stone over other methods? 

4) Could an intruder manipulate this approach to give a false 
negative? 

5) Would this method be effective with an encrypted 
connection? If yes, explain why. 
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6) Perform a network capture by following the above 
instructions with the predefined threshold, 𝛤𝛤, being equal 30. 
From the results, is the machine a stepping-stone? 

4.9. Detection by Estimating the Length of a Long Connection 
Chain 

4.9.1 Lab objectives 

1. Understand the RTTs of the packets from the same 
connection chain can be mined to the same cluster; 2. Learn the 
number of compromised hosts is equal to the number of 
outstanding clusters; 3. Demonstrate the approach to estimate the 
length of a connection chain; 4. Obtain the knowledge on how 
clustering-partitioning algorithm can resist intruders’ evasion. 

4.9.2 Network topology 

The network topology used in this lab is the same as the one 
shown in Figure 1 of Lab 4.1. 

4.9.3 Lab instructions 

1) Start up any computers in the LAN, and login to the computer 
that assumes to be called Intruder’s host with the above 
credentials. 

2) We will use at least 5 hosts in this connection chain.  Decide 
which 5 hosts you want to use, and designate the 2nd host as 
a sensor host 

3) On the sensor host, begin packet capture prior to making any 
of the connections. 

4) Please open a terminal at Intruder’s host.  

5) Run SSH to connect to a remote host S1 (sensor host): ssh 
Student@S1 (this can also be the IP address of S1 if host 
name S1 is not known). 

6) As long as connected to S1, you must be prompted to input 
the password for the user.   

7) Repeat steps 4), 5), to connect to computer hosts S2, S3, S4, 
and the last one respectively. The last host you connect to 
remotely is called Victim’s host.  

8) So far you have remotely connected to Victim’s host 
spanning hosts S1, S2, S3, and S4. Hosts S1, S2, S3, and S4 
are used as stepping-stones in this lab.  

9) Generate traffic to be captured by sensor. (ls, pwd, etc.) 

10) After complete the packet capture, analyse the packets 
captured using clustering-partitioning algorithm. For the 
algorithm details, please refer to the reference [20]. 

4.9.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
If a user has a legal login to a host, captures network packets, 
obtains the round-trip time between matched Send and Echo 
packets, and can estimate how many connections between the 
current host and the end of the connection chain.  If the user 

could not identify the contents of each packet due to 
encryption, would the user’s action result in an ethical issue? 

2) Why is it important to begin packet capture before you 
initiate the connection chain?  Please explain. 

3) What results are we looking for after completing the 
clustering-partitioning algorithm?  Why do these results 
indicate connections? 

4) What is the maximum theoretical complexity of the 
partitioning clustering algorithm?  Why is this algorithm 
likely never reach this complexity level?  Please explain. 

5) What percentage of the RTTs should be within a cluster to be 
considered a valid cluster? 

6) If we collected 720 send packets and 810 echo packets, at 
most, how many comparisons would be necessary for 
partitioning-clustering algorithm? 

4.10. Detection Using Crossover Packets 

4.10.1 Lab objectives 

1. Understand crossover packets; 2. Know the reason of 
generating crossover packets; 3. Obtain the relation between the 
length of a connection chain and the number of crossover packets; 
4. Learn how to identify crossover packets. 

4.10.2 Network topology 

The network topology used in this lab is the same as the one 
shown in Figure 1 of Lab 4.1. 

4.10.3 Lab instructions 

We assume Intruder’s Host is called iHost, and Victim’s host 
is called vHost. After a connection chain is established, please 
type the following information at iHost to make some network 
traffic for each of the following: “This is s test from Hands-on lab 
10. Please discard all the wrong messages!” 

1) Make a connection chain from iHost to vHost via S1 only. 
Type the above information at iHost and capture Send and 
Echo packets at S1 from its outgoing connection. Store the 
packets to PacketFile1.  

2) Make another connection chain from iHost to vHost, but via 
S1 and S2. Type the above information at iHost and capture 
Send and Echo packets at S1 from its outgoing connection. 
Store the packets to PacketFile2. 

3) Make the third connection chain from iHost to vHost, but via 
S1, S2, and S3. Type the above information at iHost and 
capture Send and Echo packets at S1 from its outgoing 
connection. Store the packets to PacketFile3. 

4) Make the fourth connection chain from iHost to vHost, but 
via S1, S2, S3, and S4. Type the above information at iHost 
and capture Send and Echo packets at S1 from its outgoing 
connection. Store the packets to PacketFile4. 

5) Count the number Crossover packets in each file and compare 
them. Please conclude what you would find from the 
comparing the results. 
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4.10.4 Critical Thinking Practice 

1) Ethical Issue Discussion: 
If a user has a legal login to a host, captures network packets, 
obtains the crossover packets, but could not identify the 
contents of each packet due to encryption, would the user’s 
action result in an ethical issue? 

2) Why is it unlikely that you will observe much, if any, 
Crossover in a LAN environment? 

3) Does increasing the connection chain length increase or 
decrease the likelihood of observing packet Crossover?  Why 
or why not? 

4) Does packet Crossover help or hinder packet matching?  Why? 
5) Why are you more likely to observe packet Crossover in a 

WAN environment? 
6) What information about a connection chain can you gather 

from detecting many packet Crossovers? 

5. Discussion on the Labs Designed 

In this session, we will discuss the innovation, contribution, 
and the effectiveness of the proposed work.  

All the hands-on labs were designed based on some research 
papers. To the best of our knowledge, the is the first time that 
stepping-stone intrusion detection techniques are integrated into 
cybersecurity curriculum. The contribution is that college 
students can learn complex stepping-stone intrusion detection 
techniques and enhance their experience by conducting the hands-
on labs. The labs designed are suitable for teaching-focus colleges 
who may have limited budget for their cybersecurity curriculum.  

Each lab proposed has a critical thinking practice component 
including discussions about ethical issues, and the questions to 
train students to be qualified professionals of cybersecurity 
workforce. Most of the labs proposed were adopted in the course 
of “Intrusion Detection and Prevention” at Columbus State 
University, GA from 2018 to 2019. The instructors did class 
survey to ask the students if they agree with the labs adopted for 
the class. The survey results are shown in Table 1. 

Table 1: Lab Survey Results 

        Item 
 
 
 Semester 

Strongly 
Agree 

Agree Neutral Disagree Agree 
and 
Neutral 
Rate 

Attending 
Rate 

Spring 2018   5 4 3 1 92.3% 13 out of 15 
= 86.7% 

Spring 2019 11 9 6 0 100% 26 out of 28 
= 92.9% 

Spring 2020 9 5 2 2 88.88% 18 out of 19 
= 94.7% 

Spring 2021 11 11 4 2 92.9% 28 out of 29 
= 96.6% 

Average 
Rate 

    93.52% 92.73% 

From the survey results, we can see that over four years, more 
than 90 percent of the students like the labs. Their comments and 
feedback are positive. There are also some negative comments 
and feedback.  The following are some negative feedback 
extracted from the surveys:1) the time given to finish the labs are 

not enough; 2) most students prefer to use a physically installed 
Linux system to conduct the lab, other than a virtual Linux system 
because it is hard to copy the results out; 3) too many packets are 
required to capture which costs their too much time; 4) some 
students expect to have the first lab to refresh the Linux command, 
other than to make a connection chain. 

6. Summary 

In order to help college students to learn stepping-stone 
intrusion detection and prevention techniques and enhance their 
hands-on learning experience, we developed ten hands-on labs 
based on the significant results published in the area of stepping-
stone intrusion detection since 1995. For making these hands-on 
labs be easily adopted by university professors in undergraduate 
cybersecurity courses, we used the following strategies while 
designing these hands-on labs: 1) save budgets for learners; 2) 
simplify the requirements for required hardware and software; 3) 
clear step-by-step instructions; 4) easy assessments by evaluators; 
5) easy adoption by instructors.  

Most of the hands-on labs we designed in this paper have 
been adopted in the undergraduate course of Intrusion Detection 
and Prevention at Columbus State University for four years. The 
average survey result shows that more than 90% of the students 
liked the labs and enjoyed the hand-on activities involved in the 
labs. The rate of disagreement/dislike is less than 10%. All the 
hands-on labs have been shared within the USA via the Clark 
system managed by Towson University, MD, USA. Records show 
that at least six colleges/universities downloaded the hands-on 
labs. We highly believe that our proposed hands-on labs in 
stepping-stone intrusion detection will help building the nation’s 
cybersecurity workforce. 

 Cybersecurity is a rapidly changing and expending field. In 
order to make our students to be adaptable with fast changing 
cybersecurity techniques quickly after graduation, in the future, 
we will improve the proposed hands-on labs following NICE 
cybersecurity workforce framework initiated by NIST. In this 
framework, there are seven categories and each category contains 
one or more specialty areas. Each cybersecurity specialty area is 
composed of multiple work roles. Each work role includes 
Knowledge, Skills and Abilities (KSAs) and Tasks. The future 
hands-on labs will help our students to achieve three targets. First, 
they will obtain a body of information, which can be directly 
applied to the performance of a function. Second, they will 
enhance their skills needed for cybersecurity. Third, they will 
improve their competence to perform an observable behavior, 
which can result in an observable product.  
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 Serious games (SGs) are interactive and entertaining digital games with a special 
educational purpose. Studies have shown that SGs are effective in enhancing educational 
skills. Cognitive skills training through serious games have been used in improving students 
learning outcomes. In this article, we introduce the ‘plants kingdom’ serious game for 
improving adolescents’ cognitive skills, mainly attention (Focus, selection, and sustained 
attention) and understanding skills. The game used the grade 8 Science book in designing 
the game content. The plant kingdom lesson was used for developing the game story and 
objects, its methods and tools were designed for the purpose of attention and understanding 
skills improvement. The game was evaluated on 43 students from public schools between 
the ages of 13-15 years, the study selected data from the students who had completed 5 
playing sessions. The attention and understanding skills were assessed using the automatic 
recording and analysis of the game player’s data. The variables utilized from the players' 
data included player ID, session number, gender, number of trials, level, drag and drop 
time, distance, reason for failure, position, speed, status, time, and playing tool. Results 
showed that the game improved the attention and understanding skills of students by 27% 
and 25 % respectively. The study showed the significant effect of serious games in 
enhancing students’ cognition; thus, integrating serious games into the education system 
can potentially improve learning objectives and outcomes.   
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1. Introduction  

In a rapidly changing digital environment, and the ever-
growing number of persons interacting with digital technologies 
daily, Digital Games Based Learning (DGBL) have gained 
momentum in their application as learning aids for informal and 
formal education. DGBL provides users with the ability to 
improve decision-making, memory, mathematical, and spatial 
skills [1]. Digital Games that are used with the aim of educating, 
instructing, or training have come to be known as serious games 
(SG) [2]. Serious games were first defined by [1] as activities that 
"unite the seriousness of thought and problems that require it with 
the experimental and emotional freedom of active play"[1].  

SGs differ from computer games in purpose, while the 
computer or digital games aim to entertain, serious games seek to 
achieve a certain educational, medical, or social outcome for the 
players. SGs have been used in a variety of fields, such as to aid 
children with Autism Spectrum Disorders (ASD) with Social 

Emotional Learning (SEL) [3], training the eyes of children with 
oculomotor dysfunction (OMD) [4], and cognitive training for 
chronic stroke survivors[5].  

Several researchers have studied a further application of 
serious games whereby games are used to enhance educational 
skills [6], [7]. Serious games are directly correlated with an 
increase in the engagement, attraction, and interest of players in 
learning new skills[8].  Likewise, SGs may also enhance cognitive 
skills, such as selective attention, an important skill for students’ 
academic performance [9]. Serious games show to increase 
players’ motivation and adaptability to new educational content 
as the games can create scenarios that aren’t easily accessible to 
them[10]. 

The ability to focus mental resources on the information most 
relevant at a given moment is referred to as attention. Students’ 
attention skills are volatile and fluctuate subject to the 
environment they are in, which may hinder their learning skills or 
overall academic performance. Nonetheless, serious games allow 
for the creation of personalized training experiences that match 
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the student’s abilities and training needs and thus aid in the 
development of skills that enhance their cognitive functions, 
namely attention [11], [12].  

2. Literature Review 

Given that serious games aim to utilize new gaming 
technologies to enhance the skills of users in a particular field [12], 
this paper aims to study the application of serious games in 
adolescents’ learning skills, particularly attention skills, to 
improve their educational outcomes. Several studies have 
explored the correlation of serious gaming and learning skills, and 
most recently, researchers have begun to focus on specific skills, 
such as attention and memory in a variety of sectors and 
applications [13], [14].  

2.1. Serious Games and Learning Skills  

In the article “Serious Play: Literacy, Learning and Digital 
Games” [15], the author discussed the Serious Play Project 
implemented by three Australian universities across two 
Australian states. The project aimed to learn about how digital 
games may be incorporated into education, namely the 
opportunities that games provide for creativity and innovation, and 
how learning through games challenges multimodal literacy 
learning. The project introduced games to classrooms between 
years 1 through 10 in a wide range of subjects, such as Information 
Technology, English, Literacy, and Social Studies among others. 
The findings show that serious games support learning skills in all 
subject areas, particularly in formal curriculum areas like 
Mathematics and Geography. The games enhanced students’ 
interpersonal collaboration, negotiation, and autonomy.  

In a previous study, a new model for the automatic collection 
of players' data and analysis of their skills was introduced by [8]. 
The model used game-learning analytics and robotic process 
automation for data collection and analysis, the model was tested 
on a sample of Palestinian public-school students between the ages 
of 13 and 14 (eighth grade). An automatic analysis model was 
created within a game focused on improving adolescent’s attention 
and understanding of a given topic. The study found that serious 
games have the potential to be used as educational tools to 
ultimately aid in students' learning process and attention skills. 
Furthermore, the study found that the merging of game analytic 
tools and robotic process automation can be replicated in serious 
game development in order to measure players' enhanced skills. 
Thus, this approach to serious games could replace the traditional 
pre-post testing methodology currently used in such interventions.  

The influence of serious games on formal education by 
examining their design and deployment was explored by [16]. 
Although the majority of studies on the topic of SGs have focused 
on their application in informal learning. In [16] researchers 
sought to develop a framework for introducing SGs into the 
formal pedagogical curriculum which pays special attention to the 
role of the educator. The review finds that serious games have the 
potential to significantly contribute to students’ learning skills, yet, 
taking into account that game-based environments are rapidly 
evolving, educators and practitioners must be trained and 
prepared for the incorporation of new game-based teaching 
methodologies. 

2.2. Serious Games and Attention (Cognitive skills)  

In [17], researchers  introduced a design for a computerized 
serious game to increase cognitive skills among the elderly “Smart 
Thinker.” The game aimed to increase cognitive skills, such as 
memory and attention in elderly adults to fortify their cognitive 
performance. Their study consisted of 59 older adults playing 
Smart Thinker under the supervision of social workers. The 
findings show that the game, "Smart Thinker," had a significant 
impact in regards to the enhancement of cognitive and attention 
skills of the intervention group. Thus, serious games show to 
improve memory and attention skills among the elderly.  

Similarly, in [5], the authors aimed to assess the value of "Neuro-
World," a serious game, in cognitive training for stroke survivors 
who, as a result, present mild or moderate cognitive disabilities. 
The study utilized a hybrid model between ANOVA and Tukey's 
posthoc tests and found that all outcomes presented significant 
advancements except for language. Therefore, Neuro-World 
showed to enhance the cognitive function and decrease depression 
symptoms among the subjects in the intervention group [5]. 

In [11], researchers sought to study the assessment step of an 
SG for attention enhancement. A serious game for enhancing 
attention skills based on an Open Learned Model (OLM) was 
developed (Keep Attention), and a study was conducted to 
evaluate to what extent the OLM influences users’ decision-
making in attention training [11]. The study concluded that the 
Open Learner Model is effective in personalizing the user's 
experience, guaranteeing transparency, and helping users self-
regulate their skills.  

Furthermore, in [10], the authors took it one step further by 
approaching SGs for improving cognitive functions through the 
lens of Virtual Reality (VR). Thus, their study explored Virtual 
Reality Serious Games (VRSGs) to optimize the cognitive 
performance of users. To accomplish this, they utilize a combined 
'Learning Mechanics –Game Mechanics' (LM-GM) model and 
further add VR characteristics. The study found that VRSGs 
improve the presence, immersion, and cognitive performance of 
users as the VR component reinforces players’ embodied cognition 
through a purposeful and interactive design[10]., VR offers 
additional gaming experiences that don’t translate to traditional 
computerized games. 

In [18], the authors reviewed the use of educational serious 
games in all educational levels with a focus on knowledge, 
learning, memory, and attention. The review of the literature 
shows that a large number of researchers support the use of ICTs 
[19], in particular serious games, for enhancing attention skills 
and overall improving academic performance. Moreover, in [1], 
the authors showed that players demonstrate better selective 
attention over space, and can focus on one specific object at a 
given time with less effort than non-players as a result of their 
gaming activity. Thus, the study concludes that video games, 
particularly serious games, have the potential of significantly 
enhancing spatial skills, promote communication, improve 
memory and attention skills in students from all grade levels, but 
in particular in children with Attention Deficit Disorders (ADD).  

The literature reviewed shows a consensus among researchers 
about the positive correlation of serious games with learning skills, 
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in particular skills that relate to cognition, such as memory and 
attention [20]. The impact of SGs in attention skills is increasingly 
applicable in school-aged children, particularly children with 
cognitive or intellectual disabilities. 

3. Research Methodology 

3.1 Serious Game Design 

In this research, we developed an educational serious game for 
improving the basic cognitive processes of memory and attention, 
such as focus, orientation, recall, and selection, among school 
children. The game’s design provides students with a series of 
training activities through game playing that would lead to the 
enhancement of their cognitive abilities, particularly attention 
skills. The game used a mixture of instructional and interactive 
video-game-play methods to achieve the proposed objectives.  

The “Plant Kingdom” SG was developed based on Bloom’s 
hierarchy of cognitive learning [21]. Therefore, the game seeks to 
aid students in navigating several levels to achieve increased 
attention skills. The research focused on improving the attention 
and understanding cognitive skills of adolescents, including 
logical thinking, intellectual, awareness, observation, knowledge, 
interaction, intuition, and decision-making. The game content was 
planned in a way to stimulate the player’s recall, concentration, 
and memory skills through visual and audio activities, and 
motivation and rewards actions.  

The grade eight science book was used in developing the 
serious game’s playing materials and objects. The course learning 
outcomes were considered as a reference for the game objectives’ 
design. The SG includes eight playing levels with ascending 
difficulties designed based on the desired skills with the help of 
gaming tools such as mazes, mix-match, basket-filling, and maps. 
The levels’ difficulty was adjusted by altering game variables, 
including touch sensitivity, length and complexity of the game 
pattern, game tool, response time, success and failure, and reasons 
for failure.   

 
Figure 1: The left side indicates lesson subtopics in Arabic (4 titles: plants 

characteristics, physical materials, structures of plants, and plants classification. 
The right side shows plant pictures as described in the students’ textbook. 

The serious game application utilized the learning contents of 
the grade 8 science course (specifically: the plant kingdom lesson 
in the students’ science course curriculum) and furthered modeled 
them in the framework of skills development. To achieve this, 
objects' shapes, colors, motion, size, location, and other related 
human-computer interaction standards were considered in the 
game application development.  In addition, the development 
team considered brain processing measurement features during 
game design, such as response, response time, and decision 
making.  A group of experts (serious game experts, teachers, and 
education supervisors) worked on the creation of the game story, 
scenarios, objects, and characters.  

 
Figure 2. Two game levels (simple and complex). Simple level (left-side) used a 
standard plan classification tree, and the complex level (right-side) used a recall 

method of the classification order of plants.  

 
Figure 3. Two game levels with different playing tools. The Maze (left-side) 

drags plant properties from the upper list onto the corresponding baskets through 
the maze playing tool. The Tree (right-side) drags the plant properties to the 

correct location using finger touch movements 
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Figures 1, 2, and 3 show a sample of game-playing tools that 
have been used in game design to enhance the development of 
cognitive skills among adolescents.   

3.2 Game Development  

 The “Plant Kingdom” game was developed following the 
‘normal serious game’ design methodology that achieved the 
game objectives in enhancing adolescents’ cognitive skills. Figure 
4 illustrates the methodological steps undertaken during game 
design, from the definition of game objectives until the game’s 
evaluation. Steps 1-5 include the development of the game’s story 
and scenarios, which reflect the plant kingdom textbook material. 
The objects and pictures were selected to match those shown in 
the student textbook.  

The scenarios followed the teaching material’s learning 
outcomes and were interactively designed to enhance students’ 
motivation within the learning environment. Step 6 concerns the 
game tools design, in which Mazes, drag and drop, and mix and 
were used for the study’s purposes. These tools are commonly 
found in games and are considered efficient tools for enhancing 
players’ concentration, planning, and visual-motor skills 
integration. Touch sensitivity and movement speed have also been 
considered in the game design. Sensitivity and speed complexity 
become increasingly difficult with higher game levels. The final 
step concerns game evaluation, whereby game player data were 
automatically collected and managed using robotic process 
automation and automatic analytical tools for evaluating the 
serious game objectives [8].  

 
Figure 4: Methodological steps of game design 

Utilizing the standard game design procedure, the game 
development stage for this study included the following aspects: 
storytelling, goal, feedback, time, rewards, instructional methods, 
and rules. Storytelling was employed in different ways, such as 
drag and drop and Mix and match. The maze itself was designed 
as an aid for players’ attention as users were forced to concentrate 
on the element while moving it across the screen. The elements 
were shuffled after a certain period of time and players had to 
withdraw specific images before and during shuffling. Figures 1-
3 illustrate the design of game levels using the maze, drag, and 
drop, and mix and match.  

The software development incorporated the use of the Unity 
3D mobile App development environment, in addition to free 
software development tools, such as PHP and MySQL to maintain 

user records and feedback database. Figures 5 and 6 show 
screenshots of the game generation stage using the Unity 3D 
video-game engine (version 2019.3.11), PHP MyAdmin 5.1.1, 
and MySQL development tools. Microsoft Visual Studio 2019 
was used to edit the program code in C#.  

In addition, a Web-based platform was created to manage 
users’ game data, increase visibility, and deliver information 
about the SG.  Programming and video-game experts were 
responsible for game design and implementation, as per 
international guidelines. The prototype was validated by end-
users (stakeholders from across several domains) and tested in 
real-life scenarios with real data in the early development stages. 

3.3 Game Testing and Validation 

Prior to the release of the final prototype, the game was pilot-
tested twice, firstly by 3 teachers and 4 eighth-grade students, and 
secondly by two groups. The groups comprised the original 
testing sample and an additional group made up of 2 teachers and 
5 eighth-grade students. Test groups were asked to play the game 
‘as many times as desired’ for approximately 30-40 minutes 
dedicated to each level in order to complete all 8 levels.  Pre-post 
data were collected upon finalization of the pilot-test, analyzed, 
and considered in the next version of the game. Finally, the 
game’s final version was launched and reviewed by experts and 
teachers before being given to the student sample.  

3.4 Data Collection 

The game’s target audience was eighth-grade students 
between the ages of 13 and 14. The study’s target population was 
selected following the recommendations of the Palestinian 
Ministry of Education (MoE) supervisors. The target age was 
chosen given that 8th grade proves critical as students transition to 
adolescence and are increasingly exposed to smart technologies.  

A sample of 60 students weighted by gender was selected, 
however, only 43 students completed the study. The rest of the 
students failed to complete more than 3 sessions and were 

Figure 5: Sample of game programing using Unity 
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therefore excluded from the analysis. The student's parents signed 
consent forms before gameplay. Participants were required to 
have access to a mobile phone with an active internet connection.  

The game’s application was accessible for download on the 
Google Play store. A research assistant guided the student in 
downloading the game into their smartphones. Students were 
asked to play the game in their homes due to COVID19 pandemic 
protection procedures. The students’ school teachers and science 
teachers supervised and mentored students throughout game-
playing. The player’s game data was automatically stored in the 
game platform. The data included the variables: player ID, gender, 
number of trials, playing tool, session number, level number, 
location, drag and drop time, status (Success or Fail), the reason 
for failure (bumped into the maze border or wrong answer), 
distance, time, and speed. Moreover, attention and understanding 
variables were created in the following way: 

a) The attention variable: Interpreted as the relationship 
between the amount of time it takes to complete a task, the 
player's status (Success or Failure), and the cause of failure. 

b) The understanding variable: Interpreted as the ratio between 
correct and incorrect responses, the number of trials per level, 
the rise in correct answers, and the decline of incorrect 
answers. 

3.5. Experiment Setting 

The research took place under direct supervision and 
partnership with the Palestinian Ministry of Education (MoE). 
The MoE approved the testing of the game prototype and was 
responsible for the nomination of 2 science supervisors and 2 
science teachers to oversee the study’s implementation.  The 

Ministry was also responsible for identifying and selecting 
participants.  Following parents' approval upon communication 
with the supervisors, students attended an in-person orientation 
session to explain the research objectives and aid participants in 
downloading and installing the SG onto their mobile phones. 
Additionally, supervisors provided students with detailed 
instructions for gameplay as participants were to use the game at 
home. Figure 7 shows participants making use of the “Plant 
Kingdom” serious game.  

 

 

 

 

 

 

 

 

 

The students were asked to play one level per day. To achieve 
the game objectives, the minimum required number of playing 
sessions was five. Out of a sample of 60 participants, 43 students 
successfully completed the 5 sessions required. 

4. Results 

4.1 Population Studied 

The game was tested on 43 grade 8 students (31 girls and 13 
boys) aged 13-15 years. The results are shown in Table 1 detail 
the percentage of participants’ distribution by gender and playing 
sessions. Overall, the number of playing trials for the 43 players 
was 25,494. The results evidenced that the first session had a 
higher number of trials than the last session among girls (69.7% 
and 67.5% respectively). On the other hand, boys reported a 
higher number of trials in the last session than in the first session 
(32.5% and 30.3% respectively. However, girls presented a higher 
overall number of trials than boys (69% and 31% respectively); 

Figure 7: A sample of students playing the game. 
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Figure 6: Sample of game programing using PHP and MySQL 
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this has been attributed to the fact that the girls to boys ratio in the 
sample is 31:13. 

Table 1: Participants distribution of playing trials by gender and playing 
sessions. 

  Gender 

Girls Boys Total 

n (%) n (%) N 

Se
ss

io
n 

1 4730 (69.7) 2059 (30.3) 6789  

2 3982 (69.4) 1756 (30.6) 5738  

3 3366 (69.2) 1498 (30.8) 4864  

4 3039 (68.1) 1422 (31.9) 4461  

5 2458 (67.5) 1184 (32.5) 3642  

 Total 17575(69) 7919(31) 25494 

4.2 Outcomes  

Results in Table 2 show the average playing time (minutes) by 
gender and playing session. Results indicated that the average 
playing time decreased as the playing sessions increased for both 
girls and boys. The average playing time for Session 1 compared 
to Session 5 by gender (in minutes) was 10.7 to 5.9; 3.7 to 2.0 for 
both girls and boys respectively. Overall, the playing time 
deviation decreased by 2 minutes while the number of playing 
sessions increased. 

Table 2: Average playing time (minutes) by gender and playing session. 

  Player Gender 

Girls  Boys Total 

Se
ss

io
n 

1 
10.7 3.7 14.4 

2 
8.9 3.1 12.0 

3 
7.6 2.4 10.0 

4 
6.7 2.5 9.2 

5 
5.9 2.0 7.9 

Figure 8 shows the percentage of player status (success or fail) 
by gender and playing sessions. The failures decreased as playing 
sessions increased among both girls and boys. 43.1% of both boys 
and girls failed in session 1, while only 16.9% of girls and 21% of 
boys failed in Session 5. The girls reported a failure enhancement 
of 26.2%, while boys reported an enhancement of 24.8%. The 
results indicated that girls reported an overall 83.1% success rate 
in the last session, while boys reported a success rate of 79.0% in 
the last session. 

The status of participants was analyzed through the collection 
of individual data on the reason for failure at each level. The 
results shown in Table 3 indicate participants’ reported reason for 
failure as either a wrong movement or simply a wrong answer.  

 Table 3 compares players by gender. In session 1 (pre-test), 
girls showed a higher percentage of wrong movements than boys 
(35.8% and 32.3% respectively). In the fifth session (post-test), 

girls had a greater decrease in the amount of border touch and 
wrong movements than boys (7% and 8.4% respectively). 

Table 3: The game-play status by gender and playing session. 

  Player Gender 
 

Female Male Total 
 

Wrong 
Touch 

Wrong 
Answer 

Wrong 
Touch 

Wrong 
Answer 

Wrong 
Touch 

Wrong 
Answer  

n (%) n (%) n (%) n (%) n (%) n (%) 

Se
ss

io
n 

1 980 
(35.8) 

1057 
(32.6) 

455 
(32.3) 

433 
(33.1) 

1435 
(34.6) 

1490 
(32.8) 

2 706 
(25.8) 

859 
(26.5) 

358 
(25.4) 

306 
(23.4) 

1064 
(25.7) 

1165 
(25.6) 

3 494 
(18.1) 

623 
(19.2) 

256 
(18.2) 

242 
(18.5) 

750 
(18.1) 

865 
(19.0) 

4 363 
(13.3) 

476 
(14.7) 

220 
(15.6) 

197 
(15.0) 

583 
(14.1) 

673 
(14.8) 

5 192 
(7.0) 

224 
(6.9) 

118 
(8.4) 

131 
(10.0) 

310 
(7.5) 

355 
(7.8) 

Table 4: Average time difference of player fails per gender and playing session 
(minutes). 

  Player Gender 
 

Female Male Total 
 

Wrong 
Touch 

Wrong 
Answer 

Wrong 
Touch 

Wrong 
Answe

r 

Wron
g 

Touch 

Wrong 
Answe

r  
X2 X2 X2 X2 X2 X2 

Se
ss

io
n 

1 .15 .13 .12 .11 .14 .13 

2 .12 .13 .12 .09 .12 .12 

3 .13 .13 .10 .08 .12 .12 

4 .16 .13 .10 .10 .14 .12 

5 .18 .17 .10 .10 .15 .14 

Table 5: Deviation percentage in attention and understanding using pre-posttest 
analysis by gender and player status.  

  Girls  Boys Total P-Value 

Attention 27.1 23.5 26 0.0001 

Understanding  25.7 23.1 25 0.0001 

The average playing time was reported for each level and 
playing session. The average time of game completion was 2.5 
minutes, while the average time per session was 34 minutes. Table 
4 shows the players’ fail average time difference, the results show 
an increase in the average time difference between sessions one 
and five. The girls’ fail time increased from 0.15 minutes to 0.18 
minutes from sessions 1 to 5. Therefore, girls spent more time 
making use of their focus and attention skills while game-playing, 
which explains the decrease of fails from 35.8% to 7% as shown 
in Table 3. For boys, the time difference decreased from 0.12 
minutes to 0.1 minutes. 

The serious game effectiveness was assessed by evaluating the 
changes in-game players' results. The percentage of deviation in 
fails rate, average playing time, and fails between sessions one 
and five indicates the effectiveness of the proposed game in 
improving students’ attention and understanding skills. Results in 
Table 5 show the deviation percentage for attention and 
understanding skills by gender.  Attention skills improved by 26% 
(27.1% girls and 23.5% Boys) and understanding skills improved 
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by 25%. Girls reported a higher improvement than boys for both 
skills. 

5. Discussions and Recommendations 

Towards our goal of enhancing cognitive skills training 
among school children, we have created a serious game titled 
"plant-kingdom" and measured its impact on attention skills 
improvement through a random sample of grade 8 students. We 
used the game players’ data for analyzing the game results and 
evaluating the outcomes. The average playing time per session 
leading to improvements in attention skills was 34 minutes a day, 
two times a week. The analysis of data considered every student 
who completed a minimum of five playing sessions. The results 
obtained were positive, we observed a statistically significant 
improvement in attention skills through the increase of average 
playing time, decrease in playing fails, and increase in sessions’ 
success rate. Our results were found to be consistent with other 
similar studies [22, 23]. 

 
The study also yielded a statistically relevant reduction of 

‘fails’ as playing sessions increased. Hence, the data analyzed 
indicated that the total number of trials decreased as the number 
of sessions increased. Likewise, the success rate increased while 
the failure rate and average playing time per level decreased.  The 
above indicators reflect that students attained higher levels of 
attention and understanding of the science lesson as they 
continued to play the ‘plant kingdom's serious game.  

 
In the same manner, a comparison of players’ outcomes 

indicates that the skills of sustained and selective attention grew 
among players as sessions increased. This is evidenced in the fact 
that as game-playing continued, students, girls to a larger extent, 
developed the ability to stay within the playing borders on the 
touch screen while dragging and dropping the game object.  

 
Moreover, a notable advancement in understanding skills was 

observed during the answer activities. The students obtained a 
lesser amount of wrong answers as the game sessions progressed. 
Thus, the understanding of the game’s content, and of the lesson 
plan by extension, has remarkably improved after game-play. 
Self-correction skills, understanding, and attention are all skills 
that the students had to improve on during game-play in order to 
decrease the ‘fail’ rate.   

Given that the game was designed based on the students’ 8th-
grade Science material, the ‘Plant-kingdom’ serious game proved 
to be useful in the achievement of the course’s educational 
outcomes. Therefore, our study’s results evidence the 
effectiveness of serious games in improving students’ cognitive 
skills. The skills enhancement reported in other studies [24], [25] 
is consistent with the results obtained. The reported improvement 
in players’ outcomes reflects the value of serious games in 
educational contexts, particularly attention skills (focus, selection, 
and sustained attention). Furthermore, the current study, in 
resonance with similar previous studies [16], [26], [27], 
demonstrates that serious games are able to promote the 
enhancement of attention and understanding skills among 
adolescents. 

 

Nonetheless, it is worthy to note that the study had several 
limitations. Firstly, with only 43 students studied, the research 
possessed a small sample size. Although the preliminary results 
presented here were enough to examine the effect of the Plant-
Kingdom game in improving attention and understanding skills, 
we recommend the replication of this study with a larger and more 
significant population. 

Secondly, the experiment was conducted under COVID-19 
restrictions and Ministry of Health guidelines, therefore 
challenging the safe and correct implementation of the research. 
For this reason, a virtual platform was used for game supervision, 
thus limiting the game’s evaluation. We recommend future 
researchers deliver their proposed intervention in person to 
facilitate the evaluation process, and supervise the correct use of 
the serious game, especially for children.  

Finally, the game used the automatic recording and analysis 
of game players’ data instead of the traditional pre-post testing 
measure. Thus, the number of variables used in the evaluation of 
game effectiveness was limited. We recommend that future 
studies consider the evaluation of a larger number of variables 

6. Conclusions 

Firstly, the preliminary results presented in this study could be 
used in larger-scale research to further investigate the impact of 
SGs in achieving learning outcomes and enhancing student’s 
cognitive skills development. The expansion of this research 
could bring about innovative change to the field of education and 
technology.  

 
The unification of serious games in formal education is just at 

its onset, but as evidenced in this research, could be greatly 
beneficial for students’ learning outcomes. Thus, this study 
concludes that utilizing serious games as a learning tool informal 
education settings (i.e. schools, academies, universities), would 
enhance students’ cognitive skills and improve their learning 
outcomes by extension, all the while providing a fun, innovative, 
and interactive learning methodology.  

Furthermore, the serious game methodology in formal 
education could prove even more beneficial than evidenced in this 
paper for students diagnosed with Attention Deficit Disorders, 
Autism, or other learning disabilities.   

7. Abbreviations 

Digital Games Base Learning (DGBL), Serious Games (SG), 
Autism Spectrum Disorder (ASD), Social Emotional Learning 
(SEL), Oculomotor Dysfunction (OMD), Open Learner Model 
(OLM), Virtual Reality (VR), Virtual Reality Serious Games 
(VRSG), Learning Mechanics- Game Mechanics (LM-GM), 
Attention Deficit Disorders (ADD), Hypertext Pre-Processor 
(PHP), Ministry of Education (MoE). 
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 The intention of this research is to study and design an automated agriculture commodity 
price prediction system with novel machine learning techniques. Due to the increasing large 
amounts historical data of agricultural commodity prices and the need of performing 
accurate prediction of price fluctuations, the solution has largely shifted from statistical 
methods to machine learning area. However, the selection of proper machine learning 
techniques for automated agriculture commodity price prediction still has limited 
consideration. On the other hand, when implementing machine learning techniques, finding 
a suitable model with optimal parameters for global solution, nonlinearity and avoiding 
curse of dimensionality are still biggest challenges. In this research, we address these 
problems by conducting a machine learning strategy study and propose a web-based 
automated system to predict agriculture commodity price. In the two series experiments, five 
popular machine learning algorithms, ARIMA, SVR, Prophet, XGBoost and LSTM have been 
compared with large historical datasets in Malaysia. The results validate the efficiency of 
the proposed Long Short-Term Memory Model (LSTM) to serve as the prediction engine for 
the proposed system. Particularly in the long-term experiment testing, the average 
performance of LSTM with MSE has improved 45.5% while ARIMA has dropped 74.1% and 
the average MSE of LSTM is 0.304 which outperformed all other four algorithms. 
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1. Introduction  

The increasing availability of large amounts of agricultural 
commodity prices historical data and the need of performing 
accurate predicting of price fluctuations in agricultural economy 
demands the definition of robust and efficient techniques, which 
are able to infer from current observations. The traditional way to 
solve the prediction problem lies in linear statistical methods (such 
as ARIMA models), and more recently with the emergence of 
machine learning techniques, the solution has largely shifted from 
statistical methods to machine learning area. However, the 
selection of proper machine learning techniques for automated 
agriculture commodity price prediction still has limited 
consideration. On the other hand, when implementing machine 
learning techniques, finding optimal parameters of learning 
algorithm for global solution, nonlinearity and avoiding curse of 
dimensionality are still biggest challenges, therefore machine 
learning strategies studies are needed. 

In practice, volatility in price of agricultural commodities is 
often unpredictable as they are affected by eventualities for 
example fluctuations of oil price, greenhouse effects and natural 

disasters such as flood or attacks by disease. Uncertainties of 
agricultural commodities price endanger the accessibility of food 
by consumers which leads to food insecurity and causes starvation 
and malnutrition. Instability of agricultural commodities price due 
to oversupply or lack of demand causes unnecessary food wastage. 
In recent years, the price of some agricultural commodities (such 
as palm oil and rubber) has been steadily decreased. This 
downward trend is making an impact to Malaysia’s economy and 
can contribute to a slower economic growth in various investments 
in Malaysia. There are many exogenous factors that could cause 
such a trend and time-series data analysis is required to forecast 
this trend to improve Malaysia’s agricultural plantation plan for 
better country development. Being able to anticipate the 
fluctuations and patterns in agricultural commodities price will 
enable the government to propose new policies that can help 
prevent the country into worse economy state. Further, the 
agricultural commodities providers are able to control their supply 
based on the time series analysis in order to prevent a bad 
plantation plan.  

Most of the time series analysis on agricultural commodities 
are based on the US and China commodities market and there is 
no concrete research done about the Malaysia commodities 
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market. Therefore, thorough agricultural commodities prices 
analysis should be performed based on the Malaysia prices.  

In this research, we address these problems by conducting a 
machine learning strategy study and propose a web-based 
automated system to predict agriculture commodity price.  

The main contribution of our work is summarized as follows: 

• We formulate prediction of agriculture commodity price as a 
machine learning problem, which is more accurate, robust and 
efficient with the increasing availability of large amounts of 
agricultural commodity prices historical data than the 
traditional statistical methods. 

• The proposed web-based automated agriculture commodity 
price prediction system with the best performance machine 
learning model has been presented as an advanced solution to 
fulfill the need of performing accurate predicting of price 
fluctuations in agricultural economy demands. 

• Five popular machine learning algorithms, ARIMA, SVR, 
Prophet, XGBoost and LSTM have been compared with large 
historical datasets in Malaysia, which could serve as the 
foundation for other Malaysia commodities market research. 

This paper is an extension of work originally presented in 
ITCC 2020 [1]. 

2. Background 

In the earliest studies, the focus of analysis is on commodity 
futures markets. William G et al. discovered that futures prices 
were good price predictors in the corn, soybean and potato market 
established from empirical forecast assessment [2]. Many other 
subsequent studies on different agricultural futures markets in 
1970’s was the result of high dependency used by the researchers, 
who were interested in specific market conditions and traditional 
econometric models [3]. However, there are two obvious problems 
when implementing the traditional econometric models in the 
earliest days. First is the limited analysis due to the capacity of the 
model and  the high computational cost [4], [5]. Second is those 
models are estimated through assumption that variables are 
independent, normal distribution, which is unrealistic in the real 
world [6]. 

Later on, several research studies have been proposed to 
implement agriculture price prediction scheme using different 
machine learning algorithms [7]-[10]. However, the performance 
of machine learning in agricultural commodity futures prediction 
is rarely explored. Future forecasting is usually done by analysing 
past price data of each commodity, climate, location, planting area, 
and several other conditions. Therefore, it is challenging because 
of its inherent complexity and dynamism. According to the lowest 
error percentage, many researchers have selected ANN and PLS as 
prediction algorithms.   

Table 1: Summary of Related Work 

Article Agriculture 
Commodities 

Technique 

Tomek et al. 
[2] 

Corn, 
Soybean, 
Potato 

Empirical Forecast 
Assessment: 
Linear Regression 

Kofi et al. [3] Wheat, 
Potato 

Traditional Econometric 
Model: 
Linear Regression 

Sariannidis et 
al. [4] 

Rice Statistical Models: 
Autoregressive Conditional 
Heteroskedasticity (ARC), 
Generalized Autoregressive 
Conditional 
Heteroskedasticity (GARC) 

Zulauf et al. [5] Corn, 
Soybean 

Econometric models: 
Price-level and Percent-
change Models 

Onour et al. [6] Wheat, Rice, 
Beef, 
Groundnut, 
Sugar, coffee 

Statistical Models: 
ARC/GARC models, 
Stochastic Volatility (SV) 
models. 

Xiong et al. [7] Cotton, Corn Vector Error Correction 
model (VECM) – multi-
output support vector 
regression (MSVR) 

Peng et al. [8] Cabbage, 
Bok choy, 
Watermelon, 
Cauliflower 

Autoregressive Integrated 
Moving Average (ARIMA),  
Partial Least Square (PLS), 
and Artificial Neural 
Network (ANN) 

Kumar et al. 
[9] 

Sugarcane K-Nearest Neighbor, 
Support Vector Machine 
(SVM),  Least Squared 
Support Vector Machine  

Manjula et al. 
[10] 

-- Optimal Neural Network 
classifier (ONN) 

Cao et al. [11] -- SVM, RBF neural network 
Connor et al. 
[12] 

-- Recurrent Neural Networks 

Dasgupta et al. 
[13] 

-- Gaussian Dynamic 
Boltzmann Machine 
(DyBM) model with a 
recurrent neural network 
(RNN) 

Tang et al. [14] -- Feed Forward, 
Backpropagation Neural 
Network models, Standard 
Box-Jenkins model 

Namaki et al. 
[15] 

-- Deep Neural Network 

Siami-Namini 
et al. [16] 

-- Long Short-Term Memory 
(LSTM), Autoregressive 
Integrated Moving Average 
(ARIMA) 

Hochreiter et 
al. [17] 

-- Long Short-Term Memory 
(LSTM) 

Chen [1] Chicken, 
Chili, 
Tomato 

ARIMA, SVR, Prophet, 
XGBoost and LSTM 

In [9], the author proposed a system to apply prediction by 
analyzing past soil and rainfall datasets. In another research paper, 
Askunuri Manjula [10] has done crop prediction using multiple 
features, such as weather forecasting, pesticides and fertilizers and 
past revenue. Both of these two research works have been done the 
prediction with implementing pre-processing and feature reduction 
functions. 

A few research studies have focused on implementing neural 
networks for prediction [11]-[13]. However most of these works 
are mainly about interval prediction and the point forecasting of 
agricultural commodity prediction has been taken less notice. 
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Further on, because of gradient vanishing, these existing methods 
fail to capture very long-term information [11]. Next, the dynamic 
dependencies among multiple variables are not being taken into 
consideration [12]. Besides that, these studies fall short in 
distinguishing a mixture of short-term and long-term repeating 
patterns explicitly [13]. 

During the recent years, research works of the promising deep 
neural networks algorithms in time series forecasting can be 
classified into three categories [14]. First category is to identify 
statistically significant events; the second is to find and predict 
inherent structure and the third is to do accurate prediction on 
numerical value [15]. Looking into time series prediction through 
deep neural networks, the most popular approach is Long Short 
Term Memory (LSTM). This approach has been highly discussed 
due to its promising result and the capability of not only modelling 
nonlinear patterns, realizing complex causal relationships, as well 
as the learning rate on huge historical datasets. The LSTM model 
is said to be more accurate than the prediction of the ARIMA 
model by 85% on average from the results obtained in the research 
by Namini, S. S, Tavakoli, N. and Namin, A. S [16]. Furthermore, 
LSTM were introduced and aimed for a better performance by 
tackling the vanishing gradient issue that recurrent networks would 
suffer when dealing with long data sequences [17].  

Other advance technologies, such as Box–Jenkins approach 
[18] and irrigation monitoring systems based on IoT technologies, 
GPS and LoRaWAN [19] have been presented by researchers 
recently. However due to the application in different domain or 
system complexity, we will not consider these techniques in this 
paper but it might be useful for our future work. 

A summary of all these related works can be found in Table 1. 
Other background information and technical review of ARIMA, 
SVR, Prophet, XGBoost and LSTM have been discussed in our 
conference paper [1].  

3. Proposed System 

The main objective of the proposed automated agriculture 
commodity price prediction system is to assist government or 
farmers for a better agricultural plantation plan. To achieve the 
objective, this research utilizes machine learning techniques to 
provide an agriculture price forecasting feature into the web 
system. 

The project studies the needs of the farmers in doing 
agricultural activities, and these studies have been adapted into the 
system and be delivered in a simpler, more comprehensive way to 
suffice the farmers’ knowledge in doing agricultural activities.    

3.1. System Requirement Specification 
3.1.1. Functional Requirements 

The system should have a web app which consists of: 

• A sign up and login page 

• A forecast page to show all graph and data 

• A commodity information page 

• A user profile page 

• An enquiry page 

The system should forecast the future prices of agriculture 
commodities 

• The forecast should be shown in a graph form 

• User should be able to choose duration of prediction 

• User should be able to rescale the x-axis of the graph 

• The forecast should be based on previously available data 

• User shall be able to access different type of model in price 
forecast (Univariate / multivariate) 

• Graph should be updated upon type of commodity, duration 
of view, forecast period, and type of model 

Visualization of forecast result should be clear for users 

• Past prices and forecast results shall be separated with 
different color in one graph 

• When the cursor hovers above the graph line, price 
information of the x-axis value shall be shown to users 

Users shall able to select interested commodity 

• Commodity chosen can only be pre-existing in the database 

• System should update graph to show new data point based on 
new data added 

• User shall be able to access different model type for each 
commodity (univariate, multivariate) 

System should store and retrieve data in a database 

• Developers should be able to update the database with new 
data 

• Developers should be able to edit previous data stored in the 
database 

Commodities data shall be downloadable 

• User shall be able to download complete past prices of 
selected commodities in .csv file 

A user profile shall be created automatically upon registration 

• User shall be able to edit the user profile and save it 

System shall be able to authenticate existing user 

• User account shall be saved in database during registration 

3.1.2. Non-Functional Requirements 

Reliability  

• The system shall be able to access the system anywhere with 
an internet connection 

• The system shall be able to handle user queries not exceed 30 
seconds when Tensorflow backend is running 

Usability 

• The system shall be simple to access for a first-time user 

• The redirecting page amount for any feature of the system 
shall not exceed 5 pages 
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Performance 

• The forecasting result shall be available for at least 7 
commodities 

• For each commodity, univariate model and multivariate 
model for forecast process shall be able to be accessed 

• The meantime of download a file in csv format from a 
software shall not exceed 10 seconds  

Security 

• The system would require user account to access to all features 

• User shall register their account with their email address one 
time only, system will reject account registration of existing 
account 

  Commodity products 

• Commodities listed in the software shall be in English 

• All commodities prices in the software shall be in Ringgit 
Malaysia, and local pricing for every commodities 

Interface 

• The system shall be portable in devices including personal 
computers, iPad and any mobile devices with Google Chrome 
software installed. 

• The system layout shall be responsive to both full-size 
window and minimized window 

3.2. Use Case Diagram 

The use case diagram is shown in Figure 1. It explains the 
interactions that occur between the users and the system itself.     

3.3.  System Overview 

Figure 2 describes the system Flow. The web system follows 
the Model-View-Controller (MVC) architecture. When a user 

enters a URL in their browser, the browser sends an http request to 
the web server, then the web server forwards the request to the 
application server and the URL setting contained in the urls.py file 
selects the view according to the url specified in the request, the 
view communicates with the database via models.py, renders the 
html or other format using templates (loads the static files) and 
returns the http response to the web server and finally, the web 
server provides the desired page to the browser.      

 
Figure 2: System Flow of the Automated Agriculture Commodity Price 

Prediction System 

There are four processes in the prediction engine design of the 
proposed system: data pre-processing process, tuning process, 
training and testing process and decision-making process. Process 
1 involves cleaning and reformatting the dataset; while process 2 
focuses on defining optimal parameter value of each machine 
learning techniques. All machine learning models will be trained 
and tested in process 3. Five machine learning methods were 
compared in this research, which are ARIMA [20], SVR [21], 
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Prophet [22], XGBoost [23] and LSTM [17]. Technical details of 
these methods have been presented in our conference paper [1]. 
Finally, process 4 selects the best model out of all models to serve 
as the prediction engine. An algorithm snippet of the prediction 
engine is shown in Figure 3.  

 

3.5. Implementation Practice 

The main implementation of the application for machine 
learning algorithms to predict is Python programming language. It 
is an interpreted, high-level, general-purpose programming 
language used widely for machine learning. For the frontend 
design implementation of the application, Hypertext Markup 
Language (HTML), Cascading Style Sheets (CSS) and JavaScript 
have been used. These are high-level languages widely used to 
build a design and features of web applications. 

3.5.1. Collaborative Software and Version Control 

Django is the main framework used to build our web 
application, which is Python-based software that follows the 
model-template-view architectural pattern. Besides, a free cloud 

service which supports free GPU named Google Colab is in service 
to assist while implementing Long short-term memory (LSTM) 
algorithms in python programming language and it also supports 
the development for deep learning applications using popular 
libraries such as TensorFlow, Keras, PyTorch and  so on.   

Github, an open source version control website, is used as a 
centralized repository to keep, share, update codes and most 
importantly is to do version control. This platform is used as our 
service-oriented architecture for the application, also to manage 
the codebased, deliver the latest code and manage configuration of 
our web application. 

3.5.2. Graphical User Interface (GUI) 

During the initial implementation to achieve our prototype user 
interface (UI), we have used Hypertext Markup Language 
(HTML) to build the main structure of the homepage, login page 
and the forecasting dashboard. Thus, we modify using Cascading 
Style Sheet (CSS) and JavaScript to implement our proposed 
design accordingly.   

In the latest design, there are 8 pages that build up the website, 
particularly, register, login, dashboard, user profile, support, 
weather forecast, about us and subscription page. Firstly, the user 
will be required to have an account in order to login the page, this 
will be handled in the register page for the user to create an 
account. Secondly, after getting an account, the user will be 
redirected to the login page with a simple input form for the user 
to log in with their account. All of the pages will require the user 
to login in order to view it. After logging in, there will be a side 
navigation bar containing each Uniform Resource Locator (URL) 
for relevant pages. In the forecast page as shown in Figure 4, users 
will be allowed to view the forecast result as a graph and users will 
also be able to select relevant commodities, data types, and 
duration of forecast they would prefer to see in the graph. The user 
profile will handle all the information that belongs to the user and 
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users will be able to edit and update their profiles. In the support 
page, users may submit their enquiries via the form provided. The 
about us page is a brief introduction regarding the website and its 
purpose and usage. In the subscription page, the user will be able 
to subscribe to different plans to unlock different features. Lastly, 
each page contains the identical top navigation bar for them to log 
out anytime.  

4. Experiments and Results 

The forecasting feature of the prediction system is the main 
focus of the project. In the decision of technique implemented to 
serve as the prediction engine, a series of experiments have been 
designed to discover the most optimal algorithm which should 
perform with highest accuracy and best capability of handling 
increasing data.  

Based on our literature review analysis, five algorithms 
namely, ARIMA, SVR, Prophet, XGBoost and Long short-term 
memory have been selected as our potential prediction engine and 
their performance will be compared to learn the best model of 
interest from large datasets.   

4.1. Datasets 

Our experimental agriculture datasets are extracted from the 
report made by FAMA official government website 
(https://sdvi.fama.gov.my/analisahargamingguan/DownloadPass 
word.asp). This website consists of weekly data analysis reports 
from 2007-2020. The price datasets of different categories 
(December 2008 to March 2020) are selected and migrated into a 
raw dataset. Two series of experiments have been conducted, one 
is to consider only time-series dataset with 11 years’ datasets 
(December 2008 to March 2019) and the other is with 
multivariable (Temperature, Humidity, Precipitation and Crude 
Oil Price) with the whole dataset. 

Table 2 shows the statistics of the price with three selected   
commodities from two categories, chicken for poultry, chili and 
tomato for fruits. All three commodities datasets with 2% missing 
values. 

Table 2: Price Statistics of the Raw Data 

Commodities Mean Minimum Maximum StdDev 
Chicken 4.84 3.50 6.25 0.52 
Chili 5.92 2.90 12 1.55 
Tomato 2.19 0.50 6.35 0.83 

4.2. Experimental Setting 
4.2.1. Configuration of ARIMA 

ARIMA is a combination of two models that is Auto regressive 
(AR) and moving average (MA). ARIMA consists of three 
parameters (p,d,q), where: p is the number of autoregressive terms, 
d is the number of nonseasonal differences needed for stationarity, 
and q is the number of lagged forecast errors in the prediction 
equation [20]. A series of actions have been performed to 
preprocess the data. Firstly, an Augmented Dickey Fuller Test 
(ADCF) is performed to determine whether the time series is 
stationary and perform data transformation to assure the 
stationarity of the data [22]. And then a differencing method is 
used to transform a non-stationary time series into a stationary one, 

a lag of 1 has been given as the result shows that the mean and 
variance are more constant over time in comparison to before 
transformation, thus resulting in ARIMA (d,1). 

 AR demonstrates the correlation between the previous time 
period with the current. Thus, in order to predict the value of P, a 
partial auto-correlation function (PACF) graph will plot. This plot 
provides a summary of the relationship between an observation in 
a time series with observations at prior time steps with the 
relationships of intervening observations removed [25]. 

Inevitably, there is always noise or irregularity attached in a 
time series. Hence, MA has been implemented and the main 
purpose is to figure and average out the noises that could 
potentially affect the model. This has been achieved by plotting an 
Auto Correlation Function (ACF) autocorrelation plot. An ACF 
plot is an (complete) auto-correlation function which gives values 
of auto-correlation of any series with its lagged values, it describes 
how well the present value of the series is related with its past 
values [24][26]. From our experimental results, it is observed that 
the diagram shows that the graph cuts off and drops to zero for the 
first time on x-axis in 1 on ACF plot and 1.5 on ACF plot, thus, 
giving q=1 and p=1.5. 

4.2.2. Configuration of SVR 

To capture the non-linear pattern of the data prediction, the 
implemented SVR model has used Radial Basis Function as the 
kernel function. As a popular function used in most kernelling 
algorithm, it was claimed of having well performance under 
general smoothness assumptions [27] and this suits the situation in 
our study. All parameter settings remain default, however, some 
parameter values have been tuned in building the model, such as: 

• The kernel coefficient (gamma) setting value is set as 1/total 
number of features to deal with various amounts of features. 

• Regulation parameter(C) is set by fine-tuning to find the most 
suitable value for the model. 

• The epsilon setting is used with default value. 

To resolve the missing values, two different approaches have 
been implemented to the model:  

• The missing value in the initial raw data - fill the missing value 
with valid, but not influence value (e.g. -99999) to avoid 
clearance of missing data affecting the prediction process. 

• The missing value in the post-process raw data - clear the 
missing data to maintain the same amount of row in the data 
frame. 

Training of the model has utilized the python sklearn function 
called train_test_split. The dataset is randomly split into the 
corresponding train set and test set, in this case, the ratio of training 
set and test set is 9:1. 

4.2.3. Configuration of Prophet   

The default setting of Prophet: 

• growth ('linear') 
• n.changepoints (n) 
• changepoints.range (0.8) 
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• changepoint_prior_scale (m) 

The number of change points n has been set as one per month. 
The changepoint_prior_scale is to decide how flexible the 
changepoints are allowed. To avoid the overfitting problem, m has 
to set to [10,30]. Prophet is relatively robust to missing data, so no 
resampling methods have been implemented. Cross-validation 
method has been implemented to split the date into training and 
testing sets. 

4.2.4. Configuration of XGBoost 

The default setting of XGBoost: 

• objective='reg:linear', 

• colsample_bytree=0.8, 

• learning_rate=0.1, 

• max_depth=8, 

• n_estimators=1000, 

• silent=1, 

• subsample=0.8, 

• scale_pos_weight=1, 

• seed=27 

• early_stopping_rounds=50 

4.2.5. Configuration of LSTM 

The default setting of LSTM: 

• Number of epochs: 100 

• Batch size: 10 

• Layers: 4 LSTM layer (including input layer) each of size 50 
unit and subsequent by a dropout layer of +/-0.2 based on the 
dataset after each layer. 1 Output dense layer of size 52. 

• Optimizer and loss function: adam, mse. 

• Activation: hyperbolic tangent 

• Data transform: data are scaled by a minmaxscaler 

4.3. Results 

The final mean squared error score (MSE) for the prediction in 
the first series of experiments has been shown in Figure 5. The 
mean squared error score gives a better justification of the optimal 
algorithm that could be chosen as the prediction engine. From the 
results, ARIMA has shown as the most stable model amongst the 
three commodities, as it has the lowest mean square error value 
(0.251) on average, particularly with Chili, it gets as low as 0.027 
for MSE.  

 

From the literature review, LSTM is more superior than other 
machine learning models such as SVR and ARIMA in terms of 
accuracy and difficulties in handling the data. However, in the first 
series of experiments, due to the small sample size, it was not able 

to perform outstanding predictions to fit the system. We can 
conclude ARIMA has outstanding ability in handling small 
amounts of data in performing predictions.  

 
Figure 5: MSE Results of Series 1 Experiments 

In order to test the longer term of agriculture commodity price 
prediction, which is more approximate to the real world situation,   
a second series of experiments have been conducted. In the second 
attempt of the experiment, the data has been enlarged to March 
2020, and the feature space has been increased from one dimension 
to multi-dimensions with Temperature, Humidity, Precipitation 
and Crude Oil Price features being added to the model training 
process. Figure 6 shows the latest results of the second series of 
experiments. 

 
Figure 6: MSE Results of Series 2 Experiments 

From the results, the average performance of LSTM with MSE 
has improved 45.5% while ARIMA has dropped 74.1%. The 
average MSE of LSTM is 0.304 which outperformed all other four 
algorithms. The improvement of the LSTM model shows its 
potential in handling increasing data and higher complexity of data 
compared to other models and in a long-term overview. 
Considering the fact that the collected data will continuously 
increase in terms of size and complexity, hence, LSTM is a better 
choice comparing to ARIMA (which shows the best result in the 
first series of experiment). Meanwhile LSTM’s outperform 
capability of handling bigger dataset, as well as in the terms of 
system maintainability and scalability have fully justified the 
suitability to serve as the prediction engine for the proposed 
automated agriculture commodity price prediction system.   

Figure 7 (a) to (c) are the graphs that illustrate the original 
prices, as well as the prediction prices using LSTM algorithm for 
3 experimental commodities (Chicken, Chilli and tomato). The 
graph can help to visualise the outcome of predicted price in order 
to make a visual presentation to users. 
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(a) Chicken Price Prediction 

 

(b) Chili Price Prediction                  (c) Tomato Price Prediction 

Figure 7: LSTM Prediction Results 

5. Conclusion 

In this research, we study the challenges of prediction on price 
fluctuations in agricultural economy with increasing large amounts 
of agricultural commodity prices historical data.  An accurate, 
robust and efficient agriculture commodity price prediction system 
with novel machine learning techniques have been proposed, 
which is able to automatically infer from current observations. The 
traditional way to solve the prediction problem lies in linear 
statistical methods (such as ARIMA models), and in this paper we 
present the novel and complete solution in machine learning area. 

Firstly, the prediction of agriculture commodity price has been 
formulated as a machine learning problem. It is more accurate, 
robust and efficient for the increasing availability of large amounts 
of agricultural commodity prices historical data than the traditional 
statistical methods. Secondly the proposed web-based automated 
agriculture commodity price prediction system with the best 
performance machine learning model engine has been presented as 
an advanced solution for the need of performing accurate 
predicting of price fluctuations in agricultural economy demands. 
Thirdly five popular machine learning algorithms, ARIMA, SVR, 
Prophet, XGBoost and LSTM have been compared with large 
historical agriculture commodity price datasets in Malaysia, which 
could serve as the foundation for other Malaysia commodities 
market research. 

In future, correlation analysis between different supporting 
factors and the historical price will be investigated in depth and the 
optimization of the proposed prediction engine model will be 
further improved. The proposed system will also enhance its 
trading aspect in near future, by reporting more in-depth location-
specific price analysis to realize trading among farmers. 
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 In devices using Windows operating system based on x86 system, the real-time performance 
is not guaranteed by Windows. It is because Windows is not a real-time operating system. 
Users who develop applications in such a Windows environment generally use commercial 
solutions such as the RTX or the INtime to provide real-time performance to the system. 
However, when using functions and API for simple real-time processing, an issue of high 
development cost occurs in terms of cost-effectiveness.  
In this paper, the RTiK+ was implemented in the type of a device driver by controlling the 
MSR_FSB_FREQ register to generate a timer interrupt independent of Windows in the 
Windows 8 and providing a real-time functionality to the user mode by re-setting the local 
APIC count register. And the operating frequency of the CPU is changed to minimize power 
consumption for battery life in a mobile device such as a Tablet PC. 
In particular, the weapon system uses highly reliable MIL-STD-1553B communication and 
performs BC and RT functions of MIL-STD-1553B to transmit and/or receive data in 
communication between component and component. It is significantly importance to 
guarantee integrity of data without loss data during communication. For this purpose, it is 
proposed to implant the Scheduling algorithm with the RTiK+ for MIL-STD-1553B 
communication for Windows 8 to support a real-time processing in the Windows operating 
system on the embedded system, and to use the periods of 2ms (max), 5ms and 10ms 
provided by the RTiK+ for real-time processing when performing the BC and RT functions 
of MIL-STD-1553B communication. In this paper, the method of the scheduling algorithm 
with RTiK+ for MIL-STD-1553B to provide real-time processing is proposed for the 
Windows based on x86 system. 
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1. Introduction 

1.1. Research Background 

Recently, with the development of hardware and embedded 
systems, various mobile devices such as Tablet PC and smart 
phone used in daily life are being used instead of dedicated 
equipment for special purposes according to the user environment. 
Therefore, it is necessary to support an accurate real-time 
processing function in order to transmit/receive accurate 
commands or data to a mobile device without data loss of 
information from the target equipment. And this paper is an 
extension of work originally presented in Real-time Processing 
Method for Windows OS Using MSR_FSB_FREQ Control [1-5]. 

In general, a real-time system should be predictable in any 
situation, which means that time deterministic should be 
guaranteed. In this paper, to ensure time determinism, the 
MSR_FSB_FREQ register, which determines the operating 
frequency of the CPU to provide real-time processing performance 
in the Windows 8 environment, is controlled and the local APIC 
timer count register value is reset to operate a window independent 
timer. A study was conducted to guarantee the periodicity set by 
the user. Also, when checking the function and performance of a 
guided weapon system using a window-based inspection 
equipment in a guided weapon that uses fast MIL-STD-1553B 
communication such as 2ms between components, The RTiK+ is 
first installed to provide real-time performance to the Windows 8, 
and then it use the period provided by RTiK+ for scheduling 
algorithm to meet deadline in MIL-STD-1553B communication in 
guided weapons system, and also a study for miss rates to 
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guarantee data integrity without loss is conducted through 
experimental tests to be proofed. 

1.2. Research Purpose 

In the case of a tablet PC, The Windows as operating software 
is mainly used as an operating system to provide compatibility 
with libraries that have been developed and operated, dependency 
on the device's operating system, and extensibility for various 
applications. To support a real-time processing function in the 
tablet PC, a commercial solution that is installed in addition to the 
Windows operating system installed in the tablet PC and provides 
a real-time functionality must be used. Such products include 
IntervalZero's RTX, which is currently widely used. The purchase 
price is very high, and when installed in equipment for mass 
production, royalty and maintenance costs are high, which causes 
a high development cost burden on developers. To improve this 
matter, The RTiK+ was designed to provide a real-time 
performance in Windows 8 based on x86 system.  

In addition, the Windows operating system used for inspection 
equipment prioritizes compatibility, stability and reliability due to 
the characteristics of the weapon system, so older versions such as 
Windows 7 and Windows 8 are used rather than the latest versions 
such as Windows 10 [6]. For example, the flight body inspection 
equipment that recently developed an unmanned aerial vehicle 
developed in 2017 uses the Windows 7 released in 2009 [7]. 

In this paper, the RTiK+ is designed as a method by controlling 
the MSR_FSB_FREQ register to generate a window-independent 
timer interrupt in Windows 8 and providing a real-time period to 
the user mode by resetting the counter register of the local APIC, 
and the CPU operating frequency. A study how to provide a real-
time performance by accessing the MSR_PKG_CST_CONFIG_ 
CONTROL register that determines the C-States so that the 
frequency controlling the C-States does not change. 

A MIL-STD-1553B communication with high reliability is 
used mainly in the precision guided weapon system [8], and the 
proposed RTiK+ to provide a real-time processing function in the 
Windows operating system of the equipment is implanted in 
Windows 8, and it supports the BC and RT function of the MIL-
STD-1553B to provide a real-time processing. The scheduling 
algorithm with RTiK+ supports a real-time period to the BC and 
RT function when performing communication. 

Finally, an evaluation for experiment results is conducted to 
proof the miss rate that complies with the deadline in the set period 
in the MIL-STD-1553B communication which RTiK+ for  a real-
time processing is applied. The RTiK+ to provide a real-time 
processing is implanted in the Windows 8 based on x86 system, 
and the scheduling algorithm is applied to perform the MIL-STD-
1553B communication. The integrity is verified using the RDTSC 
for measurement of the period of a real-time function and PASS 
3200 for data monitoring of the MIL-STD-1553B, and the miss 
rate of the scheduling algorithm for the MIL-STD-1553B is 
analyzed. And to see if the RTiK+ can be used as a replacement 
item for the RTX, a real-time performance is measured and 
analyzed using the same experimental configuration for measuring 
performance of the RTX, showing that the RTiK+ can be used as 
a substitute for a third party. 

The paper consists of chapters 1 to 6. Chapter 2 studies RTX, 
window scheduling, RM algorithm, and MIL-STD-1553B. 
Chapter 3 describes the real-time processing in the tablet PC 
proposed in this paper, and the real-time performance 
implementation using the MIL-STD-1553B communication 
scheduling algorithm. Chapter 4 describes the experimental 
environment, composition, and results. Chapter 5 analyzes the 
algorithm and results, Chapter 6 concludes by describing the 
summary of this paper and future research. 

2. Related Research 

2.1. RTX 

IntervalZero released the RTX operating in kernel mode (ring 
0) based on x86 computers in 1995. The RTX is software that 
provides a real-time performance to support a real-time function in 
Windows XP or Windows 7 but there is no solution for Windows 
8 currently. The RTX provides a development environment that is 
easy to access and familiar to developers who use Windows based 
on a real-time operating systems, which are the advantages of 
Windows [9]. 

2.2. Local APIC 

An APIC is an interrupt controller provided by the x86 
architecture. It implements the function of delivering a hardware 
interrupt to the interrupt descriptor table with the address of the 
interrupt handler. A local APIC is an interrupt controller provided 
by the x86 architecture as an extension of the programmable 
interrupt controller [10-13]. 

2.3. Scheduling of Process and Thread in Windows 

The Windows operating systems based on x86 system have 
processes and threads to process specific tasks. In general, the 
threads are divided into user-level threads and kernel-level threads. 
A kernel-level thread is used in Windows, and in Windows, a 
thread is assigned in a processor by a kernel scheduler and 
implements a scheduling. It is a scheduling algorithm that is 
scheduled according to the priority of all threads created in the 
operating system regardless of the priority of the process. The 
Windows scheduler uses a round-robin scheduling method. A 
process has six priorities, and a thread has seven priorities, and 
consists of a total of thirty-one priorities from 0 to 31 [14]. 

2.4. RM Scheduling Algorithm 

The RM Scheduling, The RM means Rate-Monotonic, for a 
real-time system is a scheduling algorithm that gives the highest 
priority to the shortest period. The operating system to which this 
algorithm is applied is generally called preemptive and has a 
decisive characteristic for response time [15]. When there are n 
processes, the upper limit of total utilization on the system can 
calculate using the equation (1) [16]. If the total system utilization 
is less than or equal to the utilization URM calculated by the 
equation (1), it proves that scheduling is possible with the RM 
scheduling algorithm. 

URM (n) = n (2
1
𝑛𝑛 − 1)                              (1) 
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The RM scheduling algorithm is a method of fixed priority 
scheduling in which a fixed priority is given to each task, and when 
a task having a higher priority arrives, the currently executing task 
is preempted. The RM algorithm determines the priority based on 
the period of the task, and it is an algorithm that gives a high 
priority to a task with a short execution period [17-19]. 

2.5. C-States 

It can command the CPU to enter a low-power mode to save 
battery when the CPU is idle. Each CPU has multiple power 
modes, collectively known as the C-States. In general, in the case 
of a mobile device such as tablet PC in the x86 architecture, the 
low-power technique provides five states of the CPU called the C-
States as shown in Table 1 [20]. 

Table 1: C-States mode in Intel’s CPU 

Mode Status of CPU 
C0 Processor state: Full On 
C1 Processor state: Auto-Halt 
C1E Processor state: Auto-Halt 
C3 Processor state: Deep Sleep 
C6 Processor state: Deep Power Down 

2.6. MIL-STD-1553B 

The MIL-STD-1553B, which is mainly applied to aircraft 
weapon systems and guided weapon systems, has a maximum 
transmission speed of 1Mbps, and it is a half-duplex and a serial 
communication method.  

 
Figure 1: Interface Diagram of MIL-STD-1553B bus 

Also, there is a restriction that the length of data that can 
transmit or receive data at a time is limited to a maximum of 32 
words by a protocol. As shown in Figure 1,  a bus controller (BC), 
a remote terminal (RT) and a monitoring (MT) are interfaced to 
the MIL-STD-1553B bus. The main function of the BC is to 
control the transmission and reception of all RTs on the bus. The 
RT has a function of transmitting or receiving data by responding 
to commands from the BC, and the MT has a function of 
monitoring all data moving on the bus [21, 22].  

3. Methodology 

3.1. Overview 

In Windows 8, the initial count register (FFF0 0380h), as a 
local APIC timer register, is initialized to 0 after the operating 
system is booted. Therefore, since it is impossible to utilize a timer 
interrupt independent of the Window, there is a matter in providing 
a real-time processing function corresponding to the computer's 

system clock. In addition, The C-States are used to increase battery 
operation time by reducing power consumption of mobile device. 
The C-States function has the problem that the system clock is 
changed frequently flexibly, and an accurate period calculation for 
guarantying a real-time is not allowed [23, 24]. 

In this paper, in order to solve this issue, The RTiK+ is 
designed as shown in Figure 2, which uses a timer interrupt 
independent of the Windows to provide a real-time processing 
functions in the Windows 8 to support real-time performance for 
threads in the user mode. And the scheduling algorithm to support 
a real-time performance for MIL-STD-1553B communication is 
implemented based on RTiK+. 

 
Figure 2: Architecture of RTiK+ for Real-Time Operating System 

3.2. Local APIC Timer Control 

As shown in Figure 2, The RTiK+ supplies a timer interrupt 
independent of the window through Kernel Resources access. And 
as shown in Figure 3, The RTiK+ is implemented to provide a real-
time functionality in the Windows using the local APIC and kernel 
resources of the application processor [25, 26]. 

 
Figure 3: A Real-Time Processing Operating Process of the RTiK+ 

Before the timer interrupt is occurred, the initial counter 
register (FEE0 0380h) of the local APIC of the application 
processor sets the initial counter register value according to the 
value set in the MSR_FSB_FREQ register (0CDh) to generate a 
timer interrupt independent of the Windows. For such interrupt 
processing, a real-time task is created by registering an interrupt 
object in the interrupt descriptor table (IDT). In addition, The 
RTiK+ guarantees the periodicity of the real-time thread by using 
the MSR_PKG_CST_CONFIG_CONTROL register and 
minimizes the period error tolerance of the set task by controlling 
the C-States operation mode of the CPU to ensure the periodicity 
of the interrupt for thread processing [27-29]. 

3.3. Time Interrupt Control through FSB 

As shown in Figure 4, x86-based system has two chipsets 
called the Northbridge and the Southbridge, the Northbridge is 
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between memory controller hub and the memory/graphic card 
slots, and the Southbridge is between I/O controller hub and PCI 
slots. 

 
Figure 4: A Block Diagram of Chipset based on x86 Architecture [30] 

A FSB also provides the ability to use a clock multiplier to 
determine the operating speed of the CPU and it provides 
synchronization by affecting the memory clock speed. The chipset 
block diagram of the x86 architecture is as shown in Figure 4, and 
the frequency generated by the clock generator is connected to the 
FSB and provided by the CPU and set as the initial counter register 
(FFF0 0360h) value of the timer register of the local APIC and then 
involves in determining the generation period of the timer 
interrupt. And in the case of the Windows 8, the operating 
frequency of the FSB according to the CPU workloads is provided 
through the lower three bits of D2:D0 of the MSR_FSB_FREQ 
register (0CDh), which is a hardware resource. 

 
Figure 5: A MSR_FSB_FREQ Register 

Therefore, as shown in Figure 5, to set the timer interrupt 
generation period of the local APIC to a fixed value, check the 
operating frequency of the currently executing FSB in the 
MSR_FSB_FREQ register, and set the local APIC timer to the 
value of the initial counter to generate an independent timer 
interrupt [31]. 

3.4. Time Deterministic through controlling C-States 

Unlike the existing Windows 7, The Windows 8 provides a 
power saving function that reduces power consumption in real time 
by turning off power to some devices by adjusting the CPU clock 
low through access to the C-States for low-power control of the 
CPU. The following equation (2) is applied as the equation used to 
determine the CPU clock in Windows 8 [24, 32]. 

CPU clock = FSB frequency × Clock multiplier  (2) 

The FSB can control the power consumption by controlling the 
value of the clock multiplier by the Windows according to the 
hardware specifications. However, the method of adjusting the 
value of the clock multiplier to lower the clock of the CPU has a 
matter in that it is difficult to guarantee the time determinism of 
the timer interrupt of the local APIC. In addition, a problem occurs 
in that the aforementioned time determinism cannot be guaranteed 

because a delay time occurs due to the time when the CPU is 
activated from the idle state or sleep state. 

In this paper, The C-States are controlled through the 
MSR_PKG_CST_CONFIG_CONTROL register (0E2h) provided 
by x86 system to guarantee the periodicity of the RTiK+. And each 
speed of the core clock according to the setting of the C-States is 
seemed as shown in Table 2. When the C-States are enabled, the 
clock is automatically adjusted based on the utilization rate the 
CPU is processing tasks. Also, when the C-States are disabled, the 
clock is kept at its maximum value regardless of the CPU 
utilization [33]. 

Table 2: A CPU Clock Status depending on the C-States 

Type of CPU C-States Enable C-States Disable 

Core 1 Standard 3199.86 MHz 3199.86 MHz 
Current 3199.86 MHz 3199.86 MHz 

Core 2 Standard 1599.93 MHz 3199.86 MHz 
Current 1599.93 MHz 3199.86 MHz 

3.5. Process in User Mode of the RTiK+ 

A study on the real-time processing function of the user mode 
provided in the existing Windows such as the Windows XP and 
the Windows 7 before the Windows 8 has a matter that the 
periodicity, data accuracy, and data integrity are not guaranteed 
because event signals are lost in an environment of multi-core 
processor. To solve this problem, the RTiK+ provides a real-time 
processing function in the user mode as shown in Figure 6. 

 
Figure 6: An Operation Process of the RTiK+ for a Real-Time Processing 

The algorithm coded in the RTiK+ to set the priority of the 
process to the highest to guarantee data accuracy and data integrity 
is shown in Figure 7 [34]. It is implemented to call the 
Process_Affinity() function inside the real-time thread, and the 
real-time thread inside Process_Affinity(), by calling the 
SetProcessAffinityMask() function, an API provided by the 
Windows, the CPU is specially designated so that the real-time 
thread operates only on the core where RTiK+ operates. 

 
Figure 7: An Algorithm to set for Priority of Process 
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In addition, by calling the SetPriorityClass() function to set the 
priority of the real-time thread and process of RTiK+, the current 
real-time thread is designated as the highest level as a 
REALTIME_PRIORITY_CLASS, so that the CPU is not 
preempted by other Window’s threads [35]. 

When the RTiK+ process is created, the process must be 
created by setting it to the REALTIME_PRIORITY_CLASS 
priority level, which is the highest priority. Figure 8 is the 
algorithm coded to provide a real-time processing function in the 
user mode of the RTiK+. 

 
Figure 8: An Algorithm to set for Priority of Thread 

3.6. Priority-based Scheduling Algorithm 

In the priority-based scheduling algorithm, a scheduling is 
implemented online, and when an event such as the creation or 
termination of a task occurs, the scheduling is performed first in 
the high-priority task. For this reason, the scheduling is performed 
while tasks are being performed, and there is an advantage of being 
able to respond more flexibly according to the state of the system, 
but on the other hand, it sometimes causes overhead in the 
operating system [36]. 

In this paper, the RM scheduling algorithm, a fixed-priority 
scheduling algorithm proposed by Liu and Layland, is applied to 
the RTiK+. The RM is an algorithm of giving a high priority to a 
task with a short period when all tasks are periodic tasks, the 
deadline coincides with the period, and the tasks are independent 
from each other. In this paper, the total utilization rate of the RM 
scheduling algorithm is URM (n) = n (2^(1/n)-1). If tasks are 
maximum 100, URM (100) = 0.69555. And no matter how many 
tasks are, the total utilization URM is within 0.69314. 

3.7. A Process in User Mode of RTiK+ 
3.7.1. The BC Algorithm for a Real-Time Performance 

In the MIL-STD-1553B, the BC function controls the direction 
of data when transmitting data through the bus, and transmits data 
to the RT by sending transmitter (Tx) and receiver (Rx) commands 
from the BC of the MIL-STD-1553B communication. In order to 
guarantee a real-time processing function of MIL-STD-1553B 
communication, it is implemented to operate the Tx and Rx 
commands in the real-time thread provided by the RTiK+. Figure 
9 is the BC algorithm of MIL-STD-1553B communication that 
implements the Tx and Rx commands in the periodic thread of the 
RTiK+. 

In this algorithm, Tx command releases the Rx link with the 
m1553_delete_link() function, connects the Tx link with the 
m1553_add_link_to_chain() function, sends the Tx command 
from the BC with the m1553_delete_link() function, and checks 
the data transmitted from the RT with m1553_read_link_data() 
function. And the Rx command releases the Tx Link with the 

m1553_delete_link() function, connects the RX Link with the 
m1553_load_chain() function, and transmits data to the RT with 
the m1553_load_chain() function. 

 
Figure 9: BC Algorithm for MIL-STD-1553B based on Real-Time Processing 

3.7.2. The RT Algorithm for a Real-Time Performance 

In the MIL-STD-1553B, the RT function transmits or receives 
data through the bus according to the BC commands. In order to 
check a real-time performance of the RTiK+, it is designed to store 
data in the buffer at the same period as the period set in the BC of 
the inspection equipment by the RTiK+ to send 32 words of the 
value increased by one (1) from the previous data. However, the 
matter of data loss due to the gap time for enabling the RTiK+ 
implanted in the BC and the RT function also occurs in the RT 
same as the BC. In order to solve this matter, a double buffer was 
used in the same way as the BC. Figure 10 shows the RT algorithm 
of the MIL-STD-1553B communication using double buffer. 

 
Figure 10: RT Algorithm for MIL-STD-1553B based on Real-Time Processing 
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3.7.3. Scheduling Algorithm of MIL-STD-1553B for a Real-Time 
Performance 

When performing the MIL-STD-1553B communication, it 
takes time to activate the RTiK+ each time to utilize the RTiK+. A 
period error occurs in communication. Also, when a data 
transmission occurs in the BC due to the application of polling 
method applied in the paper and a data is received at the RT. In a 
state in which all data transmitted from the BC are not correctly 
received, the next data to be transmitted updates the buffer, 
resulting in a matter that correct data cannot be received at the RT. 
Therefore, in order to improve this problem, it is necessary to set 
the period of the RTiK+ for MIL-STD-1553B communication by 
considering the time it takes to transmit a data with the MIL-STD-
1553B’s BC command and the time it takes to receive data with 
the RT command. And a scheduling with RTiK+ for MIL-STD-
1553B is required. Also, in the MIL-STD-1553 communication 
proposed in this paper, there is a problem in that it does not 
guarantee the periodic operation of data transmission from the BC 
to the RT because the Rx command is immediately sent after the 
Tx command is finished. In addition, since the RTiK+ operates at 
the period initially set, the period of the Tx command and the Rx 
command cannot be set respectively, so there can be a difference 
in the operating period of the RT and data loss can occur in this 
case. To solve this matter, when the Rx function is finished, the Rx 
Link is released, and the Tx Link is connected immediately to 
execute Tx function. The scheduling algorithm using the RTiK+ to 
guarantee a real-time processing performance when transmitting 
and receiving data in the MIL-STD-1553B communication was 
proposed. 

This scheduling algorithm applied when performing the MIL-
STD-1553B communication between the host PC and the target 
PC is assumed as follows. 

• The RTiK+ uses the RM algorithm and preempts the CPU. 

• The MIL-STD-1553B communication occurs periodically. 

• Task period (Period, pi) and deadline (Deadline, Di) are the 
same. (pi = Di) 

• The task start time (Release Time, Øi) is 0. 

• The RTiK+ is implanted to both the host PC and target PC, 
and is activated only when the RTiK+ is utilized. 

• The BC and the RT function are for MIL-STD-1553B, and 
interrupt cannot be used in an asynchronous method. 

• The Tx and Rx command occur alternately. The data received 
by the Tx command is read from the buffer and transferred to 
the Rx command as it is. 

• Transmits up to 32 words of data as in the Tx and Rx 
commands, and the transmission time is up to 0.80ms for all 
tasks [37]. 

• The Tx and Rx command cannot occur within a half of a 
period, therefore disconnect and create each time Tx to Rx 
transitions. Thus Tx(ei) > Rx(ei) or Tx(ei) < Rx(ei). 

• The BC function and the RT function each use a double buffer. 

Figure 11 shows the scheduling algorithm for the MIL-STD-
1553B communication. The MIL-STD-1553B occurs when the Tx 

and Rx commands are alternated between the host PC and the 
target PC, and each task Ti (T0, T1, T2, T3, ..., Tn) has a maximum 
of 32 words of data. When transmitted, the execution time ei of 
each task is 0.80ms. At this time, since the deadline is the same as 
the period, it is scheduled so that transmission or reception of data 
within the period is normally completed without overhead. Also, 
when the MIL-STD-1553B communication is performed, 
RTiK+(pi), Tx(pi), Rx(pi), Buffer1(pi) and Buffer2(pi) are 
operated with an independent period each to match the period 
provided by the RTiK+. 

 
Figure 11: The Scheduling Algorithm with RTiK+ for MIL-STD-1553B  

And if the task for the MIL-STD-1553B communication 
scheduling algorithm is as shown in Table 3, there are three Ti = 
(Øi, pi, ei, Di) tasks in the Tx and Rx commands linked to the 
RTiK+ pi period, verified if scheduling is possible through 
simulation that when the same 32 words of data transmission is 
occurred in the MIL-STD-1553B communication. That is, it was 
assumes that when this simulation is satisfied, all other 
communication conditions are also satisfied. At this time, when the 
Tx and Rx commands are executed, each task needs a maximum 
execution time of 0.80ms to transmit 32 words. 

Table 3: A related Tasks of Tx/Rx for the MIL-STD-1553B Scheduling 

Tasks Release  
time (Øi) 

Period 
(pi) 

Execution  
time (ei) 

Deadline 
(Di) 

RTiK+ pi 0ms 2ms 0.01ms 2ms 
Tx pi 0ms 2ms 0.80ms 2ms 
Rx pi 0ms 2ms 0.80ms 2ms 
T1 0ms 2ms 0.80ms 2ms 
T2 0ms 2ms 0.80ms 2ms 
T3 0ms 2ms 0.80ms 2ms 
 

Using this method of the scheduling algorithm, each T1, T2, 
T3, …, Tn while Tx and Rx commands are being executed. It 
shows that the BC function of the MIL-STD-1553B can be 
implemented without data loss within the period set in the RTiK+ 
by the tasks. If the equation (3) is applied to calculate the system 
utilization rate for Tx(pi) and Rx(pi), the system utilization rate is 
0.80/2 + 0.08/2 = 0.80, and the total utilization rate URM is 0.82 by 
applying the equation (1). It can be seen theoretically that the MIL-
STD-1553B scheduling algorithm using the RM algorithm 
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operates normally with the system utilization rate (0.80) < URM 
(0.82). 

Therefore, in the scheduling algorithm proposed in this paper, 
even if a Tx command executes in the MIL-STD-1553B 
communication and an Rx command executes immediately, the 
MIL-STD-1553B communication in real time meets the deadline 
without data loss within the period set in the RTiK+. 

4. Results 

4.1. Experimental Environment 

To verify the real-time performance of the scheduling 
algorithm with the RTiK+ for MIL-STD-1553B communication, 
the experimental specifications for the host PC and the target PC 
is shown in Table 4. 

Table 4: An Experimental Environment between host PC and target PC 

Item Host PC Target PC 

CPU Intel Pentium Dual-Core 
2117U @1.80 GHz 

Intel Core i5-2500 @3.30 
GHz 

OS Windows 8 Windows 7 
 

4.2. Experimental Method 

A verification is a measurement method that calculates the 
period by storing data using the RDTSC command to get a 
timestamp value to proof a real-time processing performance of 
the RTiK+. The algorithm coded in RDTSC for this experiment is 
shown in Figure 12. 

The current timestamp stored in 64-bit values of EAX and 
EDX is read, store the timestamp value in the 
timearray[i].QuadPart array at i index, and calculate the difference 
between adjacent index values in the array. The f file is designed 
to be saved. In this way, a timer interrupt set with a period of 2ms 
occurs in the RTiK+, and whenever a real-time thread is executed 
in the user mode, the value of the timestamp is stored in the array. 

 
Figure 12: An Algorithm with RDTSC for Period Measurement of the RTiK+  

4.3. Measurement and Results 
4.3.1. A Measurement for MIL-STD-1553B Communication 

To verify a real-time performance support of the RTiK+ in the 
MIL-STD-1553B communication, the experimental environment 

was configured as shown in Figure 13. The RTiK+ is implanted to 
the host PC equipped with the MIL-STD-1553B communication, 
and the Period of the MIL-STD-1553B communication is set to 
2ms with the RTiK+. The experimental data were measured with 
the RDTSC command as previously explained. 

 
Figure 13: A Configuration to measure Period of MIL-STD-1553B  

And to check the integrity of the data that there is no loss of 
transmitted and received data when performing the MIL-STD-
1553B communication, The SBS Technologies' PASS 3200, a 
special-purpose MIL-STD-1553B monitoring equipment, is as 
shown in Figure 13, it connects between the host PC operating with 
the MIL-STD-1553B BC function and the target PC operating with 
the MIL-STD-1553B RT function to operate the MIL-STD-1553B 
MT function. 

4.3.2. Result of Measuring Period during MIL-STD-1553B 

In this paper, the maximum experiment period of 2ms was 
measured by RDTSC command during the MIL-STD-1553B 
communication. In addition, in order to compare a real-time 
performance for the MIL-STD-1553B between RTiK+ and RTX, 
the Period of the MIL-STD-1553B communication was measured 
as shown in Table 5 by applying the same experimental 
environment and experimental method. 
Table 5: Comparison with Period of MIL-STD-1553B between RTiK+ and RTX 

Period Period of RTiK+ Period of RTX 
Min. Max. Tolerance Min. Max. Tolerance 

2ms 1.993 2.031 1.57% 1.901 2.015 4.91% 
5ms 4.955 5.003 0.90% 4.998 5.252 5.04% 
10ms 9.993 10.005 0.06% 9.996 10.003 0.04% 

4.3.3. A Result of Monitoring Data during MIL-STD-1553B 

During the MIL-STD-1553B communication, in order to check 
the accuracy and integrity of the transmitted data, all data passing 
through the MIL-STD-1553B communication bus is stored with 
the PASS 3200 using the MIL-STD-1553B MT function as Figure 
13. As shown in Figure 14, the first data transmitted by performing 
Tx command from the MIL-STD-1553B communication BC 
function to RT function is 32 words, all of which are 0xC912, and 
32 words received by Rx command from RT function are all 
0xC912. It seems that there is no loss or wrong data. 
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Figure 14: A Result of the MIL-STD-1553B monitoring by PASS 3200 

5. Discussion 

5.1. Process in User Mode of RTiK+ 

If the scheduling algorithm for the MIL-STD-1553B is 
analyzed based on the experimental results for period of the MIL-
STD-1553B communication, Figure 15 and 16 is shown. As can 
be seen from this result, there was no case of overload the deadline 
in the 2ms period of the MIL-STD-1553B communication to 
which the scheduling algorithm with RTiK+ was applied, and it 
was proofed that the MIL-STD-1553B communication operates 
normally using the 2ms period of the RTiK+. As shown in Table 
5, when the tolerance of the RTiK+ used in the MIL-STD-1553B 
communication is 1.57%, it is ±0.03ms from 2ms, but when the 
period for each task of Tx(pi) and Rx(pi) transmits 32 words, the 
maximum transmission time is 0.80ms, which is less than the half 
period of 2ms. The system utilization rate is 0.32 from the equation 
(3), and URM is calculated as 0.82 from the equation (1). It means 
that the scheduling algorithm for the MIL-STD-1553B operates 
normally without any communication errors.  

 
Figure 15: An Operation Diagram of Tx and Rx command for MIL-STD-1553B 

Scheduling Algorithm 

In addition, this is the result of proving that the miss rate is 0 in 
the 2ms period provided by the RTiK+ for real-time processing 
function in the MIL-STD-1553B communication. 

 

Figure 16: An Analysis Diagram for MIL-STD-1553B Scheduling Algorithm 

5.2. Evaluation for Real-Time Performance of RTiK+ 

In order to evaluate a real-time performance of the MIL-STD-
1553B communication with the result of Table 5, the 2ms period 
is schematically shown in Figure 17. In Figure 17(b), it can be seen 
that all the periods occurring in the scheduling algorithm with a 
period of 2ms of the RTiK+ for the MIL-STD-1553B are between 
1.993ms and 2.031ms. 

 

Figure 17: A Performance of 2ms Period for MIL-STD-1553B 

For a performance measurement of a real-time system, 32 
words of data are transmitted according to the period provided by 
the scheduling algorithm with the RTiK+ in Windows for the MIL-
STD-1553B communication, and the miss rate is applied to verify 
the jobs performed after the deadline. The figure 18 is shown for 
miss rate during the MIL-STD-1553B communication to decide 
success or failure in real-time system. 

 

Figure 18: A Miss Rate of the MIL-STD-1553B Communication 

The system based on x86 with Windows 8 applied in this paper 
is a hard-real-time system that must meet a deadline. Therefore, if 
all deadlines are met, the MIL-STD-1553B communication is a 
success, otherwise it is a failure. 

Margin of MIL-STD-1553B = (pi-ei)-Tolerance (%)                (5) 

Substituting the measured result into Equation (5), actually the 
margin of the MIL-STD-1553B is 0.39ms that (2ms-1.60ms) - 
(2ms-1.9938ms). And the miss rate of the MIL-STD-1553B is 
defined as in equation (6). 
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Miss rate of MIL-STD-1553B = Number of Error / Number 
of Communications       (6) 

The MIL-STD-1553B using PASS 3200 analyzed all data as 
shown in Figure 14 in the period of 2ms, there was no 
communication error and all data were normal during the MIL-
STD-1553B. 
Table 6: Performance of Scheduling Algorithm by RTiK+ for MIL-STD-1553B  

Period Min Max Miss Rate 
2ms 1.997ms 2.006ms 0% 
5ms 4.961ms 5.038ms 0% 
10ms 9.995ms 10.007ms 0% 

If the MIL-STD-1553B communication period is 1ms and the 
algorithm proposed in this paper is applied, the maximum 
transmitted data is Tx(ei) = Rx(ei) ) = 0.80ms. This is 0.60ms from 
the 1ms period of MIL-STD-1553B communication, so even if a 
double buffer is used, overhead may occur. RTiK+ itself can 
provide a period within 3% error when there are no workloads on 
the CPU in a 1ms period.  

 
Figure 19: An Analysis Result of 1ms Period for Scheduling Algorithm 

It is predicted that MIL-STD-1553B communication will not 
operate normally due to miss rate because of failure to comply with 
the deadline due to the lengthy duration as shown in Figure 19. 

6. Conclusion 

In recent year, with the development of high-speed 
communication technology and computer technology, the scope of 
a real-time information sharing has been expanded, and the 
performance of electronic equipment has been improved 
remarkably. The accuracy of data collection and real-time data 
communication are required in industry and defense system.  

The RTiK+ presented in this paper controls the 
MSR_FSB_FREQ register to support a real-time performance on 
Windows in an environment where x86-based Windows 8 is 
installed, and calculates the CPU clock tick value required for the 
operation of the local APIC timer to be a Windows independent 
timer interrupt was made to occur, and in this way, the matter that 
local APIC is initialized after booting in Windows 8 is solved.  

The experimental verification was checked by measuring the 
period by calculating a timestamp in the PC’s internal memory 
using RDTSC, and measuring a real-time processing performance 
of the RTiK+. 

And to support a real-time performance in the MIL-STD-
1553B communication, The RTiK+ was implanted in the 
Windows based on x86 system, and a real-time processing 

functions were added to the BC and RT functions. Here, the real-
time performance was provided when BC and RT function of the 
MIL-STD-1553B communication are implemented, and by 
applying the scheduling algorithm with RTiK+ for a high-speed 
MIL-STD-1553B communication such as 2ms of period is 
implemented to prevent data loss due to error of the period. To 
proof this scheduling algorithm experimentally, The RTiK+ was 
implanted in the Window 8 and the MIL-STD-1553B 
communication of the period of 2ms, 5ms, and 10ms was set to 
verify whether a real-time processing function of the RTiK+ 
normally while MIL-STD-1553B communication is performing. 

In addition, in order to compare a real-time performance 
between the RTiK+ and the RTX as a third party for the MIL-STD-
1553B communication, the experiment result for the period of the 
MIL-STD-1553B by applying the experimental environment and 
experimental method is from 1.993ms to 2.031ms in the period of 
2ms. The RTiK+ had a tolerance of 1.5%, and the results of this 
experiment proved that RTiK+ can be applied to systems by 
replacing third party such as RTX. Finally, a real-time processing 
performance of the scheduling algorithm with RTiK+ proposed in 
this paper for MIL-STD-1553B implemented has a miss rate of 0 
during the MIL-STD-1553B communication with a period of 2ms 
for system that requires high reliability. It also proved that the real-
time performance and data integrity for scheduling algorithm with 
RTiK+ are guaranteed. 

In the future research, the methods proposed in this paper is 
needed in the RS-232C, RS-422 and Ethernet used mainly in 
industry and defense system, and the research for the Windows 10 
based on x86 system is needed as well. 
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 Technical safety and health are especially important for mining-extracting industry. Even 
though the respective lows and good engineering practices exist, technologies develop and 
could address even better security for humans and equipment. The research question is to 
survey microclimate sensors in underground mining and to find whether they are ready for 
automation. The article is inspired from the research in “Computer System for 
Microclimate Management in Closed Areas of the Post-Mining Galleries and 
Greenhouses”. The author offers a short review of state and trends in development of 
sensors and devices for monitoring and reporting of environmental parameters in 
underground mining. All environmental parameters: air temperature; temperature of 
surrounding building constructions, heated surfaces of technological machines and 
equipment; heat flow, heat irradiation; relative humidity; velocity of air flow; noise; 
illumination; gas concentration; dust level; ionizing radiations; radon concentration in air 
are represented with relevant measurement devices and measurement units. The next step 
is representing of fast-developing sensors using scientific references. Author performs 
quality assessment of their suitability for automated data transfer and management. The 
assessment criteria are: Analogue measurement devices, Digital measurement devices, 
Availability of microcontroller. Findings are proposed for discussion: recent used devices 
in underground mining are not suitable for automatization, because they miss a controller. 
The availability of controller also presumes availability of management services. On the 
base of articles about management of sensors and controllers future work is proposed: 1. 
Integration of existing elements sensor and controller and defining of its management; 2. 
Moving of new elements and synthesis of algorithms for its management. This will lead to 
more precise assessment of industrial risk and improvement of safety activities. 
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1. Introduction 

Mining-extraction sector is especially important for the 
economics in Bulgaria. Therefore, the technical safety and 
professional health must embrace different activities on protection 
of employees and assets by reducing to minimum of dangers, 
hazards, failures, and oversights. Even though the respective lows 
and good engineering practices exist technologies develop and 
could address even better security of humans and equipment. 

The article is inspired from research in [1] which considers a 
computer system for microclimate management in closed areas of  
post-mining galleries and greenhouses. Other authors describe this 

problem too. In [2], the authors represent Pictograms for 
admissible norms of harmful substances, but they miss devices and 
measurement methods. In [3], the organizers display a standard for 
microclimate design, but they miss details for modern devices for 
monitoring and reporting. In [4], the authors consider safety 
technics in underground mining, but without details in trends for 
devices and sensors. In [5], the author describes methods and 
devices of illumination technology in underground mining and 
tunnels, but without including other parameter of environment and 
the appropriate measurement devices. In [6] and [7], the authors 
represent rules for radioactivity (radon) measurement, while [8] 
portrays harmless work with cyanides, and [9] displays design of 
industrial ventilation, but they all miss automated data transfer. In 
[10], the authors describe a wireless permanent monitoring of coal 
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strata, which could be applied to wireless permanent monitoring of 
microclimate. In [11], the author explains levels of IoT 
environment in underground mining as the emphasis is on the 
security of data transfer, but different sensor types and their 
management are not detailed.  

The purpose of the article is to make a short review of state and 
trends of sensors and devices for monitoring and reporting of 
environmental parameters in underground mining and to 
accomplish a quality assessment of their suitability for automated 
data transfer and management.  

2. Methodology 

The survey of sensors for underground mining is accomplished 
in University of Mining and Geology, a leading university on 
mining science in Bulgaria. Author performs the research after 
publishing the guide on safety technics in underground mining 
sponsored [4]. All parameters of the closed area, basic sensors, and 
measurement units are represented. In the next step the fast-
developing sensors with their improved versions are depicted. The 
author uses specialized references. Assessment criteria for 
measurement devices are defined on the base of Computer System 
for Microclimate Management in Closed Areas of the Post-Mining 
Galleries and Greenhouses [1]. Sensors have analogue or digital 
output in this system. This leads to the important need of placement 
of an analog-to-digital converter (ADC) and building of digital 
interface (SPI, I2C, CAN, Ethernet, etc.) [12], [13]. Most of the 
built-in ADCs have a resolution of 10 or 12 bits and contain 8-16 
input channels which is sufficient for these applications [14]. The 
core of the system is a microcontroller that samples data from the 
sensors, processes the information and sends it to a computer 
through interfaces. Since this system will sample data during long 
periods of time (minutes, hours, days or even months), a backup 
power supply is needed along with the main one [15]. The 
switching between these two power supplies must happen 
automatically; therefore, an electronic switch is needed too. The 
results from the measurements should be transferred to the 
computer, where the end-user can view them. This is done with the 
interface RS232 [16]. As more than one system is used, the 
interface could be Wi-Fi to speed up the process of data gathering 
[17]. The network of measurement elements consists of a base 
microcomputer station and several sensors, distributed in the 
space, and linked to the station by cables or wireless Ethernet. The 
measurement of all climatic elements is made within 1 sec in total 
with an interval between the separate measurements - 3 minutes. It 
is necessary to perform measurements with low speed, as most of 
the values are not changing rapidly and because of the inertia of 
the sensors. Figure 1 shows the existing Computer System for 
Microclimate Management in Closed Areas of the Post-Mining 
Galleries and Greenhouses [1]. Cortex-M0 architecture is used. It 
has a 32-bit embedded microprocessor, especially designed for 
low-powered optimized microcontrollers. 

Therefore, specialists could assess the new sensors by the 
following three criteria: 

• Whether are they analogue? 
• Whether are they digital? 
• Whether are they connected to microcontroller for 

automated data transfer? 

 
Figure 1: Computer system for microclimate management in closed areas of 

the post-mining galleries and greenhouses 

Next steps are: 
• Discussion of findings and their consequences and 
• Proposal of future work about devices` investigation. 

3. Results 

The first result from the survey represents the systemized 
environmental parameters in underground mining, conventional 
devices for their measurement and the corresponding 
measurement units. It is shown in Table 1. 

Table 1: Environmental parameters in underground mining, conventional 
devices for their measurement and the corresponding measurement units 

Parameter Device and measurement unit 
1. Air Temperature Quicksilver and Thermistor 

Thermometers, [ºC] 
2.Temperature of 
surrounding building 
constructions, heated 
surfaces of 
technological machines 
and equipment. 

Contact Thermometers, [ºC] 

3.Heat flow, Heat 
irradiation 

Actinometer, [W/m2] 

4.Relative Humidity  Psychrometer of Assmann, [%] 
5.Velocity of air flow Anemometer, Kata Thermometer, 

[m/s] 
6.Noise Noise meter (Sound meter) for 

exposition; integrating noise meter; 
stationary installations; 
installations, fitted to human 
(dosimeters), [dB] 

7.Illumination Luxmeter (Illuminance Meter), [lx]  
Luminance Meter [cd/m2]  
Spectroradiometer, [nm] 

8.Gas concentration  Gas analyzer, [%] 
9.Dust level Konimeter, [particles number/cm3] 
10.Ionizing radiations Geiger-Muller counter, [Sv] 

Scintillation counter, [Sv] 
Pocket chambers and Pocket 
Dosimeters, [Sv] 
Film badge Dosimeter, [Sv] 
Thermoluminescent Dosimeters 
(TLDs), [Sv] 

Microcontroller

Analog Output 
Sensors  

Digital Output 
Sensors  

Interfaces to Host

Main 
Power 
Supply

Back up  
Power 
Supply
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Electronic Personal Dosimeter 
(EPD), [Sv] 

11.Radon 
Concentration in Air 

Hermetically closed chamber, [%] 

The second result from the survey shows the fast-developing 
sensors according to specialized references. These are sensors for 
air temperature, heat flow, relative humidity, illumination, and 
gas concentration. 

3.1. Sensors for Air Temperature 

Classical measurement devices for air temperature are 
quicksilver and thermistor [18] thermometers, but they miss 
automated data transfer.  

In [19], the authors represent smart temperature sensors and 
systems of temperature sensors. For temperature measurements in 
smart sensors and microelectromechanical systems the most 
frequently used elements are transistors, thermocouples, and 
thermopiles (several connected thermocouples), because these 
elements could be accomplished with integrated circuits 
technology. For the temperature range from -55ºC to 150ºC bipolar 
transistors are especially useful as temperature sensors because 
they could be produced by practically all standard technologies for 
integrated circuits together with other circuits. With similar 
circuits could be made a reference for a voltage gap. This allows 
performing of radiometric research, where temperature sensing 
voltages are compared with predefined voltage reference. By 
CMOS analogue circuits extremely high precision could be 
achieved by using error-reducing technics such as dynamic 
synchronization of elements and chopping (signal cutting). The 
smart temperature sensor is represented with output signal with 
modulated duty cycle. High precision is reached with remarkable 
low energy consumption. The output of sensor is digital, but 
without automated data transfer. 

In [20], the authors portray a temperature sensor with bipolar 
transistor used as a diode. Thereby bigger temperature range, lower 
power consumption and smaller chip area are reached. The sensor 
works in time mode: The time is measured for a capacitor charging 
to activating voltage of the transistor. A comparator is used instead 
of conventional sigma-delta analog-to-digital converter. 
Therefore, output of the sensor is digitized, but without automated 
data transfer. 

3.2. Sensors for Heat Flow 

In underground mining a heat flow is measured, coming from 
surrounding building constructions, heated surfaces of 
technological machines and equipment. Classical measurement 
instruments for heat flow are with thermistors (thermopiles) [21]. 
The sensor consists of a set of thermistors and an array of 
converters produces voltage, proportional of the heat flow and 
allows direct measurement of heat flow. The availability of 
thermistors array allows to be made a comparison between heat 
flow assessment, obtained from converters, and calculated heat 
flow, using temperature differences and Fourier Low. The element 
is extremely sensitive with accuracy lower than 0.1 heat flow units 
(HFU) and could be used for long term readings. The output of 
element is digital, but without controller for data transfer.  

The recent heat flux meters (HFM) suffer from low 
performance by weak and constant flows, non-uniformity of the 
heat flux in the measurement section and impossibility to control 
the heat flux at different temperatures. 

In [22], the authors show a calibration system of a HFM in 
different operating conditions (low and middle heat fluxes) to 
design a new prototype with heat flux uniformity and to improve 
performance in a specific sub-region of the measuring section 
where the HFM is applied. Furthermore, a metrological 
characterization of the system allows a combined standard error to 
be better than 6% at low heat flows. The element is analogue, 
without controller for data transfer. 

In [23] and [24], the authors report heat flow sensors integrated 
in textile. They determine the amount of heat exchanged between 
human body and environment. The aim is to improve comfort, 
efficiency, and sometimes safety of the wearing person. Passive 
heat flow sensors are used. Such sensors are still under developing 
and ideas for their appropriate calibration are proposed. Moreover, 
the existing heat flow sensors are impermeable and do not allow 
evaporation. This shows less precise results when phenomenon 
evaporation exists. A flexible heat flow sensor is developed, which 
is sensitive to water vapor. This sensor takes into consideration 
phenomenon evaporation and allows better energy measurement 
during heat exchange. The sensor is analogue without controller 
for data transfer. 

3.3. Sensors for Relative Humidity 

Classical devices for relative humidity measurements are 
psychrometers. Recent research [25] displays indoor air quality 
and the connected health effects. Complaints about sensory 
irritation in eyes and upper airways, also perception for dry air are 
among the most important symptoms in closed areas. In this line 
sensors for dynamics of particles, bacteria, and viruses in closed 
areas are necessary for improvement of labour quality and with a 
sharp focus on absolute humidity impact. The sensors could be 
analogue or digital and with microcontroller. 

In [26], the authors consider a sensor for air humidity 
measurement using sensitive capacity-dependent crystal. Probe 
sensitivity is represented too. Moreover, new idea for excitation of 
entire humidity sensor with stochastic test signals is described, and 
the humidity measuring method is given. It includes the influence 
of test signals on weighting function uncertainty and on the A/D-
D/A conversion. Error by humidity measurement is lower than 
0.2% (t = 15ºC - 25ºC and humidity = 50% - 98%). There is a 
conversion ADC, DAC in sensor, but it misses a controller. 

Research in [27] describes a program, which could simulate 
simultaneously heat and humidity transfer from walls and plates in 
closed area and its impact on indoor temperature and humidity. 
The aim is a sensor development. Recommendation is to be digital 
and connected to microcontroller. 

3.4. Sensors for Illumination 

Illumination on basic workplaces and galleries, where the 
miners move, is obligatory. This is not easy, because the 
atmosphere in coal mining is often accompanied with methane 
availability and is highly explosive. Humidity is high, but 
environment reflectance is extremely low. Therefore, special 

http://www.astesj.com/


M. Ilieva-Obretenova / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 395-400 (2021) 

www.astesj.com     398 

explosion-proof illuminaters are used and their application is by 
hardest conditions – low reflection factor, methane availability, 
high humidity, low and narrow galleries etc. 

What are the conditions in ore mining and coal extracting 
mining? Basically, there are not methane in the first and 
atmosphere is not explosive. In underground ore mining and these 
for extracting of non-metalliferous  illumination is performed with 
illuminaters proof from dust and water. In such mining there is no 
danger from explosion of highly explosive compounds, but they 
are threatened from fire [5]. 

For illuminance tracking are applied illuminance meter 
(luxmeter) and luminance meter. 

For measurement in mining galleries are suitable new 
generation luxmeters “TKA-Lux” (“ТКА-Люкс”) and “TKA-
PKM-31” (“ТКА-ПКМ-31”). They have metrological 
characteristics on the level of the best world manufacturers. The 
illuminance measurement range is 10 – 200 000 lx, error – 6%. 

They have the following performance: 

• Viewing angle: 1.0 – 1.5º, 

• Range of measurement: 10.0 – 2000 cd/m2, 

• Distance to measured object ~ 7m. 

Luxmeters with dark scale are applied in coal mining, which is 
dangerous with gas and dust.  

In underground mining exists blindness danger too. Therefore, 
it is necessary to measure luminance. It is measured with 
luminance meter. Basic measurement unit is candela [cd]. Recent 
luminance meter is TKA [5] and [28]. 

Illuminance assessment in underground mining must 
obligatory include: 

• Illuminance assessment, 

• Unevenness assessment, 

• Blindness assessment, 

• Discomfort assessment. 

Special luxmeters are used for illuminance measurement on 
given surface (workplace).  The most widespread luxmeters are 
photoelectric (objective) luxmeters, consisting of selenium 
element in series with galvanometer and micro amperemeter. The 
principle operation of photoelectric luxmeter is conducting a 
photocurrent between galvanometer`s electrodes by illumination 
of photoelement. The photocurrent is proportional of illuminance 
and this dependance could be assumed as linear, when the inner 
resistance is significant bigger than outer. This ratio is obtained by 
measurement of small illuminances and application of 
measurement devices with small inner resistance. The boundary 
electromotive force of selenium element (0.3 – 0.5 V) is obtained 
by illuminance 1000 lx and by bigger illuminance it does not 
change. Therefore, the photoelement illuminance does not have to 
exceed 1000 lx. For measurement of bigger illuminance is applied 
an absorbing filter, which decreases X-fold illuminance on 
photoelement. Selenium element is characterized by its spectral 
sensitivity too. It is graduated with the help of filament lamp. 

When an illuminance of other light sources (another light 
spectrum) is measured it is necessary to use correcting light filters 
or correcting coefficients, which by naturally illuminance is 0.8, 
and for luminescent lamps are from 0.88 to 1.2 according to their 
type [4]. 

In [29], the author publishes a “Luxmeter, showing light 
intensity, as it is received from a sensor”. 

The listed sensors are analogue and without controller for data 
transfer. 

In [30], the authors show a spectroradiometer as a part of 
program-instrumental complex for management of illuminance 
installation in closed areas. Problems of spectroradiometer 
development are considered. Basic principles for building of 
automated illuminating system are formulated, based on criteria 
for quality and quantity assessment of illuminance effect. Scheme 
of automated illumination complex is considered. New 
development is represented – spectroradiometer, covering optical 
irradiation measurement and being a block of system for spectral 
and energetic management of LED illuminating installations. 
Attention is paid on the lack of metrological insurance of control 
of photometric characteristics of energy conservation technology, 
based on LEDs. It is foreseen that the sensor is digital and has a 
microcontroller. 

3.5. Sensors for Gas Concentration 

For measurement of gas concentration portable analyzers are 
widely used [4]: gas indicating tubes and gas analyzers. From gas 
analyzers most popular are: Gas Sense – 1000.L.EX; portable 
device for leakage discovery of explosive gases – Methane (CH4), 
Propane (C3H8), Butane (C4H10), Liquified Petroleum Gas (LPG), 
Hydrogen (H2), Ethanol (C2H5OH); Dräger Pac 5500 – 
measurement of Carbon Monoxide (CO), Hydrogen Sulfide (H2S) 
or Oxygen (O2); MSA EX-METER II – for measurement in 
explosive atmosphere; MSA SOLARIS 4 – Four channel gas 
analyzer, analogue, without microcontroller. 

The trend is semiconductor sensors to be doped with metal 
oxides (e.g., tin) and their application for discovery and protection 
of environment from different gases like Carbon Monoxide (CO), 
Carbon Dioxide (CO2), Hydrogen sulfide (H2S), Ammonia (NH3), 
swamp gas methane, LPG, and many others pollutant gases [31]. 
Different characteristics of gas sensor in composite form by 
different temperatures are also displayed. Evidence is produced 
that sensors in composite form are more resilient than these with a 
single material. A research about sensor`s output – analogue or 
digital – is not represented. About its ability for data transfer too. 

The author in [32] considers manufacturer methods of zinc 
oxide nanorods and their application for gas discovery with low 
concentration due to their various conductance range, reaction of 
oxidative and reductive gases and extremely high sensitivity and 
selectivity. A research about sensor output - analogue or digital – 
is not given. For data transfer ability too. 

The survey in [33]  describes an electronic gas sensor from 
nano graphene, which could discover extremely low quantity gas 
(harmful chemical agents). Nano graphene does not have grainy 
structure and offers long term stability. Moreover, material has 
high quality crystal lattice, thus charge carriers move with high 
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velocity and generate low noise. All this supposes design of digital 
output of the sensor. Due to their specific properties carbon 
nanomaterials have potential for manufacturing of automated 
sensors. 

The authors in [34] portray high selective gas sensors for smart 
monitoring and control of air quality, search and save of people 
etc. Substance choice in complex gas composite is the main 
challenge. The article represents a guide for material engineering 
for absorbing, size selecting and catalytical filters. Accent is laid 
on materials design with purposeful gas separation, portable 
elements integration and performance. All this shows that gas 
sensors could be designed with digital output and microcontroller 
for data transfer.  

4. Discussion 

The performed short review leads to the findings that the new 
measurement devices in underground mining are not suitable for 
automation. Small part of them has a digital output, and most of 
them are without microcontroller for data transfer. To accelerate 
and facilitate automation sensors must be delivered with 
controller. The availability of controller also presumes 
availability of management services, united in Program Library. 
The resent achievements are represented with articles with low 
level detail [35] or high-level concepts [36] and [37]. Other 
authors go even further away proposing sensors for inspecting of 
underground mining to be moveable and to be carried from a 
drone, but without giving detail about their management [38]-[41]. 
Therefore, Articles for sensors with microcontrollers and 
management programs must describe comprehensive: 
 

• Integration of sensors and controller; 
• Algorithms for management of integrated sensor-controller; 
• Function for bearing of sensors for timely reading of fast 

changing parameters at different places in space aiming 
sensor security; 

• Algorithms for management of sensors bearing, as some  
problems are considered: signal propagation; life, size, and 
safety of battery; security of bearing system etc. 

5. Conclusion 

Main conclusions from this research are as follows: 

1. Criteria for assessment of measurement devices in 
underground mining are synthesized. Methods on which 
devices perform their functions are specified. 

2. Devices and measurement units which cover all 
environmental parameters in underground mining are listed, 
namely: air temperature; temperature of surrounding building 
constructions, heated surfaces of technological machines and 
equipment; heat flow, heat irradiation; relative humidity; 
velocity of air flow; noise; illumination; gas concentration; 
dust level; ionizing radiations; radon concentration in air. 

3. Representations of fast-developing devices are accomplished: 
for air temperature; for heat flow; for relative humidity; for 
illumination and for gas concentration. Quality method is 
used. Assessments organized according to synthesized criteria 
are defined. 

4. On the base of discussion about availability of controller to 
sensor the future work is proposed in following aspects: 

a. Integration of existing elements sensor and controller and 
defining of its management; 

b. Moving of new elements and synthesis of algorithms for its 
management. 

Formulated aim is complex, and this article concentrate on 
devices` assessment. Representation level and assessments have 
the necessary depth to illustrate the needed innovations. Basic 
conclusion from this article is that the developed assessments are 
eligible base for development of sensors and their management in 
closed areas, structured as underground mine workings. This will 
lead to more precise assessment of industrial risk and improvement 
of safety activities.   
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 Quantum logic gates represent certain quantum operations to perform quantum 
computations. Of those quantum gates, there is a category of classical behavior gates called 
quantum permutation gates. As a quantum algorithm, quantum permutation pad or QPP 
consists of multiple quantum permutation gates to be implemented both in a quantum 
computing system as a quantum circuit operating on n-qubits’ states for transformations 
and in a classical computing system represented by a pad of n-bit permutation matrices. 
Since first time proposed in 2020, QPP has been recently applied to create a quantum safe 
lightweight block cipher by replacing SubBytes and AddRoundKey with QPP in AES called 
AES-QPP. In AES-QPP, QPP consists of 16 selected 8-bit permutation matrices based on 
the shared classical key materials. For quantum safe, the key length can be any size from 
256 bits to 4 KB. That means, this QPP holds up to 4 KB of Shannon information entropy. 
Its code size is less than 2 KB with 4 KB of RAM memory. In this paper, we propose to 
apply QPP for a streaming cipher and carry out its encryption performance and the 
randomness analysis of this streaming cipher. The proposed QPP streaming cipher 
demonstrates not only good randomness in its ciphertexts but also huge performance 
improvement: 13x faster than AES-256, with an overall runtime space (6.8 KB).   
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1. Introduction 

Since the U.S. National Institute of Standards and Technology 
(NIST) announced the standardization of Advanced Encryption 
Standard or AES in 2001 [1], AES has been widely accepted as 
secure data encryption for data in transit or at rest. As a standard 
block cipher, AES accepts a fixed block size of 128 bits for three 
key lengths: 128, 192, and 256 bits with 10, 12, and 14 rounds 
respectively. Each AES round includes four steps: SubBytes, 
ShiftRows, MixColumns, and AddRoundKey. Over the past 
decade, the internet of things or IoT has captured the great 
attentions cross the world due to its potential to transform our 
daily lives through varieties of aspects such as smart home, smart 
city, autonomous vehicles, connected devices, etc. IoT devices are 
generally considered as resource constrained systems. They are 
often battery-powered, low computing power, and limited 
storages. These limitations put certain pressures on the standard 
AES to run in IoT devices, especially with high security 
requirements. The authors published their NIST report on 
lightweight cryptography [2], covering lightweight bloch ciphers, 
lightweight hash functions, lightweight message authentication 

codes, and lightweight streaming ciphers. In [3], the authors 
proposed their implementation of modified lightweight AES in 
FPGA, with a parallel manner for achieving better latency. 

On the other hand, varieties of symmetric lightweight 
cryptographic algorithms have been proposed. In 2018 [4], the 
author have reviewed those algorithms to benchmark them on 
executing time, RAM memory and binary code sizes. those 
algorithms support the block sizes from 64 bits to 128 bits with 
key lengths from 80 bits to 128 bits.  

AES generally faces three types of attacks: differential, linear, 
and integral [5]-[8].  The single static S-box representing 
substitutions or non-linear-transformations enables the 
differential analysis attacks due to some characteristic of XOR 
differences between input blocks and output blocks, especially 
impossible differences found at round 4, also called impossible 
differential attacks [6,7]. The differential analysis attack can be 
further improved with sets or multisets of input and output XOR  
results to create a new integral attack [8].  AddRoundKey at the 
end of each round contributes the linear analysis attack due to the 
linear transformation between rounds. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Randy Kuang, randy.kuang@quantropi.com 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 401-405 (2021) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj060445  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060445


R. Kuang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 401-405 (2021) 

www.astesj.com   402 

In 1994, Shor proposed an algorithm to use quantum systems 
or qubits to perform computations called quantum computing [9]. 
Shor’s algorithm enables a new natural parallel computing 
mechanism arising from the fundamental characteristic of their 
superpositions. With quantum computers, the classical exponential 
difficulty of prime factorizations becomes polynomial time, 
shaking the foundation of classical public key cryptography. The 
recent advancements in quantum computing development speeds 
up the urgency of quantum safe cryptography for both asymmetric 
and symmetric. In September 2019, Google announced their 54-
qubit quantum computer called “Sycamore”, marked their 
quantum supremacy [10].  On the other hand, in [11] the author 
made a milestone achievement in prime factorization with  D-
Wave's annealing quantum computer.  

In 1996, Grover proposed his new search algorithm by using 
quantum computing mechanism called Grover’s algorithm [12]. 
Grover’s algorithm can achieve a square root complexity O(√𝑛𝑛)  
in the unstructured search problem of size n, while any classical 
algorithm needs O(n) queries. The squared searching power from 
the Grover’s algorithm requires any symmetric cryptography not 
only to double the key length from 128 bits to 256 bits, but also to 
be true random. For resource constrained IoT devices, standard 
AES cryptography itself is already heavy so the doubled key length 
requires extra four rounds from 10 rounds to 14 rounds. It is 
necessary to explore different lightweight cryptographic 
algorithms in the post-quantum era. In [13], the authors  proposed 
to use quantum cryptography with One-Time-Pad or OTP for 
secure encryption for power grid data. This can be considered as a 
hybrid quantum secure encryption combining QKD with OTP. In 
[14], the authors proposed a new lightweight symmetric 
cryptographic algorithm called Saturnin by introducing two 
representations of AES 256-bit internal states: the 2-dimensional 
and 3-dimensional notations. In its 2-dimensional representation, 
a 256-bit state can be expressed by sixteen 16-bit registers; but in 
its 3-dimensional representation, it is expressed by a 4x4x4 cube 
of nibbles. Through those major changes, Saturnin established a 
new quantum resistant lightweight cryptography for 128-bit and 
256-bit block ciphers and a 256-bit hash function.    

Quantum mechanics allow us to have two implementations of 
quantum gates: physically for quantum computing power and 
digitally for quantum security.  In [15], the authors first attempted 
to present classical information quantum mechanically with a state 
denoted by a Dirac ket over a quantum computational basis. The 
well-known symmetric group Sn containing entire group actions 
over a set of n items has its matrix representations or permutation 
matrices over the corresponding quantum computational basis. 
The extremely large size of the quantum permutation group, 28! 
(factorial), for an 8-qubit quantum computational basis holds huge 
equivalent Shannon information entropy, desirable for information 
security. For an 8-bit system, the permutation group is S256. Kuang 
and Bettenburg [15] extend the Shannon perfect secrecy of the 
classical one-time-pad (OTP)  over GF(2n) [16], to their proposed 
quantum permutation pad (QPP)  over a  quantum computational 
basis. In contrast to the one-time-use nature of  OTP, QPP retains 
the Shannon perfect secrecy  over multiple uses, thanks to the 
general non-commutativity properties of the symmetric group.  

In [17], the authors have applied QPP for a lightweight block 
cipher called AES-QPP, with 16 permutation matrices selected by 

using the shared classical random key to replace both SubBytes 
and AddRoundKey. AES-QPP has a footprint below 2KB and 
RAM memory 4KB, with performance improvement about 3x. In 
this paper, we extend the work [17] further for a quantum safe 
lightweight streaming cipher.  

This paper is organized as follows: Section 2 is for the 
summary of lightweight block cipher AES-QPP. Then Section 3 
describes the proposed streaming cipher. The randomness and 
performance of the proposed streaming cipher is presented in 
Section 4. We will draw a conclusion at the end. 

2. Quantum safe Lightweight Block Cipher AES-QPP   

2.1. Quantum Permutation Pad  

QPP is a pad of quantum permutation matrices randomly 
selected from the n-bit permutation group [15, 17] as shown in 
Fig. 1 for AES with 16 8-bit permutation matrices. They are all 
28x28 square matrices and they are unitary and reversable so their 
reverse transformations are their transposes. This characteristic is 
great for lightweight cryptography, especially for resource 
constrained IoT devices. At the encryption side, we can use the 
selected QPP and then at receiving side we use their transposes or 
QPPT. Therefore, transformations are exactly symmetric with the 
same computational performance for encryption and decryption. 
The QPP selection is a process to map classical key materials into 
a QPP pad over the 8-bit computational basis. There are several 
algorithms to be used such as RC4 key scheduling algorithm or 
Fisher-Yates random shuffling algorithm. We use the Fisher-
Yates algorithm to map classical key into a QPP pad as shown in 

Algorithm 1. 

Algorithm 1: Pseudo code of mapping a key to 
permutation matrix 

Result: Permutation matrix P[256][256] 
Input: 256 bytes of random key k[256] 
Initialization: set S[256] and P[256][256] to 0 
for i = 0 to 255 
      S[i] = i; 
end for 
i = 255  
while i-- > 1 do 
   j = k[i]; 

  swap S[j] and S[i]; 
  

end   
for i = 0 to 255   
       P[i][S[i]] = 1;   
end for   

 

For each permutation matrix, we need 256 bytes of random 
numbers as shown in the pseudo-code. For a QPP pad with 16 
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⬚ ⋯ ⬚
⋮ ⋱ ⋮
⬚ ⋯ ⬚

��
⬚ ⋯ ⬚
⋮ ⋱ ⋮
⬚ ⋯ ⬚

�       ………      �
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         P1                      P2                     Pi                      P16 

Figure 1: QPP is illustrated. 
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permutation matrices, we would need to supply total 4 KB of 
random numbers. That means, the selected QPP holds total 4 KB 
of entropy. It is up to the desired security level to choose a right 
key length from 256 bits to 32,768 bits. To support this variable 
key length, a key scheduling is required to extend a variable key 
length to 4 KB.  

2.2. AES-QPP 

SubBytes in AES performs a substitution with a static S-box 
which is a 16x16 matrix. S-box can be converted to a 256x256 
permutation matrix. The substitution can be considered as the 
permutation matrix multiplication with an 8-bit state vector over 
the 8-bit computational basis.  AddRoundKey step performs byte-
by-byte XOR operations between the output block from 
MixColumns step and a round key. XOR operation is a special 
case of permutation transformations. In our early block cipher, we 
use the QPP to replace both SubBytes and AddRoundKey in an 
AES round with the ShiftRows and MixColumns steps as follows:    

1. 16 8-bit QPP;  
2. ShiftRows; 
3. MixColumns; 
4. the same QPP as in the step 1. 

We illustrate AES-QPP in Figure 2. In standard AES, each byte 
in a16-byte block is supplied to the single static S-box, but in AES-
QPP, each byte in a block is supplied to its corresponding 
permutation matrix. The last step is performed in the same way as 
in the first step, unlike the standard AES in the AddRoundKey step 
with each byte from MixColumns to be XORed with the 
corresponding byte in a round key. This design of AES-QPP 
enables us to use variable key length without change the 
implementation of the cryptography.  

 The decryption is the same process as in the encryption with 
transposed QPPT.  

2.3. AES-QPP Rounds  

In comparison with AES rounds, QPP increases the diffusion 
capability at least 16x with 16 permutation matrices. This extra 
strengthened diffusion ability helps to reduce the number of 
rounds. AES-256 needs 14 rounds to achieve good randomness in 
ciphertexts. In our early report, the number of rounds in AES-QPP 
was reduced to 5 rounds. The ciphertext still demonstrates 
excellent randomness from NIST and ENT random testing suites.  

2.4. Cipher Randomness with Shannon Entropy Distribution 

Cipher randomness is a good measure for a cryptosystem to 
avoid statistical analysis attacks. We have demonstrated 
randomness analysis with NIST random test suite, especially with 
ENT testing tool to identify any byte level and bit level biases.  
AES-QPP shows excellent randomness in its ciphertexts. In NIST 
testing suites, AES-QPP ciphers with 5 rounds pass all 15 testing 
cases. In the sensitive testing suite ENT, the AES-QPP ciphers not 
only pass 6 testing cases but also demonstrate excellent Chi 
Square value, arithmetic means, Monte Carlo 𝝅𝝅, as well as serial 
correlation.  Here we want to add analysis for Shannon entropy 
distribution for AES-QPP in comparison with the standard AES. 
Shannon entropy distribution performs analysis of each 16-bit, 
entropy per 16-bit random data, as well as how close to the 
Gaussian distribution. 

Figure 3 plots the Shannon entropy distribution for AES-QPP 
with 5 rounds, using a 16 bits Shannon Entropy calculator [18]. .  
The entropy is 15.999072 per 16 bits of ciphertexts, very close to 
the ideal entropy 16 bits. The left side of the graph displays the 
frequency of each 16-bit integer. The graph displays a nice 
symmetric behavior around an average count. The analysis shows 
that the median counts are 781, minimum count 656, and 
maximum count 896 for 100 MB files. The right-hand side of Fig. 
3 shows a good Gaussian distribution with a nice symmetric shape 
around the median count, indicating a good randomness in AES-
QPP-5 ciphertexts.  

Figure 4 plots the Shannon entropy distribution for AES-256. 
The same size of AES-256 ciphertext file as AES-QPP-5 is used. 
It demonstrates a very close relationship to Figure 5 with median 
counts 781, minimum counts 655 comparing with 656 in AES-
QPP, and maximum counts 907, slightly better symmetry than 
AES-QPP. The Shannon entropy of AES-256 is 15.999087 per 16 
bits of ciphertexts, extremely close to AES-QPP-5.  

3. Quantum Safe Lightweight Streaming Cipher with QPP 
In the last section, we discussed the block cipher 

implementation with QPP. We can also implement it in a 
streaming cipher with a pre-randomized dispatcher as shown in 
Figure 5. 
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Figure 2: The proposed AES-QPP is illustrated 

Figure 3: Shannon entropy distribution is plotted for AES-QPP-5. 
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Seed is an input classical key material, Init box is the 
scheduling to map the classical key material into a QPP pad as 
shown in Algorithm 1. PRNG box is a pseudo random number 
generator used to pre-randomize input plaintexts with a directly 
XOR operation before dispatching them to QPP. Dispatcher box 
also takes a PRNG byte and performing a 4-bit right shift as an 
index to the permutation matrix inside the QPP pad. A ket |m⟩ 
represents a plaintext byte. The ciphertext denoted by a ket |c⟩ 
can be created byte-by-byte in the same way as input 
plaintexts. At the receiving side, the same shared classical key 
material is used to establish the same QPP pad in a transposed 
mode because permutation matrix is unitary and reversable. 
The decryption is straightforward. 

QPP streaming cipher implementation eliminates the repeated 
rounds for better randomness ciphers, replacing with a pre-
randomized process under a consideration of bijective quantum 
permutation transformations. We can roughly estimate the 
executing time for the encryption at the level of a single round 
AES encryption. This would dramatically improve its 
performance for latency and battery consumptions. 

The footprint of QPP streaming cipher is about 2.5 KB, In 
comparison with 1.1 KB in AES-QPP because of the pre-
randomization process in QPP streaming. RAM memory is the 
same as AES-QPP at 4KB because we still use a QPP pad with 16 
permutation matrices.   

4. Discussions of QPP Streaming Cipher 

For the proposed QPP streaming cipher shown in Figure 5, we 
create a plaintext file of 120 MB by a paragraph of English 
sentences. Then QPP streaming encrypts the plaintext file and 
stores the ciphertexts into ciphertext file. The ciphertext file is 
passed all NIST 15 randomness test cases. We should be very 
interesting to see the ENT testing reports listed in Table 1, 
together with the results for the input plaintext file. The plaintext 
file comes with 4.49 bits of entropy per 8-bits, huge Chi Square 
value, totally wrong arithmetical mean, as well as a wrong Monte 
Carlo 𝝅𝝅 value. All those results show that the input plaintext 
file is totally biased. The ciphertext file produced from our 
proposed QPP streaming cipher demonstrates excellent 

randomness: 8 bits of entropy per 8 bits of ciphertexts, Chi 
Square value 237.64 with a p-value 0.775, arithmetical mean 
127.49 compared to 127.50, very nice Monte Carlo 𝝅𝝅 value 
3.141771788 compared to 3.14159265, and serial correlation 
value 8.2x10-5. The overall ENT testing results from QPP 
streaming cipher is very similar to AES-QPP-5 [17].  

Table 1: ENT randomness testing reports for QPP streaming cipher and plaintext 
files of size 120 MB 

ENT Plaintext  QPP Streaming 
Entropy (bits) 4.491422 7.999999 

Chi Square 1736817422.90 237.64 
p-Value 0.0001 0.775 

Arith. Mean 95.7060 127.49 
Monte Carlo 𝝅𝝅 4.000000000 3.141771788 

Serial Corr. 0.047905 0.000082 
Figure 6 plots the Shannon Entropy distribution with 120 MB 

ciphertext file from a streaming encryption implementation of 16 
permutation matrices. The Shannon entropy is 15.999244 bits per 
16 bits of ciphertexts. The distribution demonstrates a nice 
Gaussian type with a med 957, minimum 826 and a maximum 
1085, slightly better symmetry than AES-QPP-5 [17]. 

Table 2 illustrates performance comparisons among AES-256, 
AES-QPP-5, and QPP streaming cipher. For AES-256, we take 
the open-source implementation or Tiny-AES. AES-256 
demonstrates a fastest key scheduling with 0.01 ms, then AES-
QPP-5 with 0.120 ms, and QPP streaming with 0.235 ms, 
respectively. It is understandable that QPP initialization takes 
longer time because it processes 4KB key materials to select 16 
permutation matrices, unlike in AES where key is only 32 bytes 
long. Also, in QPP streaming cipher, we take a special handling 
to increase confusion capability. This special handling would help 
to produce totally different QPP pad even with a single bit change 
in the supplied key materials. 

Table 2: Performance comparisons are tabulated for key scheduling and 
encryptions for AES-256, AES-QPP-5, and QPP streaming cipher. Encryption 
speeds are tested with 16 bytes blocks in the same computer: MacBook Pro, 2.6 
GHz 6-Core Intel Core i7. 

 AES-256 AES-QPP-5 QPP Streaming 
Key Schedule 0.01 ms 0.120 ms 0.235 ms 
Encryption MB/s 51.3 115.1 672.3 
Ratio 1.0 2.24 13.1 
Code Footprint 11.5 KB 1.39 KB 2.5 KB 
Run Time Space 12.0 KB 5.39 KB 6.5 KB 
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Figure 5: A streaming cipher is illustrated 
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It can also be seen from Table 2 that AES-256 is the slowest 
among three ciphers with an encryption speed 51.3 MB/s for 16 
bytes blocks, then AES-QPP is faster than AES-256 with 115.1 
MB/s, finally QPP streaming cipher is the fastest cipher with 
672.3 MB/s. AES-QPP is 2.24x faster than AES-256, slightly 
slower than  what we expected 2.8x, that may be the fact that 
overall permutation transformations with 16 permutation matrices 
take longer than each step of SubBytes and AddRoundKey in AES. 
However, the discrepancy is very acceptable. QPP streaming 
cipher is 13x faster than AES-256, indicating that pre-
randomization with randomly dispatching together is almost 
equivalent to a single round in AES. In comparison with AES-
QPP-5, QPP streaming cipher is 5x faster than AES-QPP-5.  

In comparison with code sizes, compiled footprints are 11.5 
KB, 1.39 KB, and 2.5 KB for AES-256, AES-QPP, and QPP 
streaming respectively, and runtime memory spaces are 0.47 KB 
for AES-256, 4 KB for both AES-QPP and QPP streaming cipher. 
As for overall runtime space, AES-QPP takes the least runtime 
space at 5.39 KB, then QPP streaming cipher at 6.5 KB, after then 
AES-256 needs the most runtime space at 12 KB. 

5. Conclusion 

We have applied quantum permutation pad or QPP to establish 
both lightweight quantum safe block cipher and streaming cipher. 
In a block cipher implementation, QPP replaces both SubBytes 
and AddRoundKey in a standard AES or called AES-QPP. In 
addition to cipher randomness analysis in [17], we perform the 
Shannon entropy distribution for a more complete randomness 
analysis of this quantum safe block cipher. 

In this paper We explored the QPP algorithm for a streaming 
cipher with a straightforward pre-randomization and random 
distribution process. The randomness analysis of the QPP 
streaming cipher demonstrates very good randomness, especially 
with ENT randomness testing tool. The very promising 
encryption speed plus overall memory space makes QPP 
streaming be a good candidate for quantum safe lightweight 
streaming cipher and AES-QPP for quantum safe lightweight 
block cipher. 

In the future, we may extend the exploration both ciphers for 
4-bit permutation matrix pad to further reduce their runtime 
memory spaces. 
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 The development of Machine Learning methods and approaches offers enormous growth 
opportunities in the Healthcare field. One of the most exciting challenges in this field is the 
automation of clinical treatment selection for patient state optimization. Using necessary 
medical data and the application of Machine Learning methods (like the Genetic Algorithm 
and the Analytic Hierarchy Process) provides a solution to such a challenge. Research 
presented in this paper gives the general approach to solve the clinical treatment selection 
task, which can be used for any type of disease. The distinguishing feature of this approach 
is that clinical treatment is tailored to the patient's initial state, thus making treatment 
personalized. The article also presents a comparison of the different classification methods 
used to model patient indicators after treatment. Additionally, special attention was paid to 
the possibilities and potential of using the developed approach in real Healthcare 
challenges and tasks. 
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1. Introduction 
This paper is an extension of work originally presented in the 

15th International Conference on Computer Sciences and 
Information Technologies, held in Zbarazh (Ukraine) in 
September 2020 [1]. 

It is well known that human treatment is a delicate moment, as 
any wrong decision can radically affect the person's state [2], for 
which doctors will be primarily responsible [3]. The word 
'treatment' can mean different things, and it should be understood 
that not all treatments are equal. For example, treating a person for 
influenza [4], wherein most cases it suffices to prescribe a few 
medications for a couple of weeks, is not equivalent to treating 
cancer [5], which can last for years [6-7]. Undoubtedly, this does 
not mean that influenza poses no risk to human health [8], but if 
influenza progresses to a critical stage, medical supervision and 
prescription of clinical treatment are mandatory [9-11]. 

Clinical treatment refers to the process during which the patient 
stays in a medical institution under the strict supervision of 
clinicians and specialists, and undergoes all stages of therapy 
(including experimental treatments) to eliminate the symptoms of 
disease or complications. One of the major objectives in 
Healthcare is to treat the disease itself (not the symptom), so 
treatment must be chosen carefully and without hesitation. It is 
therefore the regular practice to use clinical protocols (guidelines) 
[12-14] while prescribing treatment. 

Briefly, clinical protocols are systematically developed 
statements, which assist clinicians and patients in making 
decisions about appropriate treatment for specific conditions based 
on the best scientific evidence at the time of development [15-17]. 
These protocols are the primary medico-technological documents 
that specialists must follow in any given clinical situation, 
choosing the most effective solution to cure a patient. A clinical 
protocol is a manual for a doctor, and it contains guidelines to treat 
a specific disease. 

In Ukraine, Ministry of Healthcare allows international clinical 
protocols under Order no. 1422 of the by 29 December 2016, 
which entered into force on 28 April 2017 [18-19]. To get these 
protocols, the Ministry of Healthcare has signed an agreement with 
"Duodecim Medical Publications Ltd", a Finnish medical-
scientific company specializing in comprehensive solutions for 
evidence-based medicine [18]. Since then, about a thousand 
international clinical protocols in English have been available 
online for registered users in Ukraine. Using new clinical protocols 
in medical practice has become one of the most important ways of 
implementing evidence-based medicine in Ukraine [19]. 

Many researchers are now focusing on clinical protocols to 
model the clinical treatment process [10] because these protocols 
do not guarantee a complete cure for the patient. The reason is that 
doctors do not have full knowledge of medicines, their types, and 
their correct use. This responsibility lies with clinical pharmacists 
(or clinical provisors) [20-21]. Specialist training in this field in 
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Ukraine was established in 1999 by the National University of 
Pharmacy in Kharkiv [22]. Despite more than 20 years of training 
such specialists, the country simply does not have enough clinical 
pharmacists, which may be due to the limited financial resources 
of local medical institutions. This problem, and the rapid 
digitization of Healthcare in Ukraine [23], make it an urgent task 
to develop an automated decision support system for clinical 
treatment selection. 

The making of decision support system was chosen because the 
selection of optimal clinical treatment should not be made solely 
by a machine. Medical staff is responsible for causing harm to 
humans [24], which is why Artificial Intelligence (AI) software 
must be used with utmost care for these challenges.  

The basic requirements for such systems are: 

• Usage of clinical protocol standards as a basis for decision 
support in treatment selection. 

• As set out in right no. 12 of the European Charter of Patients' 
Rights [25], the individual characteristics of the patient must 
be considered. 

• The availability of AI and Machine Learning (ML) techniques 
to provide high-quality assistance for medical staff. 

This research aims to develop a general approach to selecting 
optimal clinical treatment based on the requirements listed above. 
The first thing to consider is how treatment outcomes are assessed, 
as that enables AI- and ML-based applications to improve 
efficiency in decision making. 

2. Assessing the Quality of Treatment: An Overview 

2.1. Scales of Patient Severity 

The quality of clinical treatment should be assessed foremost 
by results, bearing in mind that the aim of providing medical care 
is to ease the patient's state. At all stages of treatment in the various 
fields of medicine, the determination of a patient severity objective 
assessment is essential for clinical decision-making. The close 
association of state severity with the prognosis of mortality risk 
further extends the application of such tools at different stages of 
care. For example, intensive care units (ICU) must provide 
prognoses for patients within the first 24 hours of admission. 

The stratification of patients into risk groups according to the 
severity of their state is necessary to compare treatments and their 
quality, establish differences between different medical 
institutions, and evaluate the results of clinical trials in evidence-
based medicine.  

Establishing a prognosis comprises estimating the probability 
of death using indicators that are commonly used to diagnose and 
treat critically ill patients [26]. Severity scales are the classic tools 
used to establish such prognoses. 

Rating systems quantify or qualify the severity of a state and 
classify the patient into specific risk groups, based on the analysis 
of anatomical, physiological and biochemical abnormalities [26-
27]. Over two dozen severity scales have been developed, but only 
some of them can be considered universally accepted. 

The most commonly used (in ICUs of USA and EU countries) 
scoring systems for assessing patient severity are: SAPS II, 
APACHE II and III, GCS, MPM II, SOFA, MODS, and LODS 
[28].  

2.2. Models of Patient Severity 

Most morbidity estimation models are based on Logistic 
Regression [29]. Authors of [30] analyzed papers that use SOFA 
models to predict mortality in ICUs. Only ten studies (56%) 
applied logistic regression models, and five of them had validated 
models with independent tests. The following models were also 
considered: combined with other assessment scales (APACHE, 
MOD) and additional measures of organ failure, time models 
(sequential SOFA scores), and automatically detected from the 
data SOFA templates. For example, the predictive ability of 
APACHE II was assessed using Logistic Regression analysis. For 
the Logistic Regression model based on the APACHE II score, the 
AUC of the ROC curve [31] was 0.863. Authors note that although 
there is heterogeneity across studies, it is impossible to say which 
SOFA-based model is optimal. 

Decision Tree [32] methods have recently become more 
widespread in medical research. Clinical practitioners swallow 
them because they are illustrative and can turn into logical 
conditions (classification rules). Classification Trees have been 
used in critical situations, e.g., to calculate the probability of death 
from coronary pathologies [33], intracerebral hemorrhage [34] or 
craniocerebral injury [35], to predict persistent autonomic states 
[36], and to stratify patient groups by the likelihood of mortality in 
the general population of ICUs [37-38]. 

In [39], the author predicted the probability of hospital 
mortality using three Decision Tree classification algorithms: 
CART, CHAID, and C4.5. All models are based on estimating the 
severity of patients within the first 24 hours of admission only 
(2864 patients, 70:30). Authors of [39] point out that the chief 
advantages of Decision Trees are that the resulting decision rules 
can be easily interpreted and the composition of the patient group 
obtained at each final node of the tree is relatively homogeneous. 
All Decision Tree models achieved the AUC of 0.75-0.76, which 
was close to the AUC for APACHE II (0.77) but lower than the 
Logistic Regression AUC (0.81). 

It is worth noting that such multidimensional models are not 
designed to handle streaming data. Modern morbidity estimation 
models are based on ML methods such as Support Vector Machine 
(SVM) [40], Bayesian models [41], Artificial Neural Network 
(ANN) [42], etc. 

The predicted length of stay (LOS) [43], which is based on 
monitoring data, is seen as a target that helps plan resuscitation 
resources and make ICU care individualized. 

2.3. Information Systems of State Assessment and Forecasting  

INTCare [44] is an intelligent decision support system for 
intensive care medicine. It is a system based on both collecting data 
from monitors at the bedside and updating the model, reducing the 
need for human intervention. INTCare currently provides 
predictions about organ failure and the likelihood of in-hospital 
death. Reliable prognostic results contribute to improving the 
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quality of service. The system presents functional and structural 
aspects. It aims to automate the knowledge discovery process. 

The most important feature of INTCare’s intelligent decision 
support system is the ability to operate autonomously and in real-
time. Two approaches were used to model and predict 2 targets 
(survival and LOS): 

• Collected data and physiological features during the first 24 
hours of inpatient treatment. 

• Collected patient clinical data in real-time. 

In the first approach, the achieved results were poor (73% 
accuracy). However, when predictions (dwell time) were made 
using data collected in real-time, the results became higher (model 
sensitivity 96.1%). Researchers in their work used these models: 
SVM, Decision Trees, and Naïve Bayes. For survival prediction, 
the Decision Trees method had the best result with a sensitivity of 
87.32%.  

A systematic review of the literature (2008-2018) [45], which 
aims to investigate the use of ML to improve patient health, 
analyzed 78 such studies. The conclusion is that AI techniques can 
analyze and learn useful standards from clinical datasets (which 
are stored in electronic medical records) to provide better evidence 
for supporting health professionals' decisions. 

More recently, the work has appeared that uses Deep Learning 
(DL) techniques, namely, Recurrent Neural Networks (RNN) with 
the Long Short-Term Memory (LSTM) architecture [46]. 
Experiments have shown that it is possible to predict vital signs in 
advance with good accuracy (more than 80%) to the deterioration 
of the patient's state. Predicting a patient's vital signs and using 
them to calculate a prognostic index makes it possible to predict 
future severe diagnoses that would not be possible using only the 
patient's current vital signs (50%-60% of cases were not detected). 

Also noteworthy is the Ukrainian work by Nastenko et al. [47], 
which used Group Method of Data Handling (GMDH) [48] models 
and Simplex Method [49] optimization algorithm to select the 
treatment strategy. 

3. Mathematical Background 

Let’s devise the general Healthcare challenge of this research. 
It is to find the optimal clinical treatment for the patient. In fact, in 
the mathematical space of objects, the patient (object) can be 
represented as a multidimensional vector, where the parameters are 
his/her indicators. In the simplest case, 2 patient states are possible 
in a given space: an initial state (before treatment) and a final state 
(after treatment). On this basis, 2 vectors of data are given for the 
challenge: 
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– describes the initial state of the patient (x1, x2, 

…, xn are the patient’s indicators before clinical treatment). 
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– describes the final state of the patient (y1, y2, 

…, ym are the patient’s indicators after clinical treatment). 

Finding the optimal treatment involves finding the optimum of 
vector Y. The clinical treatment, which is applied to a patient for 

getting the Y-vector, can be described by a vector
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, where 

i1, i2, …, ik – are the different types of drugs (the influence 
parameters on the patient’s state). Therefore, Y-vector directly 
depends on vectors X and I (Fig. 1).  

 
Figure 1: Visual representation of treatment process 

This dependency can be described by the next general 
equation: 

 

 

(1) 

Thus, it can be said that X = Y if no treatment is given (without 
regard to externalities). 

Equations for y1, y2, …, ym (1) can be both linear or non-linear, 
parametric or non-parametric. With their usage, it seems possible 
to simulate (modeling) the clinical treatment process. 
Consequently, a multi-criteria optimization problem arises, where 
it is necessary to find such values of I-vector that will give the 
optimum of Y-vector. Values of X-vector are set by default, so the 
personalized solution search will be done by considering the 
patient’s initial state indicators (this idea was proposed in [47] for 
a single-criteria problem). So, it is necessary to create an algorithm 
that will solve such a task. 
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4. Personalized Clinical Treatment Selection Algorithm 

As mentioned earlier, finding the optimal clinical treatment is 
a multi-criteria optimization problem. However, creating the 
algorithm for solving this problem raises the following issues: 

• Simultaneous optimization of the Y-vector parameters 
(patient’s indicators after treatment). 

• Searching the values of I-vector (influence parameters on the 
patient’s state), which gives the global optimum (NP-
complete problem). 

The first issue can be solved using Multi-Criteria Decision 
Making (MCDM) methods [50]. Since in most cases the final state 
of a patient is described by two or more Y-vector parameters (in 
this problem – the criteria for optimization), it is worthwhile to 
assess the patient's state after treatment in the right way. MCDM 
methods allow getting a convolution of several criteria into one so-
called "supercriterion". Apart from solving simultaneous 
optimization, this supercriterion can be used as an assessment 
metric to describe the final state of the patient. 

One of the simplest and most easily interpreted methods of 
MCDM is the Analytic Hierarchy Process (AHP) [51-52], 
invented by Thomas L. Saaty in the 70s. This method allows 
getting a function of additive convolution by pairwise comparison 
of criteria priorities. The comparison mechanism by AHP in 
general form is shown in Table 1. 

Table 1: The General Form of Criteria Pairwise Comparison 
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where: vi – the sequential number in the criteria list of Y-vector, 
ranked by importance. 

The above table interprets the matrix of criteria pairwise 
comparison. To obtain a metric for the final patient state using 
AHP, the geometric mean for each matrix row is calculated. Then, 
the obtained values should be normalized; they will be the weights 
(w) of each criterion of the Y-vector, so the metric can be 
represented as follows: 

 Fac = w1y1 ± w2y2 ± … ± wmym (2) 

This metric is a function of additive convolution (Fac) of the 
criteria. It has the advantage of flexibility because it depends on 
priorities set out in Table 1 by the decision-maker. The signs in (2) 
are placed depending on whether it is necessary to maximize (then 
the "+" sign) or minimize (then the "-" sign) yi. 

That solves the first issue of the given multi-criteria 
optimization problem, which allows converting it to the single-
criteria optimization problem, where it is necessary to find the 
maximum of Fac. Solving it can be done by many optimization 
approaches. One of the most famous methods is the Genetic 
Algorithm [53-55] – a stochastic method for finding the required 
solution. The ideas of natural selection and genetics provide a fast 
search for the global optimum, thus solving the second issue of the 
NP-complete problem. The algorithm is shown schematically in 
Fig. 2. 

 
Figure 2: Genetic Algorithm scheme 

To describe the Genetic Algorithm in more detail: 

1. A random sample ("population") of N arrays ("individuals", 
or "chromosomes") that contain values of I-vector parameters 
("genes") is created (Figure 3).  

 
Figure 3: Population in general form 
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The number N, as well as the boundaries in which the values 
of genes will lie, are set directly by the researcher. 

2. "Fitness function" for each individual is calculated. In the 
current research, the fitness function is Fac (2). 

3. The condition of the algorithm end is checked (it can be the 
presence of the preassigned value of Fac or exceeding the time limit 
of the algorithm). 

3.1. If the condition is complete, the Genetic Algorithm returns 
the "best" individual (optimal clinical treatment strategy). 

3.2. If the condition is incomplete, the formation of a new 
population begins. 

3.2.1. The "selection" [53-55] of individuals from the current 
population is carried out. This procedure aims to select individuals 
for the next generation creation, and the chance of selecting each 
individual directly depends on the value of his fitness function. The 
selected individuals form N pairs, which will then give "new" 
individuals. 

3.2.2. The usage of "crossover" (one of the genetic operators) 
[53-55] for crossing the resulting pairs of individuals. A mixing of 
"genes" (parameters of I-vector) occurs between a pair of 
individuals, thus forming a new individual that stores the 
information about his "ancestors". In the general case, randomly 
the "crossover point" is determined, which allows mixing a pair of 
"parents": the genes of the first parent are before the crossover 
point, and after it – the genes of the second parent:  

 
Figure 4: Example of crossover 

That creates a new individual. To ensure the diversity of the 
population during the entire algorithm’s operation, another genetic 
operator called "mutation" [53-55] is also used. This operator can 
be triggered with low probability instead of crossover, and its main 
purpose is to replace randomly selected genes of individuals with 
completely new ones. 

3.2.3. Back to point number 2. 

4. Using the best individual as a recommendation for 
personalized treatment. Multiple choices can be derived so that the 
doctor has a choice. 

As a result, the Genetic Algorithm has been got, where Fac is 
used as a fitness function, derived from the AHP ideology. The 
idea of using the convolution function (obtained by the MCDM 
method) as a fitness function of the Genetic Algorithm is not new. 

In [56], the authors used Weight Sum Approach and Tchebycheff 
Approach to get the convolution function. The authors of [57] were 
comparing Non-Dominated Sorting Genetic Algorithm II (NSGA-
II), Multi-Objective Differential Evolution (MODE), and Multi-
Objective Particle Swarm Optimization (MOPSO) algorithms. 
Such approaches are rather difficult to interpret, which makes it 
more complex to explain to the doctor the principle of the 
algorithm for finding the optimal clinical treatment. Therefore 
AHP was chosen to obtain a convolution function. 

5. Statement of Findings 

5.1. Description of Clinical Data 

To test the performance of the algorithm, 2 clinical databases 
of patients with congenital heart defects [58] were used, which 
were provided by Amosov National Institute of Cardiovascular 
Surgery [59]. 

The first database ("DB1") has 128 patients from 3 to 28 years. 
They underwent a total cavopulmonary connection (TCPC) in an 
extracardiac conduit modification as the final stage of 
hemodynamic correction between January 2005 and September 
2016. Patients were treated in two phases: surgical treatment 
(various types of surgery were performed, including TCPC) and 
conservative treatment (use of medication). Only conservative 
treatment is considered for the research. With that in mind, the 
database has the following variables:  

• 7 patient indicators before conservative treatment – the vector 
X. 

• 22 types of drugs (that were used to treat patients) – the vector 
I. 

• 38 patient indicators after treatment – the vector Y. 

It is worth mentioning that patient indicators before treatment 
were selected with the help of doctors specifically for the research. 

The second database ("DB2") has 144 patients from 1 to 18 
years. As in the first case, patients were treated in two stages (the 
only difference was the methodology). Variables of this database: 

• 10 patient indicators before conservative treatment. 

• 10 types of drugs (that were used to treat patients). 

• 9 patient indicators after treatment. 

It is also worth emphasizing that the variables' names are not 
given so that people cannot use this research for self-medication. 

5.2. Modeling the Patient Final State 

As mentioned earlier, to perform an optimal clinical treatment 
selection, it is necessary to obtain models of the patient final state 
parameters (1). Both patient indicators before and after 
conservative treatment are either quantitative or qualitative 
features. Regression methods can be used to model quantitative 
features. However, doctors are not so much interested in what a 
particular value will equal a feature whether it will be in the normal 
range. Therefore, the authors of this research proposed another 
unique approach, namely, the binarization of quantitative features. 
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In this way, it is necessary to get models of the binary features 
(0 – patient indicator after treatment is normal, 1 – patient indicator 
is abnormal). Patient indicators before treatment and drugs 
indicators will be used as models’ predictors. That requires the use 
of classification methods. The following algorithms were chosen: 

• Linear Discriminant Analysis (LDA) [60]. 

• Logistic Regression [29]. 

• Naïve Bayes [40]. 

• Linear SVM [41]. 

• SVM with Radial Basis Function (RBF) kernel [41]. 

• Gaussian Process Classifier (GPC) [61]. 

• Random Forest Classifier (RFC) [62]. 

• Adaptive Boosting (AdaBoost) [63]. 

• Multilayer Perceptron (MLP) [64]. 

All these algorithms were implemented using the Python 
programming language. Models were built for all final patient 
parameters in the "DB1" (38 indicators) and "DB2" (9 indicators) 
databases. To evaluate the models more adequately, the total data 
samples were split into training (80%) and test samples (20%). The 
models were evaluated according to their:  

• accuracy (percentage of correctly classified objects): 

  (3) 

• sensitivity (share of correctly classified objects of the first 
class): 

  (4) 

• specificity (share of correctly classified objects of the second 
class): 

  (5) 

• Matthews Correlation Coefficient (MCC): 

   (6) 

where: TP – true positives; FP – false positives (type I error); FN 
– false negatives (type II error); TN – true negatives. 

The last metric (6) is a measure of binary classification quality. 
Its peculiarity is to consider positive and negative results, both true 
and false. MCC is a balanced measure that is used even for 
unbalanced classification. It is a correlation coefficient between 
real and predicted objects: it returns a value from -1 (complete 
mismatch) to 1 (perfect match). At 0, the classifier is considered to 
have made the prediction "by chance". 

Tables 2 and 3 show results of the classification, namely, the 
average values of the model classification metrics for each 
algorithm. As seen from the tables below, the RBF SVM 
classification algorithm performed best, showing an average 
model accuracy of around 100% on the test sample.  

The resulting models are mathematical equations for patient 
indicators after treatment (1), which can be substituted in formula 
(2) to get Fac. This allows using the Genetic Algorithm to derive 
the best clinical treatment options for patients. These options will 
be personalized as each of the models is substituted for patient 
indicators before treatment. 

Table 2: Final State Indicators Classification Results ("DB1") 

Classification 
algorithm Accuracy Sensitivity Specificity MCC 

Training sample (80%) 
LDA 89.6% 0.89 0.7 0.611 

Logistic 
Regression 73.7% 0.742 0.779 0.321 

Naïve Bayes 74.4% 0.807 0.758 0.429 
Linear SVM 79.8% 0.801 0.838 0.474 
RBF SVM 100% 1 1 1 

GPC 98.6% 0.949 0.715 0.679 
RFC 99.9% 1 0.996 0.998 

AdaBoost 98.7% 0.985 0.98 0.97 
MLP 87.1% 0.862 0.391 0.323 

Test sample (20%) 
LDA 87.7 0.859 0.673 0.508 

Logistic 
Regression 71.6 0.722 0.717 0.288 

Naïve Bayes 75.3 0.811 0.74 0.412 
Linear SVM 77.1 0.77 0.82 0.431 
RBF SVM 99.2 0.987 0.99 0.982 

GPC 97.6 0.936 0.728 0.661 
RFC 99.1 0.995 0.972 0.975 

AdaBoost 96.4 0.957 0.95 0.918 
MLP 86.3 0.856 0.413 0.314 

Table 3: Final State Indicators Classification Results ("DB2") 

Classification 
algorithm Accuracy Sensitivity Specificity MCC 

Training sample (80%) 
LDA 79.6 0.639 0.713 0.413 

Logistic 
Regression 65.6 0.656 0.665 0.242 

Naïve Bayes 54.5 0.321 0.901 0.215 
Linear SVM 68.6 0.699 0.691 0.307 
RBF SVM 100 1 1 1 

GPC 100 1 1 1 
RFC 99.9 0.999 0.996 0.997 

AdaBoost 95.1 0.917 0.972 0.891 
MLP 90.1 0.892 0.604 0.511 

Test sample (20%) 
LDA 76.4 0.6 0.646 0.267 

Logistic 
Regression 63 0.625 0.616 0.192 

Naïve Bayes 55.4 0.364 0.843 0.172 
Linear SVM 64.1 0.644 0.618 0.204 
RBF SVM 99.6 1 0.989 0.992 

GPC 98.5 1 0.972 0.967 
RFC 99 0.991 0.971 0.973 

AdaBoost 89.8 0.852 0.886 0.748 
MLP 88.8 0.846 0.598 0.46 

http://www.astesj.com/


O. Nosovets et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 4, 406-413 (2021) 

www.astesj.com   412 

6. Conclusions and Future Work 

The research described the development of an algorithm for 
personalized clinical treatment selection by using the principles of 
the Genetic Algorithm (for quick treatment variant searching) and 
the Analytic Hierarchy Process (for patient final state indicators 
simultaneous optimization). It was detailed from start to finish how 
the algorithm performs the selection of optimal treatment, 
including such steps as binarizing the quantitative features of the 
patient after treatment, and further modeling them with different 
classification algorithms (in the conference paper [1] only Group 
Method of Data Handling algorithm was used for modeling). A 
comparative analysis of classification algorithms showed that the 
best option for obtaining patient indicators after treatment models 
is the Support Vector Machine classifier with Radial Basis 
Function kernel. 

The resulting classification models are substituted into the 
function of additive convolution formula (obtained by Analytic 
Hierarchy Process), which is used as an optimization function that 
estimates the final state of the patient. The values of this function 
range from 0 to 1, and the higher the function value, the better the 
patient's state. Such a feature could be used as a state-of-the-art 
metric for patient assessment. 

This paper can be described as the beginning of creating a 
decision support system for personalized clinical treatment 
selection in Ukraine. It is necessary to carefully elaborate on all 
stages of the system to provide effective support for the doctor in 
deciding on a clinical treatment strategy. In this way, the system 
will be able to fill the absence of clinical pharmacists and optimize 
the work of medical institutions. 

Also, despite the excellent results that were obtained, there 
were a few data to complete a full study. The problem is that 
Ukrainian medical institutions do not yet have much confidence in 
such Artificial Intelligence and Machine Learning methods, and 
with the medical liability legislation few institutions will provide 
data for comprehensive research and implementation. The decision 
support system requires a considerable number of resources and 
finances, which will be reviewed by authors for the future 
development of Medicine and Healthcare in Ukraine. 
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With the advent of Big Data, we are witnessing a rapid and varied production of huge amounts of
sequential data that can have multiple dimensions, we speak of data streams. The characteristics
of these data streams make their processing and storage very difficult and at the same time
reduce the possibilities of querying them a posteriori. Thus, it has become necessary to set up
so-called summary structures, equivalent to views on the data streams which take into account
these constraints and allow querying the data already pruned from the system. In order to
take into account the aspect of volume, speed and variety of data streams, new methods have
appeared in the field of Big Data and NoSQL. These solutions combined make it possible now
to set up summaries that make it possible to store and process different types of data streams
with more efficiency and representativeness and which best meet the constraints of memory and
CPU resources necessary for processing data streams but also with some limits.

1 Introduction

In the development of the research in Databases, Statistics, Telecom-
munication, etc, and especially with the advent of Big Data, new
applications which product intensive data have arisen in various
areas [1]–[5].

These data are no more modelizied in the same manner like
in classical databases (relational databases), but on form of tran-
sitory data streams. They have an ephemeral, continuous, veloce
and mutidimentional caracter and their data are queried as soon
as they arrived in the processing system by queries in continuous
execution before to be discarded. If there is no well defined re-
grouping mechanism in place on part of these streams and that allow
future re-execution of queries, data will be forever lost. Indeed, the
data streams characteristics not allow to plan their storage in their
globality, and make their processing relatively dependant on CPU
and memory resources. However, these data could hold required
informations for analytics traitement later. That way, it becomes
essential to know how to retain these informations or a part of them
for a future exploitation.

In this context, many works [6]–[9] have been done to make
avalaible structures or algorithms that allow to have views over data
streams for posteriori queries execution over them. These structures
are known under the denomination of data stream summaries [10].

Thus in the literature, we find two approaches of data stream sum-
mary, generalist approach and specific approach. The generalist
summary approaches of data streams allow to answer aproxima-
tively in posteriori to any kind of queries over the data stream in an
optimal manner and while respecting the storage and computation
constraints required. Specific summary approaches are tailored to
specific needs and oriented to more specific areas. In the front of
these approaches, other works have been done combining the Big
Data technologies with NoSQL databases [8], [9]. They have as
goal to bring durable solutions to processing and storage constraints
of data streams. Indeed, these technologies give largest capabili-
ties of computation and storage and offer performances in terms of
treatement that can be done over clusters of machines allowing thus
to scale-up.

The need to be able to perform real-time analysis of the data
available at all times is becoming more and more urgent in all areas.
Thus, in order to make a contribution to the question, we have as
objectives in this work (i) to make an in-depth state of the art of the
techniques and Big Data tools put in place to summarize the data
stream, (ii ) to study the advantages, disadvantages and use cases
of these tools, (iii) to describe what are the different phases of the
data stream processing and how these tools are used in these phases
(iv) and finally , to see what perspectives are opening up for a future
contribution for example to see the possibility to do OLAP analysis
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over Big Data streams.
Thus, in this paper, while taking into account the opportunities

offered by Big Data technologies, we abord in the section 2 the
problematic of storage and computation of data streams. In the
section 3, we present a state of art of the literature over the data
streams summarization. This section treats generalist and specific
approaches for data streams summaries. In the section 4, we study
the use of the Big Data technologies to produce and treat summaries
of data streams. And to finish, in the section 6, we dress the bilan
and the future works relatives to this paper.

2 Problematic of data streams storage and
processing

With the advent of intensive applications which produce huge vol-
umes of data like fraud detection, roads traffic monitoring, the
management of smart electricity meters, etc.[1]–[3], processing
of data streams is often confronted to storage and computation
constraints caused by the fact that they are generated in swift and
continuous manner with variables velocities. The unlimited nature
of data streams, produced in a rapid and continuous manner make
that the Data Streams Management Systems (DSMS) do not have
sufficient resources for their storage and processing. Indeed, the
characters (rapid, continuous, infinite, etc.) of data streams do that,
their storage in their totality is not conceivable. In the operation of
a Data Stream Management System (DSMS), data are continuously
treated on the fly relatively of a temporal windows defined in priori.
After expiration of this windows, the data expire and are discarded
from the system (lost). However, it can be very useful to submit
posteriori queries on these data. Indeed, if new needs are declared
that include a particular task that requires data already discarded
from the system, then this task will not be realizable. For example,
when a decision maker wants to know sales trends of the last day or
the power produced the last two days an equipment of the distribu-
tion system, within a temporal window of one hour, all of the data
of these last periods would no longer exist in the system if it doesn’t
exists any mechanism, like low cost storage technologies (but we
have to take into account the cost that could rise over time), to retain
these data. In that fact, one will not be able to satisfy these kinds
of requests. By the fact that the data of streams are discarded from
the system at the end of the window, some tasks that require data of
the past (no covered by the window) will never be satisfied. This
problem still remains when it comes to meeting needs combining
both unloaded data and current data (from a valid window). Indeed,
an aggregation query or a join query that contains so-called blocking
operators like MIN, MAX, AVG, Order By, Group By, etc. (for ex-
ample the maximum of sales or the sum of amounts of sales by city
of the last 48 hours by considering a windows of an hour) require
that all of required data to be available. Thus, it becomes impossible
to give satisfaction to theses kinds of queries. To efficiently answer
to these kind of needs, the ideal would be to dispose of an unlimited
memory to permanently store data. However, we are limited by a
bounded memory length. Thus, it becomes necessary to put in place
mechanisms that allow to conserve a summary of expired data in
order to provide approximate answers (acceptable) instead of the
exact answers (which are impossible to obtain).

In this study, the method followed to respond to theses needs is
defined by a series of questions:

• What are the classic data stream summary techniques with
their advantages and limitations ?

• What are the new available architectures in the context of Big
Data to summarize data streams with a comparative study of
them ?

• What tools or technologies can be used in the different layers
of these architectures?

• What are the advantages, disadvantages and use cases of these
tools?

• What are the perspectives of contribution after this study?

3 Data streams summary
A data stream summary can be defined as a structure or an algorithm
that allows to permanently store a portion of data of a stream [11],
[12]. Data streams summaries have the advantage to allow process-
ing of analytics queries posed in posteriori over the data streams.
Multiple researches works [10], [11], [13]have been proposed in the
scope of the data streams summaries and that can be grouped in two
majors approaches: the generalist data streams summary approach
[11], [14], [15] and the specific data streams summary approach
[16]–[18].

3.1 generalist summaries of data streams

A generalist summary of data streams [10], [13] is a data structure
updated as the events of a stream data arrive in the system. This
type of summary allows to answer, in optimal way, in posteriori
and approximatively to all kind of queries that can interest the final
user and that address the stream’s data. It also allows to deal with
the resources constraints (storage and computation power) subject
to data streams. To be generalist, a summary of data streams must
align with a certain number of points [13] :

• to respect the constraints of espace-memory and computation
power (1).

• to exprime itself with variables belonging to cartesian product
T XD where T is the timestamps’space and D is the set of
qualitatives or quantitatives values (2).

• to allow an approximation of all queries of type SELECT
AND COUNT over the T xD space (3).

• to allow the calculation of the approximation error in function
of CPU and memory resources available (4).

This structure must allow in the same time to calculate bounds
of approximative answers’s precision of these queries. A generalist
summary of data stream particularly looks for to control the lose
of information between the data stream and the summary produced.
Many works [11], [14], [15] have addressed the problematic of the
generalist summaries of data streams.
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• The authors of [11] proposed a general description of a sum-
mary that supports two operations update(tuple) and com-
puteAnswer(). The update operation is called to update the
summary’s structure at each arrival of a new event and the
computeAnswer() function update or produce new results for
answering the posed query.

During processing of the continuous queries, the optimal sce-
nario is this where the two operations are running in a fast
way compared with the arrival delay of events into the data
stream. In that case, it is not necessary to provide special
techniques to be in phase with the data stream (no blocking
factor or bottleneck) and to produce approximative answers
in real time : as new event arrives, it will be used to update the
data structure and then new results are calculated by the way
of this structure, all of this during a time period less important
than the delay between arrivals of two successives events (i).

The algorithm proposed does not respect the constraint (3)
because the one or the two operations are slows; it then be-
comes impossible to continually produce an exact updated
answer. The (1) constraint, in this side, is satisfied by the
mean of technic describe in (i).

By the same method, we can see that constraints (2) and (4)
are in turn verified by this proposition.

• The authors of [14], in their side, proposed the StreamSamp
algorithm based on the fundamental technic of random sam-
pling of the entering data stream, followed by an intelligent
storage of generated summaries that allow to analyze the data
stream in ints entirety or in a part of it.

This process allows to this algorithm to no depend on the data
stream events arrival rate. However, the efficiency of Stream-
Samp deteriorates with time. Indeed, the weight of old events
grows over time with a fixed sample size. Consequently, if
the old events are putted together with others having a lower
important weight, then they increase negatively the variance
of the sample.

With this algorithm, the (1) constraint is assured but with a
logarithmic growth of the size of the summary according to
the stream size. Even if the data stream size is potentially infi-
nite, the logarithmic growth is a good solution in the practice.
The (2), (3) and (4) constraints are verified by the application
of the poll theory [19] that allows to pose bounds to the ap-
proximations’s quality with condition to take in consideration
the events weight, these masses depend to order of the sample
in wich they are keeped.

• The authors of [15] proposed the CluStream algorithm that
is divided in two phases, the On-line phase and the Offline
phase. The On-line phase or micro-clustering phase is the
portion of collection on line of statistics data. This processing
do not depend of any user entry like the time window upper
bound or the required granularity for the clusters construc-
tion. The goal, here, is to maintain some statistics in a level
of granularity (spatial and temporal) sufficiently high to be
used by the second phase or macro-clustering phase with a
specific time bound as good as an evolutive analyze. This

phase is inspired by the k-means and the nearest neighbour
algorithms. Thus, the on-line phase iteratively operates by
always maintening a set of micro-clusters updated by integrat-
ing the new events arrived in the system. These micro-clusters
represent the snapshots of the clusters that change in each
new occurring event of the stream.

The off-line phase begins by creating a certain number of
initials micro-clusters at the start of the data stream. Thus, at
the start of the data stream, a number InitNumber of events is
stored over hard drive and a k-mean algorithm is then used
to create the initials micro-clusters. The number InitNumber
is chosen in order to be the larger possible authorized by the
k-mean algorithm processing complexity by creating initial
micro-clusters.

This proposition satisfies the (4) constraint because it allows
to obtain approximative answers by using of Cluster Feature
Vector (CFV). For the (2) constraint, it appears satisfied by
the fact that in function of stream’s characteristics (the space
dimension of values) and of the number of micro-clusters,
the structure update time at new event arrival can be bounded
: this allows to reduce the needs in term of computation
resources[13]. However, the CluStream algorithm does not
match with the definition of a generalist summary of data
stream over the (3) constraint because this algorithm doesn’t
allow to know the bounds for approximation of answers of
SELECT AND COUNT queries type and also eventually over
the (1) constraint (for the required memory-espace)[13].

3.2 Specific summary approach of data streams

Generalists data streams summaries studied in 3.1 constitute an ideal.
However, applications used in different domains can require a more
specific type of summary : i.e. a data stream summary specialized in
a well precise domain. Thus, in the literature we find different sum-
mary techniques usable depending on needs. These mainly consiste
of probabilistics techniques or data mining (sketchs, echantilloning,
clustering, etc.) [16]–[24] where the summary has a probability to
be selected (if these techniques are applied many times on the same
dataset, the result (a summary) may vary) and the deterministics or
statistics techniques [25]–[27](histograms, wavelets, etc.) which
when applied on the same dataset will always give the same result
(identical summaries).

3.2.1 Probabilistics or data mining techniques

From the point of view of the results they produce, data mining tech-
niques can be likened to summaries. Indeed, a lot of research has
been carried out to extract sequential patterns, or frequent items-sets
by using of sliding windows, etc., allowing to capture trends in data
streams.Thus, we can note techniques such as sketches, clustering,
sampling that we propose to study in this section.

The Sketches

In their seminal article, the [16] authors introduced the first time
the randomized sketching notion, which is since then, widely used.
These are small data structures and provide very compact data
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stream summaries by using few memory resources. This is a no-
table point in data stream field which is characterized by the memory
space constraint. The authors of [17] proposed the following for-
malism of a sketch :
a sketch S(A) is a compressed form of a given sequence A, providing
the operations :

• INIT(S(A)) which defines how the sketch is initialized;

• UPDATE(S(A),e) which describes how to modify a sketch
when a new event e arrives in the A sequence;

• UNION(S(A),S(B)) given two sketchs for two sequences A
and B, provides the sketch of their union A ∪ B

• SIZE(S(A)) which estimates the distinct number of events of
the sequence A.

Their use makes it possible to respond to queries over all of the data
stream by providing approximative answers. The main idea of this
technique is to randomly project each event in a particular space
using hash function and keep only the most relevant components,
thus saving space while preserving most of the information. There
are different implementations of these sketchs notably [20], Count
sketches [21], the Bloom’s filter [22], [23], Count-Min sketch (CM
Sketch)[24], etc.

The sampling methods

The sampling techniques [18], [28]–[30] are also other probabilis-
tics summary methods. The sampling over data streams is based on
traditionals sampling techniques. Howerver, it requires significants
innovations, like sequential sampling, to prevent the unbounded size
of data streams because generally requiring all the data in order to
select a representative sample. The sampling techniques can also
be coupled with windowing techniques in order to prevent the data
expiration phenomenon of the stream by allowing to consider an
interval in which to define the sample. These windows can be of two
types : sliding or landmark. Thus, certains of these mains methods
have been adaptated to data stream context. Within these last, we
can cite the Ramdom sampling [28] or the Reservoir sampling[28]
[18]. The Random sampling [28] uses a little sample to capture the
essentials characteristics of a dataset. This can be in the simplest
form of a summary to implement and others samples can be con-
structed from this one. This method seems to be inadapted when we
process data streams with a certain complexity for example health
data characterizied by a certain number of variables. Concerning
the Reservoir sampling [18], [28] the basic idea is to select a sample
size ≥ n, from which a ramdom sample of size n can be generated.
However, this method has some disadvantages such as the size of
the reservoir which can be very large. This can turn this procedure
costly. Furthermore, this method is useful for an insertion or an up-
date but find its limits at data expiration in a sliding window. Thus,
it must be implemented actualization algorithms of the sample with-
out affecting the representativity. Indeed, in this type of window,
the events no longer part of the current window become exceeded,
and if they belong to the sample, they must be replaced. In that
sens, many technics have been developed known as sliding windows
sampling for processing the case of sliding windows which, for

remember, can be logical (defined over a time period) or physical
(based on the number of the events) [29], [30].

• For the logical windows, we find the periodic sampling [29]
which consists to maintain a reservoir sample type for the K
first events of the data stream constituting the first window.
Then, when an event expires, it is replaced by the new arriving
event.
This procedure thus maintains an uniform random sample for
the first sliding window of size L and do not demand much
memory (K events each moment into the memory). However,
this method has the drawback to be highly periodic. It is that
the reservoir sampling searches to resolve by adding all new
arrived events in the system to a backing sample by affecting
to it a given probability (2.θ.K log(L))/L. Then it generates a
random sample from this one. When an event expires, it is im-
mediately deleted from the reservoir. However, this method
does not determine the index of the event which must replace
the event to erase. It is the same principle of operation that
the chain sampling follows by with a 1/min(i, L) probability
where L represents the window size. These different methods
requiring a piori knowledge of the number of events cannot
be applied to the case of the physical windows. Indeed, these
consist of a number of events that vary over time that cannot
be guessed a priori. In addition, several window events can
vary at the same time (for example when sliding the window).
To work around this problem, there are sampling methods
based on physical windows.

• Among the sampling methods using physical windows [28]–
[30], we find the sampling by priority which assigns to each
event i a priority pi between 0 and 1 and a replacer chain.
What distinguish it from the on-chain sampling. The events
in the sample are chosen by considering only those with a
higher priority and with a more recent timestamp. We also
find the Random pairing sampling [30] which allows to main-
tain an uniform sample over a sliding window combining
Vitter’s sampling algorithm [28] and whose of Babcock [29].
The algorithm can process any structure S c that tolerates
insertions and deletions but with a size that is always fixed.

As another sampling method, we have the join sampling [31], [32]
which attempts to connect distributed data streams, for example,
from meteorological measurement sensors from several stations.
This method has the advantage of drawing each event in the sample
in a single pass. However, its use requires having all the frequencies
of the join key in the second relation. A last class of the probabilis-
tic methods is the clustering techniques set [33]. The clustering
problematic have been widely studied in Databases, Data mining
and statistics. Indeed, the clustering is widely used by many ap-
plications in different domains. However, many of these methods
cannot be applied to data stream management because they must
be adapted to the data streams volumetry and to the computation
power of the systems, in short, to all constraints generally required
by the data streams. Furthermore, these methods must operate in
one pass instead of many like in classical systems. Thus, viewed the
important number of applications appearing in data streams, other
researches have been done in the goal to provide new propositions
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responding to the need of using clustering. This is how the authors
of [33] present a distributed version of the clustering algorithm
based on the density that they call DbScan [18]. We also find Den-
Stream, StreamKM++ [34], etc. The particularity of these different
algorithms is that they divide the clustering process in two major
steps, to know, the on-line phase in which data are summarized into
micro-clusters by conserving the data’s temporal information (times-
tamp) and the off-line phase which uses the summaries also called
quantifications of the first step to compute the final clusters. In the
objective to evaluate these different algorithms, three measures are
generally used [18] :

• The Accuracy that measures the clusters purity generated by
the studied or provided algorithm with clusters having the
labels that are of the dataset.

• The Normalized Mutual Information (NMI) that provides
an independant measure of the number of clusters. It takes
the maximal value of 1 only when two sets of labels have a
perfect two-to-two match.

• The Rand Index that measures the accuracy which is used by
a cluster to be able to classify the data elements by comparing
the labels of underlying classes.

3.2.2 Deterministic or statistic techniques of summaries

A data stream can be defined by data of different nature i.e. qualita-
tive or quantitative. In the latter case, we find numerical data streams
which can be likened to time series whose size is unbounded. In
other words, they are streams having a constantly evolving size and
whose values are taken in the space of real numbers. As example,
we have the phones calls, meteorological data from sensors, etc.
Immediately, it is necessary to apply the methods of signal theory
to them to summarize such data [35]. Among these efficient and
robust mathematical tools, we find histograms [25], [26], wavelet
compression, Fourier transformations, discrete cosine transforms,
curve segmentation, etc.[27], [36], [37].

The Histograms

Histograms are commonly used in data summaries structures to
succinctly capture the distribution of the values (discrete or con-
tinuous) in a dataset (a column or a tuple of a table). They have
been used for a multitude of tasks such as estimating query sizes,
queries responses approximation, as well as in data mining. Fur-
thermore, they can be used in order to summarize data which come
from streams. The literature offers different types of histograms
like Histogrammes V-optimal [11], [12], Equi-Width Histograms,
End-Biased Histograms)[25], [26] or Compressed histogram [27].

The comparaison by wavelets

The wavelet transform, like the Fourier transform, is a mathemat-
ical tool for capturing the evolution of digital functions (signal
processing). They are often used as techniques to provide a rough
representation of data, the [38], [39] data cube approximation, etc.
In the context of data streams, the constraints known as the large

volume and the often high rate with which events occur in the stream
still apply to wavelets taken as a data processing algorithm. And for
their use in this field, it becomes necessary to design techniques for
processing wavelets in data streams. With this in mind, the authors
of [40] show how to dynamically maintain the best wavelet coeffi-
cients efficiently as the underlying stream data is updated. While
in [41], the authors propose a technique to get closer to the best
dyadic (bipolar) interval which best reduces the error. This gave
birth to a light algorithm to find the best wavelet representation
denoted B-term Haar. It is for this reason that the Haar wavelet
representation method relies on constant-valued dyadic intervals. In
[12], the authors attempt to construct and update an optimal wavelet
summary by considering time series modeling where new events are
inserted at the end of the series (stream from a sensor of temperature
measured at each instant). And since only the coefficients belonging
to the path from the root to the new elements will be changed, most
of the wavelet coefficients will not be affected by the insertion of
new events. This implies a very simple construction of an algorithm
with B coefficients by the use of a metric L2. (Maintain the high-
est B coefficients in terms of absolute normalized values among
the finalized values, as well as the updated coefficients ( log(N)
coefficients, N initial size of the series). These are then compared
with the B coefficients to construct a new subset of coefficients
of high values and the turnstile modeling where the elements of
the stream update the data of the series (distributed sensor streams
accumulating their measurements before sending them to a central
server) allow a more general wavelet decomposition insofar as all
the coefficients can be affected by the arrival of a new event because
this can be linked to any event already present in the series. Which
makes difficult to maintain the coefficients and therefore to build
the summary. Others authors like in [42], use a sketch in order to
maintain, according to probabilities, an incremental summary of the
data stream which will then be used as a basis for calculate the B
coefficients. Those of [43], do not decompose the sketch in wavelets
but directly construct their sketch by mean of the data of the stream
decomposed in wavelets, afterward the obtained sketch is updated
by incremental way. Their algorithm est thus applicable to many
areas and is usable for to extend multidimensionnal data streams.
In this section, we have seen that with the growth of applications
producing massive, fast and varied data streams, computer systems
are subject to very great storage and processing constraints [12].
These data can be structured, semi-structured or unstructured and
their type can be either qualitative or quantitative. Thus, the need
arose to have structures called summaries to store and query the
pruned data of the system. These summaries can be generic in order
to respond to any kind of query or specific to respond to specific
queries only. Different methods such as probabilities, statistics, etc.,
allow these summaries to be made. Thus, the choice of a summary
technique is often guided by the field one wishes to study. How-
ever, their excessive memory resource requirements and processing
time due to their complexity mean that these techniques do not
appear to be the best solution to adopt for the construction of data
stream summaries in a large scale context. Furthermore, their use
does not always make it possible to have sufficiently representative
summaries which can help decision-makers to always be as well
informed as possible. These constraints are however nowadays more
and more well apprehended by Big data tools.
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4 Big Data tools for data streams sum-
maries

As discussed in the previous sections, many applications in different
fields such as social networks, or IoT, produce huge amounts of
varied data in a rapid way; we are talking about Big Data [1]–[3].
”Big Data” represents large volumes or streams of data that can be
structured, semi-structured or unstructured. These data streams are
generated quickly so that traditional databases systems do not have
sufficient processing and storage resources to support them. This
is why new tools adapted to this context have emerged. Generally,
these techniques provide high performance, fault tolerance and can
operate on distributed architecture systems. For each well-defined
stage of the data stream processing cycle, several technologies are
available.

4.1 Data streams processing architecture

Each big data solution acts in a well-defined phase of the big data
stream processing cycle [44]–[46]. These phases range from the col-
lection or ingestion of data streams to the analysis of these streams,
including the data processing and storage management. These dif-
ferent phases define a multi-layer architecture with those of the
highest level strongly dependent on the low level layers. In general,
we have 4 main types of architectures (figure 1 ) for processing Big
Data data flows having the following layers :

• Data retrieval layer which takes care off the collection and
transfer of data streams to the processing layer;

• Data processing layer which is responsible for performing
processing operations on the streams and preparing them to
be summarized;

• Data storage layer which stores summaries from generated
data streams;

• Data analysis layer in which the visualization of data is de-
fined for analysis and decision-making.

Each of these different layers has its own characteristics and involves
its own tools.

4.2 Data streams collect and ingestion

The ingestion [47] step is the entry point for the entire data process-
ing system. Indeed, this step links all data streams sources such as
the electricity consumption collected in real time from all meters of
the network structures (substations, transformers, feeders, etc.) [2]
to the storage layer. These streams are collected and then injected
into the system by various tools which operate in producer/consumer
approach. Given the large amount of data collected, this phase will
have to eliminate some unnecessary data through filtering. All this,
taking into account significant information such as outliers [48]
which may reflect anomalies or matters useful for decision-making.
It is also in this step that we have to ensure the generation of meta-
data on the structure and origin of the data, but also on the details
of the collection. These will be of capital importance for the rest of
the phases, more particularly, the data analysis.

In this step can intervene tools such as Kafka [49], Flume [50]
or even Nifi [51], etc.

Figure 1: Data Stream processing architecture layers

• Kafka is a distributed messaging system that collects and
delivers large volumes of data with low latency [49]. Kafka’s
architecture is essentially made up of three parts, namely a
producer which collects data from different sources then in-
jects them into a ”topic”. The topic describes the events of
the data stream and has a queue structure. These queues are
managed by brokers who are simple systems responsible for
maintaining published data. Each broker can have zero or
more partitions per topic. If a topic admits N partitions and N
brokers, each broker will have a single partition. If the num-
ber of brokers is greater than the number of partitions, some
will not have any partition from this topic. The third element
in the Kafka architecture is the consumer which retrieves the
elements of the topic then injects them into a processing layer
upstream. Producer and consumer can be written in differ-
ent languages like Java, Python or Scala etc. There are also
producers already defined (owners) such as in Azure [52],
CDC (Change Data Capture) techniques [53] which make it
possible to detect changes (insert, update, etc.) on the rela-
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Table 1: Big Data streams processing main architectures

Technology Principle Advantages Incovenients Usage
Traditionnal
Big data
architecture

• Positionned to solve the prob-
lems of traditional BI
• It can be seen that it still re-
tains the ETL action and en-
ters the data storage through the
ETL action.

• Simple and easy to imple-
ment as per BI system con-
cerns
• The basic methodology
has not changed.
• The only change is the
selection of technology, re-
placing the BI components
with the big data architec-
ture.

• For big data, there is no
such complete cube archi-
tecture under BI.
• At the same time, the
architecture is still mainly
batch processing and lacks
real-time support.

• Data analysis needs are
still dominated by BI sce-
narios
• But due to issues such
as data volume and perfor-
mance, they cannot meet
daily use.

Data stream-
ing architec-
ture

• The batch processing is di-
rectly removed
• And the data is processed in
the form of streams throughout
the entire process.
• The ETL is replaced with a
data channel.
• The data processed by stream
processing is directly pushed to
consumers in the form of mes-
sages.
• Although there is a storage
part, the storage is more stored
in the form of windows, so the
storage does not occur in the
data lake, but in the peripheral
system.

• There is no bloated ETL
process,
• The effectiveness of the
data is very high

• For streaming architec-
ture, there is no batch pro-
cessing, so data replay and
historical statistics cannot
be well supported.
• For offline analysis, only
analysis within the window
is supported.

• One can use this as an
early warning
• The different monitoring
aspects, and the data valid-
ity period requirements.

Lambda ar-
chitecture

• Lambda’s data channel is di-
vided into two branches real-
time streaming and offline.
• Real-time streaming basically
depends on much of the stream-
ing architecture to ensure its
real-time performance
•While offline is mainly batch
processing to ensure final con-
sistency.

• Both real-time and offline,
covering the data analysis
scenarios very well.

• Although the offline layer
and the real-time stream
face different scenarios
• Their internal processing
logic is the same, so there
are a lot of honors and du-
plicate modules.

• There are both real-time
and offline requirements.

Kappa archi-
tecture

• The Kappa architecture is op-
timized on the basis of Lambda
• Combining the real-time and
streaming parts
• And replacing the data chan-
nel with a message queue.

• The Kappa architecture
solves the redundant part of
the Lambda architecture.
• It is designed with an ex-
traordinary idea of replay-
ing data.
• The entire architecture is
very simple.

•Although the Kappa archi-
tecture looks concise
• It is relatively difficult to
implement, especially for
the data replay part.

• It provides features like
Lambda architecture.

tional databases like Debezium [54] in the NoSQL, the Neo4j
Stream connector which links Kafka to the graph-oriented
database Neo4j [55]. In addition, in order to be able to query
the data of the stream passing through the topic, Kafka now
has the KSQL language [56] which is an SQL-like language
for streaming. The kafka project is now supported by the
Apache foundation.

• Flume is a collecting, aggregating and transferring framework
of large volumes of data in HDFS (Hadoop Distributed File
System) [50] file systems such as Hadoop, HBase or Spark
[47]. In addition to the Hadoop ecosystem, Flume also allows
the injection of data stream from social networks such as twit-
ter, facebook, etc. Like kafka, Flume’s architecture consists
mainly of three parts, namely the source, the chain and the
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sink. The source retrieves the data streams to put them in the
chain or channel. The Flume sink component ensures that
the data in the chain has been transmitted to the destination
which can be HBase, Hadoop, etc. In this architecture, the
source, the chain and the sink are together called Agents. The
figure 3 describes this architecture.

Figure 2: Kafka Architecture

Figure 3: Flume Architecture

Figure 4: Nifi Architecture

• Nifi [51] is a data ingestion technology that uses data stream
oriented processing. It enables data acquisition, basic event
processing and a data distribution mechanism. NiFi provides
organizations with a distributed platform for building [57]
enterprise workflows. It provides the ability to accommodate
various data streams generated by IoT. NiFi enables seamless
connections to databases, big data clusters, event (message)
queues and devices. It incorporates tools for visual command,
control, provenance (lineage or data traceability), prioritiza-
tion, buffering (back pressure), latency, throughput, security,

scalability and extensibility [58]. NiFi is highly configurable
and provides a scalable and robust solution to process and in-
tegrate data streams of various formats from different sources
on a cluster of machines. It allows to manipulate data of
network failure, bad data, security, etc. MiNiFi2 [59], [47], a
sub-project of Apache NiFi is a complementary approach to
NiFi fundamentals in data stream management, focusing on
data collection at the source of their creation.

These different tools can be used separately but are not universal.
In that way and according to the needs or scenarios, we can combine
them. Thus Flume or Nifi can be used as a producer or consumer
of Kafka. The combination of Flume and Kafka allows Kafka to
avoid custom coding and take advantage of Flume’s sources and
strings, while Flume events passing through Kafka’s topic are stored
and replicated between Kafka’s brokers for more resilience [60].
The combination of tools might seem unnecessary, as it seems to
introduce some overlap in functionality. For example, NiFi and
Kafka provide brokers to connect producers and consumers. How-
ever, they do it differently: in NiFi, most of the data stream logic
does not reside inside the producer / consumer, but in the broker;
which allows centralized control [60]. NiFi was designed primarily
for data stream management. With the two tools combined, NiFi
can take advantage of Kafka’s reliable storage of stream data, while
overcoming some Kafka [60] limitations such as lack of monitoring
tools, reduced performance when a message has need to be touched
up.
Table 2 compares these different tools.

4.3 Data stream processing

This step is responsible for standardizing the formats unsuitable
for analyzing the data collected and extracting relevant informa-
tion. It is also responsible for eliminating potentially erroneous data.
Indeed, the [61] veracity criterion of Big Data requires verifying
whether the data received is reliable and must therefore be verified
before analysis. This processing can be done in two ways, namely
stream processing or batch processing [44]–[46].

4.3.1 The batch processing

In the batch processing [62], [63], the data is collected and grouped
into blocks of a certain duration (minute, hour, etc.) then injected
into a processing system. For example, processing all measure-
ments taken by the sensors after 10 minutes [64]. So, rather than
processing data streams as streams, current configurations ignore
the continuous and timely nature of data production. Data collection
tools, workflow managers and planners orchestrate batch creation
and processing [47]. This constitutes a continuous line of data pro-
cessing [46]. Batch processing is best suited when the data streams
are received offline (the data source only delivers its information
every 30 minutes for example) and when it is more important to pro-
cess large volumes of data to obtain more detailed information than
to get quick scan results. For batch processing, there are different
distributed platforms that provide scalable processing on clusters.
Among these tools we find :
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Table 2: Kaka, Flume, Nifi comparison

Ingestion tool Out-of-the-box Limites Uses cases
Flume • Configuration-based

• Sources, channels & sinks
• Interceptors

• Data loss scenarios when
not using Kafka channel
• Data size (KB)
• No data replication

• Collecting
• Aggregating and mov-
ing high volume streaming
events into hadoop

Kafka • Back-pressure
• Reliable stream data storage
• Kafka stream
• Sources/skins with Kafa con-
nect

• Custom coding often
need
• Data size (KB)
• Fixed proto-
col/format/schema

• Streaming
•Messaging
• Systems integration
• Commit log

Nifi • Configuration-based UI
•Many drag & drop processors
• Back-pressure
• Prioritized queuing
• Data provenance
• Flow template

•Not for CEP or windowed
computations
• No data replication

• Dataflow management
with visual control
• Data routing between dis-
parate systems
• Arbitrary data size

• Apache Hadoop [65] which is one of the most popular batch
processing frameworks. Hadoop uses a master / slave archi-
tecture. The master is named namenode and is responsible for
keeping the metadata on the cluster and distributes the data on
the slaves. These are called datanodes and are used for stor-
age in HDFS (its distributed file system). The namenode can
also have a copy called secondary namenode which allows the
cluster to be maintained in the event of the first on falling and
thus becomes the main node [66]. By default, Hadoop stores
the data to be processed in its distributed file system (HDFS)
in CSV, Parquet or ORC format. However, it provides tools
to store data on external databases such as NoSQL HBase
or Cassandra databases. Hadoop uses the Map-Reduce [67]
programming model for parallel data processing.

• We can also use Apache Spark [62], [68] which is a data
processing framework that implements an execution engine
based on direct acyclic graphs (DAG) and divides the process-
ing into micro-batches. It also provides an SQL optimizer.
In order to maximize the performance of Big Data applica-
tions, Spark supports in-memory processing but also on-disk
processing when the data does not fit in memory. A Spark
application takes its data from a collection of sources (HDFS,
NoSQL, relational databases, etc.) or by interacting with data
ingestion tools like Kafka, then applies a set of processes to
them to generate interpretable results. For this, Spark uses
an architecture made up of: [69] i) Spark driver which is the
main node of a Spark cluster and which converts the process-
ing into a set of tasks and then transmits them to ii) Cluster
Manager which will carry them out on a set of iii) Executors
which will be responsible for executing them.

There are several customized distributed computing architectures
for batch processing [62]–[64]. However, they are not suitable for
stream processing because in the Map-Reduce paradigm, all input
data must be stored on a distributed file system (like HDFS) before
starting processing. However, with data streams, there always arises
the main storage constraint which means that this is not possible

with the unlimited size of the data streams; hence the need to have
streaming processing tools.

4.3.2 The stream processing

To process the data streams as they arrive in the system, it is nec-
essary to carry out ongoing processing on them in order to be able
to draw knowledge from them since their storage is not allowed by
available resources [62]. This stream processing is generally carried
out on clusters of distributed machines to allow to scale-up. This
provides a certain availability of processing resources (memory and
CPU). It is in this sense that recent Big Data platforms have been
born such as Apache Storm [70], Spark Streaming [71], Apache
Flink [64], Samza [72] which process continuous streams messages
on distributed resources with low latency and high throughput [44]–
[46].

• Apache Storm [70] is a stream processing framework devel-
oped by the company Backtype acquired by Twitter. The
main goal of Storm is the processing of data streams in a dis-
tributed way with fault tolerance. To achieve this, it provides
a framework for hosting applications and two approaches for
creating these applications. The first approach called ”clas-
sic” composes the application according to a directed acyclic
graph (DAC) called topology. The topmost part of this graph
takes input from sources like Kafka. These data sources are
called spouts. The latter therefore pass the data to processing
units called bolts which will be responsible for executing the
requests on the data streams. The second approach is a model
for building applications called Trident [73]. This is a high
level of abstraction at the top of the topology. This model is
more for familiar operations like aggregations and persistence.
It provides primitives intended for this type of processing. A
Trident therefore calculates a topology by combining and
splitting operations into appropriate collections of bolts.

• Spark [68] makes possible to process data which is frozen
at an instant T. Thanks with the Spark Streaming module,
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Table 3: Processing tools comparaison (1)

Storm Trident Samza Spark streaming Flink (streaming)
Strictest guarentee at-least-once exactly-once at-least-once exactly-once exactly-once
Achievable latency << 100 ms < 100 ms < 100 ms < 1second <100 ms
State Management Small state Small state YES YES YES
Processing model one-at-a-time mico-batch one-at-a-time mico-batch one-at-a-time

Back pressure YES YES No buffering YES YES
Ordering NO between batches within partitions between batches within partition
Elasticity YES YES NO YES YES

it is possible to process data streams which arrive continu-
ously, and therefore to process this data as and when as they
arrive. Spark Streaming [71] is therefore an extension of
Spark for streaming processing. It provides fault tolerance
in real-time processing of data streams. The framework will
accumulate data for a certain period of time and then produce
a small RDD (Resilient Distributed Dataset). This RDD ac-
cumulation / production cycle will recur until the program
is terminated. We are talking here about micro-batches as
opposed to processing events one by one. Spark Streaming di-
vides the incoming stream into these micro-batches of specific
intervals and then returns a Dstream. The latter represents a
continuous stream of data ingested by a source like Kafka,
Flume, Twitter, etc. Dstreams are processed and then sent to
a file system, database, real-time dashboard, etc. With micro-
batch processing, Spark Streaming will add a delay between
the arrival of a message and its processing. This therefore
opposes it here to Apache Storm which offers real-time pro-
cessing of events and non-compliance with the constraint (1)
presented in section 3. This difference in processing, however,
allows Spark Streaming to offer a guarantee of exactly once
message processing under normal conditions (each message
is delivered once and only once to the program, without loss
of messages), and at least once in degraded conditions. (a
message can be delivered several times, but always without
losses). Storm in turn allows to adjust the guarantee level
but, to optimize performance, the at most once mode (each
message is delivered at most once but losses are possible)
must be used. Another advantage of Spark Streaming is its
API which is identical to the classic Spark API. It is thus
possible to manipulate data streams in the same way as we
manipulate frozen data.

• Apache Flink [64] follows a paradigm that embraces data
streams processing as a unified model of real-time analy-
sis, streaming data stream, and batch processing in a single
programming model and with a only execution engine. In
comparison with ingestion techniques like Kafka which allow
a quasi-arbitrary reproduction of data streams, the data stream
processing programs do not distinguish between the fact of
processing the latest events in real time (Storm), the con-
tinuous aggregation of data periodically in windows (Spark
Stream). Rather, they just start processing at different points
in the continuous data stream and maintain states during [64]
processing. While Flink on the other hand, through a highly

flexible windowing mechanism, can process both early and
approximate results, as well as delayed and precise results,
in the same operation, thus avoiding the need to combine
different systems for them for the two use cases [64]. The ar-
chitecture of a Flink cluster includes three types of processes:
the client, the Job Manager and at least one Task Manager.
The client takes the program code, transforms it into a data
stream graph and submits it to the Job Manager. This trans-
formation phase also examines the data types (schema) of the
data exchanged between operators and creates serializers and
other type/schema specific codes. The Job Manager coordi-
nates the distributed execution of the data stream. It tracks
the status and progress of each operator and each stream,
schedules new operators, and coordinates checkpoints and
recovery. In a high availability configuration, the Job Man-
ager maintains a minimal set of metadata at each checkpoint
to fault-tolerant storage, so that a standby Job Manager can
rebuild the checkpoint and recover the data stream execution
from there. The actual data processing takes place in the Task
Managers. A Task Manager executes one or more operators
that produce streams and report their status to the JobMan-
ager. Task Managers manage buffer memory pools to buffer
or materialize streams, and network connections to exchange
data streams between cluster operators. In comparison to
Spark, Flink incorporates i) an execution dataflow that lever-
ages pipelined execution of distributed batch and streamed
data flows, ii) native iterative processing, iii) sophisticated
windowing semantics.

• Samza [72] is another LinkedIn project in the real-time data
stream processing space. Become open source and added to
the incubator of the Apache family of projects, Samza is a
framework for real-time processing of data streams built on
top of the Apache YARN infrastructure as well used by Spark
or in Hadoop. Like Storm with Trident, Samza provides some
primitives for building common types of data streams process-
ing applications and for maintaining states within those same
applications. The Samza application is based on the Appli-
cation Manager which is used in order to manage the Samza
Task Runners which are hosted in containers called YARN
Containers. These Task Runners perform Stream Tasks which
are the equivalent of Storm bolts for Samza. In other words,
they take care of doing the desired processing on the events
of the data stream such as the computation of aggregate func-
tions (sum, min, max, avg, count, etc.). All communications
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Table 4: Processing tools comparaison (2)

Technology Principle Advantages Incovenients Languages
Apache
Spark

• The Apache Spark Architec-
ture is founded on Resilient Dis-
tributed Datasets (RDDs).
• These are distributed im-
mutable tables of data, which
are split up and allocated to
workers.
• The worker executors imple-
ment the data.

• Apache Spark is a mature prod-
uct with a large community
• Proven in production for many
use cases
• And readily supports SQL query-
ing.

• Spark can be complex to set up
and implement
• It is not a true streaming engine
(it performs very fast batch pro-
cessing)
• Limited language support
• Latency of a few seconds, which
eliminates some real-time analyt-
ics use cases

• Python
• Java
• Scala
• R
• SQL.

Apache
Storm

• The Apache Storm Architec-
ture is founded on spouts and
bolts.
• Spouts are origins of informa-
tion and transfer information to
one or more bolts.

• Probably the best technical solu-
tion for true real-time processing
• Use of micro-batches provides
flexibility in adapting the tool for
different use cases
• Very wide language support

• Does not guarantee ordering of
messages, may compromise relia-
bility
• Highly complex to implement

• Java

Apache
Samza

• Apache Samza uses the
Apache Kafka messaging sys-
tem, architecture, and guaran-
tees, to offer buffering, fault tol-
erance, and state storage.

•Offers replicated storage that pro-
vides reliable persistency with low
latency.
• Easy and inexpensive multi-
subscriber model
• Can eliminate backpressure, al-
lowing data to be persisted and pro-
cessed later

• Only supports JVM languages
• Does not support very low la-
tency
• Does not support exactly-once
semantics

• JVM lan-
guages

Apache
Flink

• Apache Flink is a stream
processing framework that also
handles batch tasks.
• Flink approaches batches as
data streams with finite bound-
aries.

• Stream-first approach offers low
latency, high throughput
• Real entry-by-entry processing
• Does not require manual opti-
mization and adjustment to data
it processes
• Dynamically analyzes and opti-
mizes tasks.

• Some scaling limitations
•A relatively new project with less
production deployments than other
frameworks

• Java
•Maven

from Samza are submitted to Kafka brokers. Similar to Data
nodes in a Hadoop Map-Reduce application, these brokers are
often co-located on the same machines hosting Samza’s con-
tainers. Samza therefore uses the topics or subjects of Kafka
and a natural partitioning to implement most of the grouping
modes found in data streams processing applications.

Both modes of processing have their advantages and disadvan-
tages. The major advantage of streaming processing is its lack of
complexity since it processes the data stream as it receives it. Also
in comparison in terms of processing time, the stream processing
has a lower latency time since the tuples are processed immediately
after their arrival. However, they often have a low output rate. In
addition, fault tolerance and load balancing are more expensive in
stream processing than in batch processing [74], [75].

In batch processing, splitting data streams into micro-batches
reduces [76] costs. Certain operations like state management are
the most difficult to implement because the system will then have
to consider the whole [77] batch. We can also note that the batch
processing can also be incorporated into a stream processing as
in Flink [64] or Apache Streaming [71], [78]. The choice of the

type of processing and the tools will be guided by the nature of the
application to be implemented. Thus, in the literature there are still
other technologies that we have not studied in this paper such as
[63], [79]–[84] for Stream processing. The figure 3 provides some
elements of comparison of these different tools. In general, they
meet the constraints given in section 3.

The table 4 is a comparison of these differents tools.

4.4 Summary or partial storage of data streams

In this layer, the processed data streams upstream are then integrated.
After this processing, they are likely to be aggregated according
to different temporal granularities. Then, they can be modeled ac-
cording to a more suitable format to build a data stream summary
which will be used for the partial storage of the stream and for its
analysis later. This layer involves solutions such as HBase, Hive
or even Cassandra for NoSQL databases management [44]–[46].
NoSQL databases are most often used to store Big Data [85], [86].
They are schema-free and allow the storage of many data formats
without prior structural declarations. They are grouped into four
categories according to the difference in implemented data models.
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Table 5: Storage tools comparaison

Technology Principle Advantages Inconvenients Usage
HBase • Distributed and scalable big

data store newline
• Strong consistency newline
• Built on top of Hadoop HDFS
newline
• CP on CAP

• Optimized for read
• Well suited for range based
scan
• Strict consistency
• Fast read and write with scal-
ability

• Classic transactional applica-
tions or even relational analyt-
ics
• Applications need full table
scan
• Data to be aggregated, rolled
up, analyzed cross rows

• Facebook mes-
sage.

Cassandra • High availability
• Incremental scalability
• Eventually consistent
• Trade-offs between consis-
tency and latency
•Minimal administration
• No SPF (Single point of fail-
ure) – all nodes are the same in
Cassandra
• AP on CAP

• Simple setup, maintenance
code
• Fast random read/write
• Flexible parsing/wide column
requirement
• No multiple secondary index
needed

• Secondary index
• Relational data
• Transactional operations
(Rollback, Commit)
• Primary & Financial record
• Stringent and authorization
needed on data
• Dynamic queries/searching
on column data
• Low latency

• Twitter
• Travel portal

Hive • Hive can help the SQL savvy
query data in various data stores
that integrate with Hadoop.
• Hive’s partitioning feature
limits the amount of data. Par-
titioning allows running a filter
query over data stored in sepa-
rate folders and only reads the
data which matches the query.

• It uses SQL.
• Fantastic Apache Spark and
Tez Integration.
• You can play with User De-
fined Functions (UDF).
• It has great ACID tables with
Hive 3+.
• You can query huge Hadoop
datasets.
• Plenty of integrations (e.g., BI
tools, Pig, Spark, HBase, etc.).
• Other Hive-based features
like Hive Mall can provide
some additional unique func-
tions.

• Very basic ACID functions
• High latency
• Hive isn’t the best at small
data queries (especially in large
volume)

• Hive should be
used for analytical
querying of data
collected over a pe-
riod—for instance,
to calculate trends
or website logs.

Thus, we distinguish between key-value oriented , column-oriented,
document-oriented and graph-oriented models. In the rest of this
section, we will introduce some NoSQL database management sys-
tems.

• Hbase [85] is a distributed, column-oriented database man-
agement system built on the Hadoop [65] HDFS file system
on which it constitutes a major component of the ecosystem
by providing real-time read / write access to HDFS files. The
architecture of HBase is made up of worker nodes in HBase
also called Region Servers. Each Region Server contains an
arbitrary number of regions. Each region is responsible for
storing rows from a specific table, based on an interval of
row keys. The actual contents of the lines are stored in HF
files on the underlying HDFS file system. An HBase master
node coordinates the Region Servers and assigns their row
key intervals. HBase provides fault tolerance for storing large
volumes of sparse data. It includes an environment allowing
compression, in-memory processing and filters on database
columns. HBase is used more and more in different systems

like facebook messaging system. It also provides an API in
Java [85]. When processing [66] data streams, HBase is used
to store the results or summaries obtained either in batch with
Spark or in Stream with Storm for analysis purposes. HBase
performs very well for real-time analysis of big data streams,
and is thus used by Facebook for message processing and
real-time analysis [46], [87].

• Hive [88] is a data warehouse structure for analyzing struc-
tured data stored in Hadoop. These data from the HDFS sys-
tem can be in CSV, Avro, Parquet or even ORC format. Hive
is most often used for the purpose of creating big data stream
summaries and making them easy to query by providing an
SQL like language called HQL or HiveQL. It also provides
ODBC drivers for accessing data by tools such as Power BI
Desktop etc. Hive supports [89] online scanning. The ar-
chitecture of Hive is composed of an interface with the user
(either in command line or in graphical mode), of a metastore
which is a database of metadata on the tables and databases
created in Hive, a Thrift Server allowing the operation of Hive
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and executing the queries, a Driver which manages the life
cycles of HiveQL queries during compilation, optimization
and execution, a Compiler which is invoked by the driver by
passing it the HQL request. The latter transcribes this into
a plan or a DAG of map-reduce jobs [67]. This plan is then
transmitted to the execution engine in topological order. Hive
uses Hadoop as the [90] runtime engine.

• Apache Cassandra [86] is a NoSQL database management
system that provides a distributed and decentralized storage
system for managing large volumes of data. It is column
oriented and provides scalability, fault tolerance and consis-
tency [91]. In Cassandra’s architecture, there is no master
node to manage all the nodes of the network like the HBase
namenode [87]. The distribution of the data on the different
nodes is done in an equivalent manner. Cassandra defines this
environment to guarantee more consistency of data as well
as for the availability of resources [92]. For its good writing
performance, Cassandra is increasingly used for processing
[87] data streams by different organizations like Facebook
and for IoT [86], etc.

These tools that we have just mentioned are not the only ones.
There are others like MongoDB [93] a document oriented database,
Neo4j [55] graph oriented from NoSQL technologies . The choice
of one or the other of these systems must be made according to the
needs of the application.

Also, as discussed in section 3, data streams summaries are ei-
ther generalist or specific in nature. This separation is also followed
by Big Data tools which can often be used in both summary type
cases. Thus there are some implementations such as the MongoDB
[93] database used in [94] in order to analyze the data streams col-
lected from sensors positioned on sick subjects allowing the doctor
to make the right diagnoses in order to administer the best treatments
and be more reactive in the event of attacks (respiratory, cardiac
or stroke, etc.) [95]–[97] leader in data-oriented graph which has
developed for its server a connector for Kafka and Confluent called
Neo4j Streams [98] allowing to integrate streaming events for the
analysis of financial frauds, knowledge graphs and a vision to all
levels of clients of the [99] system. There are also key-value ori-
ented NoSQL databases like Redis [100] coupled with Storm in
[101] and [102] to keep static data on clients who have visited a
website in order to be able to enrich the analyzes carried out on
the sections on which they had to click, we speak of clickstream as
well as in [103] for the analysis of Twitter data. Table 5 provides a
comparison of these different tools.

4.5 Data stream visualization and analysis

In order to facilitate decision making from data streams, they must
be described according to a certain number of representation models
such as tables, graphs, curves, etc. And these different visuals when
put together, make it possible to build dashboards. In this sense,
this phase of data analysis is one in which we can detect intrinsic
patterns, extract relationships and knowledge, but also correct errors
and eliminate ambiguities. It then makes it possible to be able to
interpret the data streams more easily. This is because decision-
makers must interpret the results of an analysis of data stream. This

is necessary in order to rule out errors. SAP Hana [104], Power BI
[105] Saiku [106] are different tools for carrying out this analysis.
Table 6 provides a comparison of these different tools.

• Saiku [106] offers a user-friendly web analytics solution that
allows users to quickly and easily analyze their data and cre-
ate or share reports. Saiku connects a wide range of OLAP
servers including Mondrian, Microsoft Analysis Services,
SAP BW and Oracle Hyperion and can be deployed quickly
and inexpensively to allow users to explore data in real time.

• SAP Hana [104] is a column-oriented and in-memory rela-
tional database management system and has a database server
to store and retrieve data requested by applications in real
time. In addition, SAP Hana performs advanced real-time
analysis of big data streams (prescriptive and predictive anal-
ysis, sentiment analysis, spatial data processing, continuous
analysis, text analysis, social network analysis, text search,
processing. graphics data) and contains ETL capabilities as
well as a real-time application server [107].
• Power BI [105] is a self-service Business Intelligence solution

produced by Microsoft. It provides business user-oriented
data visualization and analysis capabilities to upgrade the
decision-making process and business visions. Power BI is a
cloud-based, self-service BI solution. This means that we can
build and deploy a solution immediately with data from cloud
and on-premises data sources, systems and functions. Power
BI is composed of two main parts namely a server installed
locally or at Microsoft to host the reports and a tool to create
and publish these [105] reports. It provides connectors to ac-
cess different data sources like Hive, etc. For example, when
a visualization (table, graph, etc.) in a dashboard is connected
to a real-time data source (Direct Query), the visualization up-
dates continuously, allowing faster information [105]. When
dealing with data arriving in real time, this ability to automati-
cally update reports offered by Power BI has a real advantage.
Thus, it allows decision-makers to be informed at all times
about the overall state of the subject studied.

As for the other phases of the architecture, there are a very large
number of tools in the literature for visualizing data streams such as
Splunk [44]–[46], [108].

5 Future works
It is possible to note that even if the works presented in this study
provide rather interesting results, they do not always make it pos-
sible to satisfy the requirements subject to data streams. Indeed, if
we consider data streams with several dimensions the requirements
of representativeness which means that a model must always re-
main faithful to the source data is not always guaranteed. Also the
requirement of compactness which makes it possible to guarantee
that the model will be able to hold in memory can be not assured.
The genericity prerequisite used in order to optimize the processing
and storage times and to respond to different types of requests can
also be not. The dynamicity criterion making it possible to take
into account new events that have arisen in the stream or even rapid
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Table 6: Visualization tools comparaison

Technology Principle Advantages Incovenients Usage
Saiku • A lightweight open-source an-

alytical tool which is written in
HTML/JavaScript (jQuery)
• Focuses on fast and config-
urable OLAP analysis.

• Undertake complex, pow-
erful analysis using an easy
to use, drag and drop inter-
face, via the browser
• Diverses data source. De-
ployement quickly with the
graphical
• User friendly Schema De-
signer for designing data
models.
• Creation consistent and
re-usable meta data
• RESTful web-services
provider with JSON data
payload.

• Pricing : to take advan-
tage of all the features of
Saiku Enterprise every user
requires a licence

• Add reporting and anal-
ysis to any application or
website
• Explore data in Mon-
goDB, Spark and more, di-
rectly from the browser.
• Caching to address perfor-
mance and speed up analy-
sis.

Power BI • Power BI is a cloud-based
business analysis and intelli-
gence service by Microsoft.
• It is a collection of business in-
telligence and data visualization
tools such as software services,
apps and data connectors.

• Cost-effective
• Custom visualization
• High data connectivity
• Regular updates
• Integration with Excel
• Attractive visualizations

• Crowed user interface
• Difficult to understand
• Rigid formulas (DAX)

• Real-time analysis
• custom visualizations
• Quick Insights

SAP HANA SAP HANA is a tool, which
comprises:
• An in-memory HANA
database
• Data modeling tools
• Data provisioning
• And HANA administration,
making it a suite.

• Provides real-time analy-
sis and decision-making ca-
pability.
• It enables processing of
large amounts of data while
the business is going on.
Thus, it provides instant
real-time insights.

• SAP HANA is only com-
patible to and thus will
run only on SAP or SUSE
Linux certified hardware.
• Limited hardware com-
patibility makes wanting to
use SAP HANA a costly in-
vestment.

• Core process accelerators
• Planning, Optimization
applications
• Sense and response ap-
plications i.e. SAP HANA
works as a digital core for
an Internet of things (IOT).

updating in order to be able to provide responses quickly and not
constitute a bottleneck or a blocking factor for the stream can also
be not guaranteed. All of these factors would increase processing
times and the difficulty to storage some data for the aim of analysis.

Thus, to overcome these various concerns, we will soon be
proposing a generic data stream summary model based on Big Data
technologies as well. This model should make it possible to col-
lect, transform, store, process and present data streams. It would
be defined by different storage structures in cascade where each
level of the cascade would correspond to a time granularity that
would define when new measures would be calculated. For data
collection, we would use technologies as Apache Kafka combined
with some technics like random functions to produce stream. Form
the streams processing, we would aim to use streaming technolo-
gies like Apache Storm and for the storage, we would use NoSQL
technologies as Apache HBase. This model would be based over
Titled Time Windows to manage the space and time dimensions.

6 Conclusion
With the advent of intensive applications which produce huge vol-
umes of data like fraud detection, roads traffic monitoring, the

management of smart electricity meters, etc. it becomes necessary
for companies, science, finance, medicine, etc. to be able to anal-
yses and use the results obtained by the mean of this Big data for
decisions making. However, processing of these data streams is
often confronted to storage and computation constraints caused by
the fact that they are generated in swift and continuous manner with
variables velocities. In this paper, our main goals were to study and
evaluate classical techniques and Big data tools used to generate
data stream summaries, the architectures defined and tools that can
be used and in what layer of these architectures for to answer user’s
queries. Thus we have drawn up a state of the art on data streams
summaries. Classical methods of stream data summary have many
benefits but their implementation entails constraints which are the
limits of storage and processing capacities available in traditional
systems which that Big data tools can deal with. Indeed, with Big
Data solutions, new possibilities are opening up to better understand
these limits. In this sense, we have presented different architectures
for the processing of data stream of a Big Data nature which in-
volves in each of their layers a certain number of tools (Section
4). These architectures have thus been implemented by various
approaches combining Big Data technologies with those of NoSQL
in order to overcome the problem of processing and storage relating
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to data stream. These different proposals are most often distributed
over clusters.
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 In the past decade, multiple anthropomorphic prosthetic hands have been developed to 
replace the role of human hands. Prostheses should not only replace the functions of human 
hands in functionality but also replicate human hands in appearance and sense of body-
belonging intuitively. Human fingers have very delicate and complex structures, and it is 
these complex structures that make our hands dexterity. This study proposes a design based 
on the anatomical characteristics of the human hand. The proposed design replicates 
human fingers from bones, ligaments, extensor hoods, and extensor mechanism of tendon, 
intended to develop a prosthesis that has the same flexibility and appearance as human 
hand. To evaluate the performance of the proposed prosthetic in daily life, we conducted 
grasping experiments on common objects. It is successfully proved that the proposed design 
helps to improve the grasping performance of the artificial hand and has a natural 
appearance. In this paper, our design succeeds to improve the grasping performance of the 
artificial hand and gain natural appearance. 

Keywords:  
Human hand biomechanics 
Prosthetic hand 
EMG signals 
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1. Introduction  

This paper is an extended paper of our work initially presented 
in International Symposium on Community-centric Systems (CcS 
2020) [1]. The human hand is an important tool for us to interact 
with and perceive the physical environment. Upper limbs loss is 
one of the most disabling diseases that a person may experience, 
which can severely affect amputees Activities of daily living 
(ADLs) and working abilities. In the United States alone, there are 
approximately 50,000 people who have lost upper limbs, and it is 
predicted that the numbers of upper limb loss will increase over 
time [2]. According to the investigation [3], different amputees 
may have different requirements for prostheses. Besides 
performance of prosthetics devices, a high level of personification 
and simplified operating system are also required. Prosthetic 
developers need to consider these different requirements, which 
bring challenges to the development of prosthetic hands. 

In order to improve the acceptability of the prosthesis [4,5], 
various artificial hand designs and models have been proposed. 
Commercially available advanced prosthetic hands, such as 

Michelangelo hand (by Otto Bock), are easy to use and can help 
amputee grip the objects. However, the price of commercially 
available prosthetics is very expensive. It is difficult for people 
who have lost upper limbs to afford this financial burden. In recent  

years, with the development of new manufacturing technologies 
such as fused deposition modeling (FDM) 3D printers, low-cost 
and easy-to-make open-source prostheses have also been designed 
[6,7]. 

Most research groups aim to replicate the movement 
mechanism of human hands in a mechanized design, improving 
the flexibility and performance of the prosthetics. In the past two 
decades, the research community has developed some novel 
artificial hands [8-10]. Lee et al. proposed the design of a 9- DOF 
bio-mimetic robot hand. This hand has four under-actuated fingers, 
each of finger is equipped with a tactile sensor and driven by two 
linear actuators coupled (together) [11]. In order to further reduce 
the weight of the prosthetic hand, Mohammadi et al. used soft 
materials and developed a lightweight soft robotic prosthetic hand 
that has synergy-based motion and cable-driven actuation system. 
In addition, successfully performed three different grips with high 
dynamic power (21.5N) and fast finger bending speed. Although 
these artificial hands have excellent grip and performance, they 
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have not yet reached the level of human dexterity. The reason for 
that is these designs adopt the structure of the human body in the 
mechanized way, the incomplete human hand-like motion 
mechanism limited to the motion performance of the manipulator 
[12]. 

In [13], the author developed the anatomically corrected tested 
(ACT) hand by replicating the bone structures of the fingers, which 
is the first robotic hand developed based on human hand 
interpretation. Although its mechanism is still based on hinges and 
universal joints, it still exhibits a more flexible grip than previous 
manipulators. In [14], the author designed a robot hand through 
high bionics, and a flexor mechanism for an elastic pulley 
mechanism to realize the joint movement of human fingers. These 
studies of highly bionic anthropomorphic robotic hands have 
showed the possibility of replicating the structure of the human 
hand on the prosthesis to make the movements more dexterity. 

Electromyography signal (EMG) is a signal that can reflect the 
user's movement intention. In recent years, it has been widely used 
to control prostheses or robots. Although this kind of EMG-based 
control is widely used for pattern recognition and rehabilitation, 
the nature of EMG signal is random or non-stationary and will be 
affected by nearby muscles that generate additional noise [15]. 
Therefore, in order to control the prosthetic hand accurately, it is 
necessary to extract the features related to the selected action 
patterns, and then use support vector machine (SVM), linear 
discriminant analysis (LDA), Artificial neural network (ANN) and 
other machine learning to classify the action. The correct selection 
of features is critical to classification performance. However, 
because of different electrode placement schemes, number of 
channels, and EMG signal preprocessing methods in different 
studies, it is difficult to compare clearly which features can 
significantly improve the accuracy of classification [16]. Deep 
learning methods have recently been used in the classification of 
EMG signals and have shown strong performance [17]. Côté-
Allard et al. use Convolutional Neural Networks (CNN) to classify 
the actions of 7 forelimbs with an accuracy of 97.9% [18]. It can 
be said that in a laboratory environment, such a classifier with high 
computational cost and powerful performance is satisfactory, but 
it is an important practical consideration to ensure the effectiveness 
while reducing the computational burden when building the 
system. In addition, reducing the number of electrodes to improve 
comfort also needs to be considered for the prosthetic hand system. 
Tavakoli et al. use only 2 EMG channels to classify four types of 
gestures, and the classification accuracy rate exceeds to 90% [19]. 
In daily life, we use hand movements to grasp objects or interact 
with the environment [20,21]. Therefore, by defining the minimum 
number of daily grasping patterns, the number of electrodes can be 
reduced, and the simplicity of the system can be maintained. 

In this article, we designed an anthropomorphic prosthetic hand 
based on anatomical structure. The four-finger and thumb model 
of the prosthetic hand is modeled based on laser scanned hand bone 
data on cadaveric. This can reduce the rejection of the amputee to 
the prosthesis after the artificial skin is worn on the prosthetic 
hand, and the movement angle of each finger will not exceed the 
movable range of the original finger. Incorporate soft tissue 
structures such as ligaments, tendons and tendon sheaths that have 
a significant impact on the flexibility of the fingers at each joint to 
replicate the movement characteristics of the human hand. Then he 

conducted a grasping experiment on the prosthetic hand to test the 
performance of our prosthesis in daily life. In order to control the 
prosthetic hand using Electromyogram (EMG) signals, an EMG 
control system is designed for the artificial hand by an artificial 
neural network (ANN). The EMG control system is used to control 
the four main hand positions used in daily life: Power grasps, 
Precision grasps, Lateral grasps and relax state [21]. 

2. Development of prosthetics 

2.1. Hand structures and the Bones Models 

We designed highly anthropomorphic prosthetic hand based on 
the anatomy. First, the skeletal structure of the human finger 
movement mechanism is mainly determined by the metacarpal and 
phalangeal bones. The human finger comprises the distal, middle, 
proximal phalanges and metacarpals. These four bones make up 
the distal interphalangeal (DIP), proximal interphalangeal (PIP) 
and metacarpophalangeal (MCP) joints of the hand. The thumb 
finger has only two phalanges, so it has only one interphalangeal 
joint. Every finger joint has soft tissues called ligaments [22]. 

 
Figure 1: Designed Finger model 

 

Figure 2: Proposed thumb design 

We used laser-scanned bone data as the basic model of the 
prosthesis [23]. Since the size of the prosthetic hand skin in the 
market vendor is larger than the bone model of this hand, we 
adjusted the size of the model. In order to improve the efficiency 
of power transmission, a link structure is designed between each 
joint as shown as Figure 1. 
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Table 1: Finger Flexion degree [deg] 

DIP Joint PIP Joint MCP Joint 

0 - 77 0 - 105 0 - 90 

The range of motion of the finger joints will vary between 
different fingers and different people, depending on the bone 
shape, tendons and muscle structure characteristics of the hand. By 
referring to the previous research on joint structure [24], in this 
research, their range of motion is uniformly designed, as shown in 
Table 1. 

Although the thumb comprises only two bones, it has great 
freedom of movement. The reason is attributed to the 
carpometacarpal (CMC) joint composed of the thumb metacarpal 
bone and trapezium bone. The trapezium bone is shaped like a 
saddle used for horse riding, allowing the thumb to move in a 
larger range. The movement of the thumb is caused by sliding the 
metacarpal bone of the thumb along the trapezium bone at the 
CMC joint back and forth (extension / flexion), left and right 
(abduction / adduction) or both at the same time [25]. The 
following method is used to reproduce the thumb structure to 
ensure correct thumb movement. In order to reproduce the 
adduction and abduction functions of the thumb, the connecting 
rod structure on the metacarpal model additionally uses a rotary 
joint, as shown in Figure 2. And a groove is designed on the 
trapezium bone to achieve flexion and extension movement. 

2.2. Design of Joint Ligament and Tendon 

Ligaments are a type of fibrous connective tissue that connects 
bone to bone. These tissues can be found in all joints. The range of 
motion of each finger joint is limited by the length of the ligament. 
There are collateral ligaments on both sides of the hand bones, 
which are attached to the volar plates. Cartilage structures called 
volar plates are inserted on both sides of the bone joints. Volar 
plates and ligaments form a joint pack to prevent joint overextend 
and enhance joint stability. There are two sets of tendons in the 
human hand to stretch and bend the fingers. They are the extensor 
and flexor tendons. The flexor tendons extend from the forearm 
and, finally, branches become the flexor digitorum superficialis 
(FDS) tendon and the flexor digitorum profundus (FDP) tendon. 
The FDS tendon is fixed to the intermediate phalange bones of the 
PIP joint. The FDP tendon is inserted into the bottom of the palm 
of the distal phalanges. When the finger is bent, the PIP joint 
attached to the FDS tendon will bend first. As the movement 
progresses, the FDP tendon will play a role in bending the DIP 
joint. These two flexor tendons are firmly attached to the phalanx 
through the tendon sheath. The extensor tendons are combined 
with extensor hood that regulate joint extension and flexion. 
Extensor hood is a complex mesh structure that wraps the phalanx 
directly from the back of the hand. Its structure is shown in Figure 
5 (a) [26]. The first layer of the dorsal aponeurosis of the extensor 
hood is inserted into the base of the DIP joint and divided into two 
small tendons at the PIP joint. The second layer of the dorsal 
aponeurosis of the extensor hood is located at the bottom of the 
PIP joint. 

According to the ligament, the replicated model of the structure 
of the volar plate is shown in Figure 3. The volar plate is made of 
High Elasticity Rubber Plate. Anchor the rubber volar plate to each 
joint with screws. The ligament is made of rubber thread, and the 

natural length of the ligament is adjusted when inserted into the 
volar plate and both sides of the hand bone, so that the fingers of 
the artificial hand can be naturally bent like a human finger when 
they are naturally relaxed. Thus, the prosthetic hand will not be 
kept in a straight and rigid motion, and the prosthetic hand will be 
more personified. 

 
Figure 3: Structure in anatomy and reproduced model 

 
Figure 4: Tendon and Tendon sheaths 

The flexor and extensor tendons composed of FDS tendons and 
FDP tendons are made of 0.33 mm polyethylene wire (Figure 4), 
with chief strength (250 N breaking strength) and good flexibility. 
The tendons are woven to prevent the volar plate and tendon sheath 
from being worn out because of the long-term movement of the 
tendons. 

 
Figure 5: Hood parts; (a) Extensor hood Structure [26] (b) Reproduced extensor 

hood sheath 
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Figure 6: Configuration of the prosthesis 

 

Figure 7: Location of the EMG electrodes 

 

Figure 8: Pre-Processing of EMG signal 

Table 2: The specifications of DS3218 Servo 

Dimensions 40 x 20 x 40.5 mm 

Weight 60 g 

Stall Torque 21.5 kg・cm (6.0V) 

 

The extensor tendon has a central fiber bundle that reaches the 
base of the intermediate phalanges while two outer fiber bundles 
are anchored at the base of the distal phalanx. We simplified the 
structure of the extensor hood and made the extensor hood using a 
highly elastic rubber sheet to reproduce the function of the extensor 
hood to adjust joint extending or bending. Figure 5 shows the 
finger after all components have been assembled. 

2.3. Configuration of the prosthesis and Control Method 

After all fingers are assembled, combined them with the wrist 
part. The complete prosthesis is shown in Figure 6. The tendon of 
the finger is fixed on the pulley, and the pulley is connected to the 
servo. By pulling the tendon with the servo motor, the finger joint 
bent or extended. Six Servo motors (Ds servo DS3218) are used to 
control the prosthetic hand. The servo specifications are shown in 
Table 2. Considering Thumb has 2 sets of movement, we use 2 
servos to control Adduction or Abduction, and Flexion or 
Extension of the thumb, respectively. Other fingers are each 
controlled by one servo. In order to use the intuitive operation 
method to control the prosthetic hand in the grasping experiment, 
an operating system was developed using the right-hand glove part 
of Perception Neuron (Noitom, Beijing, China). Perception 
Neuron's joint obtain the movement of the finger detected in three-
dimensional coordinates. The servo is controlled by the DIP joint 
angle detected by the sensor neuron. Calculate the bending angle 
of the finger according to formula (1). 

𝜃𝜃 = 180 − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑧𝑧

�𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2
(1) 

Here, x, y, and z are three-dimensional coordinates detected 
from the sensory neuron of the DIP joint. The calculated angle data 
will be sent to Arduino UNO to control the servo. 

2.4. EMG signals Recording and Processing 

The author showed that increasing the number of electrodes 
does not always improve the accuracy of gesture classification 
[27]. In addition, problems such as using many electrodes or the 
long time for classification can also make amputee annoying.  

Based on these basic demands, we decided on the number of 
electrodes and the classification time. The connection points of the 
EMG sensor and the surface muscles selected to measure the EMG 
signal are shown in Figure 7. These muscles control the four 
movements (power grasp, precision grasp, lateral grasp and relax) 
used for classification. The reason for choosing these 4 kinds of 
motions is because power grasps, precision grasps, Lateral grasps 
are most used in activities of daily living and user will also need a 
relax mode for an inactive position.  

We gained EMG signals using the BITalino EMG sensor. By 
using MATLAB's Bitalino'Toolbox, the EMG signal is recorded 
on MATLAB at a sampling rate of 1000 Hz [28]. Before 
calculating the features of the EMG signal, we rectified and filtered 
the four EMG signal channels. All preprocessing are performed 
using MATLAB. A second-order Butterworth low-pass filter with 
a cutoff frequency of 5 Hz is used to filter the EMG signal to 
reduce the noise of the EMG signal [29]. Figure 8 shows the raw 
EMG signal and filtered EMG signal. During training and 
experiment, all features were analyzed using a sliding time 
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window of 200 (ms) with an overlap of 100 (ms). The calculation 
processing delay is about 300 (ms). The control is quasi real-time. 

2.5. Feature Extraction 

Three types of signal features: time-domain features, 
frequency-domain features, and time-frequency features are 
usually used for EMG classification. In order to improve the 
accuracy of classification, two or more features are usually 
combined. We tested 8 EMG signal features proposed by 
Phinyomark et al. in the previous work to select features [30]. 
These features are: Integrated EMG (IEMG), Mean Absolute 
Value (MAV), Simple Square Integral (SSI), Variance of EMG 
(VAR), Root Mean Square (RMS), Waveform Length (WL), 
Mean Frequency (MNF) and Median Frequency (MDF). Among 
them, we found that the combination of the three features of RMS, 
WL and MNF(o) showed better results. These results are 
consistent with previous research results, root mean square (RMS) 
and wavelength (WL) can get good classification results and 
require less computational cost [31]. Compared with time-domain 
features such as RMS and WL, frequency-domain features require 
more computational costs. In [32], the author reported that the 
frequency-domain features are better than the time-domain 
features when predicting the angle and flexion of the thumb. 
Therefore, this study uses a combination of two time domain 
features RMS, WL and a frequency-domain features Mean 
Frequency (MNF) for classification. 

The WL, RMS, MNF are defined as follows: 

𝑊𝑊𝑊𝑊 = �|𝑥𝑥𝑛𝑛+1 −  𝑥𝑥𝑛𝑛|
𝑛𝑛−1

𝑛𝑛=1

(2) 

𝑅𝑅𝑅𝑅𝑅𝑅 =  �
1
𝑁𝑁
�𝑥𝑥𝑖𝑖2
𝑁𝑁

𝑖𝑖=1

(3) 

𝑅𝑅𝑁𝑁𝑀𝑀 =  �𝑀𝑀
𝑀𝑀

𝑃𝑃 �𝑃𝑃  
𝑀𝑀

� (4) 

here, 𝑥𝑥𝑛𝑛 denotes the 𝑛𝑛𝑡𝑡ℎ of EMG signal, 𝑁𝑁 is the length of signals. 
𝑀𝑀 is the frequency, 𝑃𝑃 is the Power spectrum. 

Table 3: The list of objects used in the Experiment 

Number Name Weight (g) Size(cm) 

1 TV Remote  75 length 13 width 5 thickness 3 

2 Pill 1 diameter 1 

3 Telephone 137 length 17 width 5 thickness 2 

4 Bottle 40 length 13 width 5 thickness 3 

5 Glasses 38 length 15 width 3 thickness 3 

6 Spoon 5 length 15 width 3 thickness 2 

7 Phone 190 length 16 width 7 thickness 1 

8 Tooth Paste 238 length 13 width 5 thickness 3 

9 Envelope 14 length 23 width 12 

10 
Drink 

(500ml) 
534 length 21 width 7 thickness 7 

11 Bowl 57 length 11 width 11 thickness 5 

12 Key 9 length 7 width 3 thickness 0.5 

13 Pen 15 length 14 width 1 thickness 1 

14 Paper box 73 length 18 width 11 thickness 8 

15 Bill 1 length 15 width 7 

16 Straw 2 length 10 width 0.5  

17 Coin 5 diameter 2.5 

18 Bag 897 length 40 width 25 thickness 15 

19 DVD 16 diameter 11 

20 Small Ball 12 diameter 3 

3. Evaluation Experiment 
3.1. Grasping experiment 

In order to evaluate the applicability of the proposed prosthesis 
to daily life, we used the items in the list of items that amyotrophic 
lateral sclerosis (ALS) patients are difficult to pick up in daily life 
for experiments [33]. We tested the feasibility of the prosthetic 
hand grasped and pick up easily some items as shown in Table 3. 
The gripping and dexterity must be needed the equivalent strength 
of strings driven like an actual hand. We have selected 20 items in 
the item list above. Among them, 19 items can be easily found in 
the laboratory. In addition, a school bag of about 1 kg was selected 
as the object to observe the performance of the artificial hand 
against heavy objects in Appendices. In grasping an item, if the 
prosthesis can grip for the object over 5 seconds, it will be recorded 
as a success, otherwise, it will be recorded as a failure.  

3.2. Classification experiment 

 In order to classify four gestures, we used MATLAB's neural 
network toolbox to build a three-layer artificial neural network 
(ANN) as a classifier. This ANN consists of twelve (four channels 
x three features) nodes of input layers, one hidden layer composed 
of twelve nodes, and four nodes output layers. The activation 
functions of the middle layer and the output layer use hyperbolic 
tangent functions. The training method uses a learning algorithm 
called Levenberg-Marquardt backpropagation (LMBP). LMBP is 
a general non-linear least-squares optimization method, its major 
advantage lies in the speed of convergence. Before starting the 
Classification Experiment, we will train their own ANN for each 
subject in advance. The dataset used for training ANN contains 10 
sets of data for each motion, and each set of data contains 5 seconds 
of EMG signal. In order to prevent over fitting, the training of 
ANN will stop if Mean Square Error (MSE) ≦ 0.001. Before 
performing the Classification experiment, use 10-fold cross-
validation on the collected dataset to test the accuracy of the 
classifier as shown as Figure 8. For each subject's dataset, 80 % of 
the data is used to train the classifier, and the remaining 20 % are 
used to validate the performance of the classifier. Figure 9 shows 
the average accuracy of the four motions of 4 subjects after using 
10-fold cross-validation. The highest accuracy rate is 94.7% 
(Subject4), the lowest accuracy rate is 91.4% (Subject2).  
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Figure 9: 10-fold cross validation results 

4. Results 

4.1. Result of Grasping experiment 

In the experiment, our prosthetic hand successfully grasped 
selected 20 objects (Figure 10). Different from the traditional 
ON/OFF clip-shaped prosthetic hand or the prosthetic hand that 
grasps in a fixed posture, the proposed anthropomorphic design 
allows our prosthetic hand to grasp objects in the suitable grasping 
posture. 

 
Figure 10: Result of grasping experiment 

4.2. Result of Classification experiment 

It showed the results of the movement Classification 
experiment in Table 4. The highest average accuracy rate was 
93.7%. The lowest average accuracy rate was 87.5%. All subjects 
achieved 100% accuracy when Classifying "Power grasp" Motion. 
In addition, the classification of "Precision grasp" and "Lateral 
grasp" is slightly lower than the accuracy rate of other motions, 
with a minimum of 80%. During the experiment, the researchers 
observed that the subject's 'Relax' movements were classified as 
'Lateral grasp' movements multiple times. This might because the  

Table 4: Classification accuracy 

Subject 
Motion 1 2 3 4 

Power grasp 20/20 
100％ 

20/20 
100％ 

20/20 
100％ 

20/20 
100％ 

Precision 
grasp 

18/20 
90％ 

18/20 
90％ 

17/20 
85％ 

16/20 
80％ 

Lateral grasp 20/20 
100％ 

16/20 
80％ 

18/20 
90％ 

17/20 
85％ 

Relax 17/20 
85% 

19/20 
95% 

18/20 
90% 

17/20 
85% 

AVG. 93.7% 91.2% 91.2% 87.5% 

EMG signal generated by thumb adduction is difficult to collect 
from superficial muscles. 

5. Discussion 

In the Grasping experiment, we tested the gripping 
performance of the proposed prosthesis against objects commonly 
found in daily environments. When grasping objects such as 
cylindrical objects or large objects, we usually use the Power grasp 
posture. The 500ml PET bottle and the 18x11x8cm paper bag are 
very large for the hand, so it is necessary to grasp them with your 
fingertips. In addition, the artificial hand can lift a bag of about 1 
kg and hold the posture for over 5 seconds. From the above results, 
it can be found that the anatomically reproduced finger structure 
sufficiently contributes to the transmission of force and transmits 
the torque of the motor to the fingers and fingertips. Although a 
strong torque moment applies to the fingertips, the shape of the 
finger joints is not deformed, and the proposed artificial hand has 
sufficient force and rigidity to grasp heavy objects. By using 
precision grasp and Lateral grasp, the prosthetic hand can pick up 
small objects such as balls and coins with fingertips during the 
experiment. 

These results shown that our proposed design shows highly 
coordinated motions of the thumb and index finger, suggested that 
the proposed thumb structure has the same kinetic features as a 
human thumb. It is also one of our design goals to use bones as a 
model to give the artificial hand a natural appearance. As shown in 
Figure 11, our prosthetic hand also holds Natural-Appearance 
when wearing a silicon skin glove. It should be noted that the 
silicon skin glove worn is only a general commercial product. 
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For healthy subjects, the ANN classification system can 
achieve high-precision classification of 4 motions. But before the 
system is used in amputees, it is still necessary to continue to 
improve performance. From the experimental results, the accuracy 
of the two motions of "precise grasp" and "side grasp" is lower than 
other motions. The reason may be that "precise grip" and "side 
grip" include thumb movement, so the feature sets of these two 
motions are similar. In our experiment, the EMG signal is 
measured by two EMG sensors in the flexor group and two EMG 
sensors in the extensor group. However, it may be difficult to 
classify detailed finger movements from the extracted EMG 
signals. Because there are many muscles in the forearm (Flexor 
carpi radialis, flexor carpi ulnar is, Flexor digitorum superficialis 
muscle, Deep digital flexor muscle, flexor digitorum longus) 
located deep in the measurement position. This will affect the 
accuracy and precision of classification. 

 
Figure 11: Appearance of prosthetic hand wearing silicon skin glove 

6. Conclusion 
In this study, we developed a biomimetic prosthetic hand based 

on human anatomy. By reproducing critical soft tissues such as 
tendons and ligaments in the human hand, the developed artificial 
hand has the same dexterity as a human finger. For this reason, our 
prosthetic hand can stably grasp all the object types proposed in 
the experiment. In order to control the prosthetic hand by EMG 
signal, an ANN has been designed for classifying four motions. 
Four subjects tested the classification performance of ANN. The 
classification accuracy average rate was 91%. 

The limitations of this study are as follows. The overall system 
of the proposed bionic prosthesis is about 560 grams. A survey of 
prosthetic users pointed out that if the weight of the prosthetic hand 
exceeds 400 grams, and it is considered being heavy [34]. 
Currently, our biomimetic prosthesis does not include the wrist 
part. In order to use artificial hands in daily life, the ability of the 
wrist part also plays a vital role. Currently, the proposed EMG 
control method only tests the performance of healthy subjects, and 
needs to be tested on amputees to investigate whether the 
performance will change. In the next phase of this research, we 
will make improvements to address these issues. 
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