
Advances in Science, Technology &
Engineering Systems Journal 

V O L U M E  6 - I S S U E  6 | N O V - D E C  2 0 2 1

www.astesj.com
ISSN: 2415-6698



EDITORIAL BOARD 
Editor-in-Chief 

Prof. Passerini Kazmerski 
University of Chicago, USA 

Editorial Board Members 

Dr. Jiantao Shi 
Nanjing Research Institute of 
Electronic Technology, China 

Dr. Lu Xiong 
Middle Tennessee State 
University, USA 

Dr. Hongbo Du 
Prairie View A&M University, USA 

Dr. Nguyen Tung Linh 
Electric Power University, Vietnam 

Dr. Tariq Kamal 
University of Nottingham, UK 

Sakarya University, Turkey 

Dr. Mohmaed Abdel Fattah 
Ashabrawy 
Prince Sattam bin Abdulaziz 
University, Saudi Arabia 

Mohamed Mohamed Abdel-Daim 
Suez Canal University, Egypt 

Prof. Majida Ali Abed 
Meshari 
Tikrit University Campus, 
Iraq 

Mr. Muhammad Tanveer Riaz 
School of Electrical Engineeirng, 
Chongqing University, P.R. China 

Dr. Heba Afify 
MTI university, Cairo, Egypt 

Dr. Omeje Maxwell 
Covenant University, Nigeria 

Dr. Daniele Mestriner 
University of Genoa, Italy 

Mr. Randhir Kumar 
National Institute of Technology Raipur, India 

Regional Editors 

Dr. Hung-Wei Wu 
Kun Shan University, Taiwan 

Dr. Maryam Asghari 
Shahid Ashrafi Esfahani, 
Iran 

Dr. Shakir Ali 
Aligarh Muslim University, India 

Dr. Ahmet Kayabasi 
Karamanoglu Mehmetbey 
University, Turkey 

Dr. Ebubekir Altuntas 
Gaziosmanpasa University, 
Turkey 

Dr. Sabry Ali Abdallah El-Naggar 
Tanta University, Egypt 

Mr. Aamir Nawaz 
Gomal University, Pakistan 

Dr. Gomathi Periasamy 
Mekelle University, Ethiopia 

Dr. Walid Wafik Mohamed Badawy 
National Organization for Drug Control 
and Research, Egypt 

Dr. Abhishek Shukla 
R.D. Engineering College, India

Mr. Abdullah El-Bayoumi 
Cairo University, Egypt 

Dr. Ayham Hassan Abazid 
Jordan University of Science and 
Technology, Jordan 

Mr. Manu Mitra 
University of Bridgeport, USA 

Dr. Qichun Zhang 
University of Bradford, United Kingdom 



Editorial 

 
dvances in Science, Technology and 
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(ASTESJ) is an online-only journal 

dedicated to publishing significant advances 
covering all aspects of technology relevant to 
the physical science and engineering 
communities. The journal regularly publishes 
articles covering specific topics of interest.  

Current Issue features key papers 
related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 19 accepted papers in 
Electrical and Information Technology 
domains. 
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 This paper describes what can be accomplished by understanding sound environments. 
Understanding sound environments is achieved by extracting the features of the sound and 
visualizing the features. The visualization is realized by converting the three features, 
namely, loudness, continuity, and pitch, into RGB values and expressing the sound with 
color, where the color is painted in the estimated direction of the sound. The three features 
can distinguish falling objects within a building and roughly estimate the direction of the 
generated sounds. The effectiveness of the proposed sound visualization was confirmed using 
the sounds of cans and stones falling in a building; hence, it is shown that the proposed 
visualization method will be useful for monitoring the collapse of buildings by sound. 

Keywords:  
Understanding sound 
environment 
Sound visualization technique 
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Sound map 
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1. Introduction  

Techniques for understanding environments are used to obtain 
sensor-related information in environmental measurements. For 
example, in terms of monitoring buildings, the analysis of camera 
and accelerometer sensor data is used to understand the current 
state of the building and the differences from its past state (e.g., 
[1]). A camera can capture images of an entire building, and an 
accelerometer can detect building vibrations. However, the camera 
only detects events within its field of view and the accelerometer 
only detects vibrations in its surroundings. Further, these sensors 
can only be installed in the monitoring area, thereby providing 
limited coverage, since it is difficult and risky to install sensors 
under collapse risk. Alternatively, sounds can reach sensors such 
as microphones for detection. Moreover, if a microphone array is 
used as the sound sensor, the sound source direction can be 
estimated. Therefore, sound sensors can allow more flexible 
monitoring of  buildings than cameras and accelerometers. 

Considering the benefits of sound sensing, we propose a 
method for analyzing environmental sounds aiming to evaluate the 

difference from the past state of buildings, which is called building 
health monitoring, by extracting their features and estimating the 
direction of sound sources. As precursory sounds often occur 
before building collapse, such sounds may be detected and 
characterized by extracting sound features. 

Aiming to perform building health monitoring, a visualization 
method for sound features based on sound localization to facilitate 
analysis has been introduced. In most cases, sound monitoring is 
simply performed by recognizing measured environmental sounds 
for applications, such as elderly people (e.g., [2], and references 
therein). On the other hand, the proposed method can provide 
awareness of changes in buildings by providing a visual 
representation of environmental sounds. The sound features of 
loudness, continuity, and pitch are considered. These features are 
quantified using spectrograms and chromagrams. Then, a visual 
representation of the sound features along with their estimated 
source position are obtained. The proposed visualization technique 
was evaluated using experimental sound signal data generated at a 
building in Gunkanjima (Hashima), Japan. Our method is a novel 
paradigm for sound monitoring and a novel contribution to 
building health monitoring. 
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2. Materials and Methods 

2.1. Data Acquisition 

We evaluate the proposed visualization technique which can be 
used for building health monitoring, using measurements obtained 
from a sound sensor (microphone array). Figure 1 shows 
Gunkanjima (Hashima), a World Heritage site in Nagasaki, Japan. 
The microphone array is installed as shown in Figure 2 on the 
second floor of building No. 30 (enclosed in black circle of Figure 
1(a)) of Gunkanjima. The method is applied to verify the feasibility 
of determining the building status by analyzing environmental 
sounds. Building No. 30 is the oldest reinforced concrete building 
in Japan and is at risk of collapsing. The microphone array is 
comprised of 16 microphones (each arrow in the righthand side of 
Figure 2 shows a cluster of four microphones). 

 
(a) 

 

(b) 

Figure 1: (a) Bird’s eye view and (b) cityscape of Gunkanjima, Japan 

 
Figure 2: Microphone array installed in Building No. 30 of Gunkanjima (Hashima 

Island), Japan. 

2.2. Sound Model of an Array with M Microphones 

The sounds measured with the microphone array (Figure 2) are 
analyzed in the frequency domain. Then, taking the short-time 
Fourier transform of each microphone input at time t, the following 
model is obtained [3]: 

y(t,ω) = A(t,ω)s(t,ω) + n(t,ω), (1) 

where y(t,ω) = [Y1(t,ω), …, YM(t,ω)]T is the input vector of the 
microphone array, with m-th element Ym(t,ω) of the vector, at time 
t and frequency ω; M (= 16) denotes the number of microphones 
in the array; and the superscript T denotes the transpose. 
Additionally, A(t,ω) is a matrix of transfer function vectors defined 
as 

    A(ω) = [a1(ω), …, aL(ω)], (2) 

where s(t,ω) = [S1(t,ω), …, SL(t,ω)]T is the source spectrum vector 
of the L sound sources in the measurement environment and n(t,ω) 
= [N1(t,ω), …, NM(t,ω)]T, a background noise spectrum vector, 
carries the assumption of following a zero-mean Gaussian 
distribution. We assume ai(ω) = [A1i(ω),…AMi(ω)]T to be a transfer 
function that can be premeasured using time-stretched pulses [4]. 
We design time-stretched pulses to measure the impulse response, 
and the energy of the impulse signal is dispersed over time using a 
filter [4]. This filter is used to advance (or delay) the phase in 
proportion to the square of the frequency. Therefore, ai(ω) can be 
obtained by applying the inverse of the filter to the time-stretched 
pulse response. 

2.3. Sound Source Features 

In building health monitoring, it is necessary to detect the 
location, magnitude, and duration of an eventual collapse. Hence, 
the loudness, continuity, and pitch features are extracted from the 
sounds observed by the microphone array. To visualize the sound 
features, a color map is drawn at the estimated sound locations to 
analyze the types of generated sounds. The proposed method for 
the building health monitoring displays information in the color 
map, which we call a sound map. 

 
Figure 3: Sample environmental sound. 

The observed environmental sounds are divided into 1-second 
segments, as illustrated in Figure 3. The short-time Fourier 
transform is applied to each segment to determine the loudness, 
continuity, and pitch, as detailed below. 

1) Loudness Feature 

Loudness is important to characterize environmental sounds 
during building collapse. This information is represented by a 
sonogram, which we obtain via the MATLAB Music Analysis 
toolbox [5]. The estimation of the loudness per frequency band is 
performed using auditory models and the function ma_sone in the 
MATLAB toolbox, where the specific loudness sensation (in 
sones) per critical band (in Bark scale) is calculated in six steps. 1) 
The fast Fourier transform is used to calculate the power spectrum 
of the audio signal. 2) According to the Bark scale [6], the 
frequencies are bundled into 20 critical bands. 3) The spectral 
masking effects are calculated as in [7]. 4) The loudness is 

http://www.astesj.com/
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calculated in decibels relative to the threshold of hearing (decibels 
with respect to sound pressure level—dB-SPL). 5) From the dB-
SPL values, equal loudness levels in unit phones are calculated. 6) 
The loudness is calculated in sones based on [8]. (Regarding detail 
of the six steps, see [9]). Figure 4 shows the sonogram in the Bark 
scale of the sound depicted in Figure 3. 

 
Figure 4: Sonogram in Bark scale of the sound in Figure 3. 

The frequency histogram of the sonogram is also computed [5], 
and the histogram is resampled to 8 bits using the magnitude 
relation for the median of the histogram. The score expressing the 
information can then be obtained by converting each 8-bit value 
into the corresponding decimal value. An environmental sound 
with several variations in loudness sensation per frequency band is 
indicated by a higher score. 

2) Continuity Feature 

We use pitch variations of environmental sounds with respect 
to time t to measure the continuity of sounds. Therefore, continuity 
is expressed as a score obtained from a feature representing the 
pitch variation of the environmental sound.  

 
Figure 5: Chromagram of the sound in Figure 3 

The corresponding chromagram, like the one shown in 
Figure 5, can be calculated using pitch features as those illustrated 
in Figure 3 by applying the method in [10]. Namely, we use the 
MATLAB Chroma toolbox to calculate the chromagram [11]. 
Subsequently, a differential chromagram is determined from the 
initial chromagram (Figure 5) using command diff in MATLAB, 
and the discrete cosine transform is applied to the differential 
chromagram (Figure 6). Based on this result, a time-domain 
histogram is then calculated. Continuity information is thus 
represented by a score obtained from the time-domain histogram 
in a method analogous to that used to obtain the loudness. 

 
Figure 6: Differential chromagram after applying discrete cosine transform for the 

sound in Figure 3. 

The histogram represents the variation of keys over time t. 
Therefore, a low score suggests that key variations of the 
environmental sound do not occur frequently, that is, the sound has 
low continuity. Conversely, a high score indicates frequent key 
variations of the environmental sound, indicating high continuity. 
As environmental sounds contain various keys, we use this score 
to represent continuity. 

3) Pitch Feature 

Pitch information is represented by the corresponding score, 
which is used to determine the type of environmental sound. 

The spectrogram of the sound depicted in Figure 3 is shown in 
Figure 7. Edge extraction is applied to the spectrogram allowing 
the calculation of the number of pixels in its frequency feature 
areas and centroid frequencies. The improved affinity propagation 
method [12] is used to categorize the detected frequency 
characteristic areas of the spectrogram. More details on affinity 
propagation can be found in [13] and [14]. 

Each centroid frequency obtained by improved affinity 
propagation is classified into low-, medium-, or high-frequency 
groups. Then, a frequency group histogram can be established. The 
pitch is obtained from the histogram as a score, for which the 
calculation details can be found in [15]. A low score indicates a 
low dominant frequency of the environmental sound, whereas a 
high score indicates the presence of various frequency 
components. 

http://www.astesj.com/
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Figure 7: Spectrogram of the sound in Figure 3. 

2.4. Sound Localization 
Various methods for estimating sound source directions has 

been proposed (e.g., [16], [17], [18]) . In this paper, using A(ω) 
obtained from (2), the MUSIC [19] is used to estimate the locations 
of sound sources. Details about the estimation of virtual 3D sound 
source positions can be found in [10]. 

2.5. Sound Map from Features 

The loudness, continuity, and pitch scores are used to construct 
a sound map by representing the three scores in a red–green–blue 
color model. The obtained colors are then overlaid on the estimated 
sound source positions. Therefore, unlike conventional sound 
visualization methods such as power spectrum, the proposed sound 
map reflects not only the pitch but also the loudness and continuity 
of the sound in a color model, thus establishing a novel 
representation. 

3. Experimental Results 
3.1. Experimental Setup 

The effectiveness of the proposed method is evaluated by using 
the sounds of falling cans and stones measured by the microphone 
array installed as shown in Figure 2.  

 
Figure 8: Experimental scenario using falling cans and stones that hit the 

second floor of the building as sound sources 

The three hitting points for evaluation are marked with an X in 
Figure 8 and are located on the 2nd floor of the building. The cans 

are dropped from the 4th and 6th floors of the building to 
investigate the difference in the sound features caused by the drop 
height. Figure 8 also shows the placement of the microphone array 
and the person in charge of dropping the cans and stones. 

3.2. Sound Maps 

Figure 9 shows the sound maps obtained from the sound 
sources generated by cans (Figure 9(a)) and stones (Figure 9(b)) 
hitting on the second floor. The color differences mainly 
correspond to loudness and continuity, as listed in Table 1, where 
each feature score is the average across nine trials. There is also a 
difference in pitch. Hence, the sounds of hitting stones have more 
frequency components than those of hitting cans. The three 
extracted features allow to distinguish differences in objects that 
cause sudden sounds, and Figure 9 also demonstrates the correct 
localization of the sound sources. 

 
(a) 

 
(b) 

Figure 9: Sound maps of sound sources generated by (a) cans and (b) stones 
hitting the 2nd floor of the building. The red circle indicates the position of the 

microphone array. 

http://www.astesj.com/
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Table 1: The averages of loudness, continuity, and pitch scores for the sounds 
generated by falling cans and stones hitting on second floor of the building. 

 

 
(a) 

 
(b) 

Figure 10: Sound maps of the sound sources of dropping cans at the (a) 4th and 
(b) 6th floors of the building. 

Therefore, if there are frequency differences in sounds 
generated before and after a building collapses, the three features, 
especially the pitch, can be used to detect them. 

Figs. 10 shows the sound maps of the dropping cans from the 
fourth (Figure 10(a)) and sixth (Figure 10(b)) floors of the 
building, respectively, averaged across three trials. The X marks 
in Figure 11 show the corresponding dropping points for the maps 
in Figure 10. As expected, the colors on the estimated directions 
of the sound sources for both floors are similar. 

 
(a) 

 
(b) 

Figure 11: Dropping points of cans (X marks) from the (a) 4th and (b) 6th floors 
of the building. 

Table 2: Averages of loudness, continuity, and pitch scores for the generated 
sounds of falling cans at the 4th and 6th floors of the building. 

 

 

 

 

 

 

The colors of the sound maps in Figs. 10(a) and (b) reflect the 
difference in floors and are mainly related to variations in the 
continuity score, as listed in Table 2. 

The experimental results indicate the feasibility of using the 
proposed method for visualizing sound features in a building 
health monitoring system that can roughly determine the locations 
and types of environmental sounds in buildings. 

4. Discussion and Conclusions 

Figure 12 shows snapshots of building 30 before (Figure 12(a)) 
and after (Figure 12(b)) a floor collapse (red area). These snapshots 
illustrate the difficulty in determining the collapse through the use 
of images from cameras. Thus, the use of sounds may allow 
effective monitoring of buildings such as those in Gunkanjima, 
which is an uninhabited island. 

 

 Loudness 
score 

Continuity 
score 

Pitch 
score 

Can 158.2 107.3 19.2 

Stone 115.3 179.8.8 32.2 

Floor Loudness 
score 

Continuity 
score 

Pitch 
score 

2 240.0 113.7 25.0 

4 240.0 84.3 16.3 

6 245.3 28.3 26.0 

http://www.astesj.com/
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(a) 

 
(b) 

Figure 12: Building No. 30 (a) before and (b) after the collapse of the floor (red 
area). 

We propose a method of visualizing sounds which can be used 
for implementing building health monitoring by calculating the 
direction and features of environmental sounds. The proposed 
visualization technique of sound features considering sound 
localization relies on sound maps that reflect the loudness, 
continuity, and pitch of multiple sounds. 

Experiments considering falling cans and stones were 
considered to simulate sounds of a collapsing building. The 
experimental results suggest that, using the proposed method, 
collapsing floors and walls attributable to the damage and 
deterioration of buildings can be localized. Moreover, the 
mechanism of building collapse may be analyzed and clarified by 
using the proposed method. 

The proposed method for building health monitoring using the 
sound measurement will be used to continuously monitor building 
No. 30 of Gunkanjima, Japan, and the building monitoring data 
will be collected. In addition, we will further improve the accuracy 
of sound localization. 
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 We propose and analyze new impedance matching schemes to enhance applied voltage to 
an optical modulator and light modulation for a subcarrier multiplexed light transmitter or 
a radio-on-fiber transmitter that carries radio-frequency signal through an optical fiber. 
Our proposal includes two methods using a quarter-wavelength impedance transformer 
and a tapered microstrip line for impedance matching between a driver circuit and an 
electro-absorption modulator. Simulation results for both two schemes show that large 
enhancement is observed for 20 GHz and lower frequency and that some resonant boosts 
are observed for higher frequency as well. Discussions are described to design a circuit 
with improved performances. It is shown that our schemes can drive the electro-absorption 
modulator at a voltage higher than 1 V that is sufficient to drive the modulator.  
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1. Introduction 

The use of optical fiber network has become more popular to 
send both broadband digital data [1] and modulated radio 
frequency (RF) signal [2]. The latter is referred to as radio-on-fiber 
(RoF) technology, where the signal is transmitted as subcarrier-
multiplexed (SCM) laser light. The digital network requires optical 
devices such as a laser diode (LD), a light modulator, and a 
photodiode to have broadband response. In contrast, the RoF 
network does not require such broadband response but requires 
only a few spot-frequency or segmented-frequency responses. 
Such RoF systems are employed in a network between a data 
center and an access point for cellular services, where radio carrier 
frequency becomes higher, especially at the fifth generation 
cellular services using a Ka-band [3]. In addition to these services, 
some satellites employ a Ku-band so that the use of optical fiber 
link is practical between an antenna and a control site in an earth 
station. For example, some small cube satellites, developed by 
universities and consortiums, sent the Ku-band signals to earth 
stations in its downlink system [4]. A RoF link was employed in 
the earth station to reduce RF signal loss in conventional coaxial 
cables [5-7]. In addition to the low link loss, the optical fiber will 
benefit us in many aspects such as weight and cost. 

 To achieve a higher frequency operation and to avoid chromatic 
dispersion in an optical fiber, an electro-absorption modulator 
integrated laser diode or an externally modulated laser (EML) 
would be one of the strong candidates to develop a SCM 

transmitter. The EML is monolithic integration of an electro-
absorption modulator (EAM) and a distributed feedback laser 
diode (DFB-LD), as shown in Figure 1. A current source is 
connected to the DFB-LD to obtain continuous laser light and a 
digital or a RF source to the EAM to obtain modulated light. The 
EML emits SCM light when the RF signal is applied to the EAM. 
Both the optical devices can concentrate on either high-speed 
modulation or single-mode emission of laser light [8, 9]. Most 
EMLs are designed for 1.5-µm wavelength networks and are 
widely used in commercial optical networks due to their 
performances, compactness, and reliability. In addition to the 
commercial optical networks, they are applied to the shorter-
length, high-throughput  Ethernet  services  [10-12],  which makes 
an optical transmitter smaller in size and compatible with optical 
transmitter standards. Challenges have been done to develop a 1.3-
µm wavelength device [11].  

A link length limit due to chromatic dispersion has been 
analyzed for the RoF link in the satellite earth station that employs 
the EML [13], which is different from the digital network systems. 
Effort has been made to achieve a more-functional device such as 
radio frequency conversion in the SCM light [14]. 

One of the interesting approaches to enhance the response of 
EMLs is the use of via connection in three-dimensional substrate 
to mount the EML [12]; however, this technique needs the state-
of-the-art manufacturing process. On the other hand, this paper 
focuses on a passive transmission line between a RF source and 
the EAM, as shown in Figure 2. The EAM is a reversely biased 
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diode with an external resistive load of 50 Ω in general. The 
conventional 50-Ω matching may be a bottle neck for driving the 
device. Our idea to overcome this issue is a simple matching 
scheme such as a quarter-wavelength impedance transformer 
(QIT) and a tapered microstrip line (TML) that can match the 
driver and the modulator with different impedance [15-17]. Hence, 
we can increase the external load resistance to increase the applied 
voltage to the modulator and its modulation index.  

Our proposed scheme is described in Section 2 and some 
results in Section 3. We discuss characteristics and features of the 
QIT and TML in Section 4. We will conclude this paper in Section 
5. 

 
Figure 1: Cross Section of an Electro-Absorption Modulator Integrated Laser 

Diode (EML) and Power Sources 

 
Figure 2: Schematic Model Including a RF Source, a Transmission Line, and an 

EML 

2. Proposed Structure and Circuit Model 

A circuit around the EML is shown in Figure 2. A RF signal is 
transferred from a RF driver to the EAM in the EML through a 
microstrip line. Impedance of the driver, the EML, and the 
microstrip line is 50 Ω in general. We should notice the reversely 
biased EML has very high impedance but it can be impedance-
matched by using an external parallel resistance of approximately 
50 Ω. We could choose favorite impedance if the entire circuit can 
be matched by other methods. We propose the use of QIT and 
TML that are shown in Figure 3 (a) and (b), respectively. The QIT 
must follow equation below 

Z0
2  = Ζ1 Ζ2                  (1) 

where Z0 is microstrip line impedance, and Z1 and Z2 impedance of 
the RF driver and the parallel load to the EAM, respectively, and 
the microstrip line length must be a quarter of a wavelength (λ/4) 
or multiplied length by odd numbers (3λ/4, 5λ/4…).  If the TML 
is long enough and if the impedance at the both end matches with 
adjacent circuits, no electric reflection occurs at the boundaries. 

 

 
Figure 3: Structure of the Transmitter with (a) a Quarter-Wavelength Impedance 

Transformer (QIT) and (b) a Tapered Microstrip Line (TML). 

 
Figure 4: Equivalent Circuit Consisting of a RF Source, a Transmission Line, 

and an EAM. 

Figure 4 shows the entire equivalent circuit of the driver, the 
RF transmission line and, the EAM. A symbol, VRF, on the left 
hand with its load impedance Z1 is the RF driver and the next the 
reverse voltage source, where the both sources are connected to a 
RF line Z0 through a bias-tee of C1 and L1. The RF line Z0 is placed 
on the center to connect the RF source and the EAM. All the 
electric signals, dc and ac, pass through Z0 to the EAM section 
consisting of two inductors, one resistor, and two capacitors; L2 
and L3: inductances of bonding wires to the microstrip and to the 
external load, respectively, Rp: a resistance of electrode, Cmesa: a 
capacitance of the modulator diode, and Cpad: a capacitance of an 
electrode pad. An external matching resistive load Z2 is connected 
to the EAM in parallel. In our simulation, we used the values as 
follows: VRF=1 V, Rp =5 Ω, L1=79.4 µH, L2=0.11 nH, L3=0.04 nH, 
C1=51 nF, Cpad=0.029 pF, Cmesa=0.45 pF. These values have been 
obtained from measurements or theoretical calculations. Other 
parameters will be described when they are needed. We assumed 
the central operation frequency to be 28 GHz, one of the fifth 
generation cellular service bands. We analyzed the proposed 
circuits by using a circuit simulator LTspice. A tapered microstrip 
line circuit model was not available so that cascaded, stepped 
microstrip line (Tline) models, shown, in Figure 3(b), were 
employed instead. The number of steps was five. As a result, we 
were able to use the LTspice circuit models including Tline for all 
the components. Any commercially available substates were not 
assumed except for MEGTRON7 to have general discussions in 
this paper. 

If we assume that the DFB-LD in the EML is operated with an 
automatic-power-control current supply, the DFB-LD emits 
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continuous single-mode laser beam. The EAM modulates the laser 
beam into SCM laser light that carries information of RF signal. 

3. Simulation Results 

3.1. Results for Quarter-wavelength Impedance Transformer 

 Assuming a dielectric constant of the substrate as 3.4 and the 
output impedance of EML, Z2, as 50 (gray), 70 (blue), or 100 Ω 
(orange), we calculated terminal voltage spectra for circuits with 
QIT, as shown in Figure 5. Here, the impedance of the RF driver, 
Z1, can be calculated as 50, 35.7, or 25 Ω by using Eq. (1). The 
terminal voltage is defined by the voltage across the EAM. The 
voltage at the lower frequency or at the left edge in Figure 5 is 
higher for the higher impedance and the enhancement ratio is 
nearly  proportional to Z2.  This tendency can be found at most of 
the frequency ranges between 1 and 20 GHz. The enhancement is 
obtained simply due to higher voltage division in Z2. The voltage 
curves decrease as the frequency becomes higher in a case,  Z2 = 
50 Ω,  which  is the same  with the  conventional  structure,  while 
some peaks are found for Z2 of 70 and 100 Ω. The peaks are 
obtained at 6.1, 30, 60, and 92 GHz for Z2 of 100 Ω.  In addition to 
the simple boost of the voltage in the lower frequency range, we 
obtained response peaking in the higher frequency range, which is 
due to resonance by some inductive and capacitive elements.  

We obtained powerful voltage boost by using the QIT 
microstrip line between the driver and the EML with the load 
impedance  higher  than  50 Ω,  as  expected.  The resonant peaks 
enable the applied voltage boost at three or four frequencies.  

 
Figure 5: Spectra of the Terminal Voltage across the EAM when the QIT is 

Employed.  

 
Figure 6: Spectra of the Terminal Voltage across the EAM when the TML is 

Employed.  

3.2. Results for Tapered Microstrip Line 

Figure 6 shows the calculated terminal voltage spectra for the 
circuit including the TML. The results are the same with the results 
of QIT circuit qualitatively. In the lower frequency range, the 
terminal voltage is amplified with magnification of Z2/Z1 
approximately, which means that we can obtain higher voltage 
from the higher impedance of Z2. In the higher frequency range, 
fewer number of resonant peaks are found and their amplitudes are 
smaller even if they exist. The peak at 6.4 GHz is observed as very 
similar to the results of QIT while two lower peaks are observed at 
41.7 and 79.8 GHz for Z2 of 100 Ω.  

When we have to determine which circuit we should adopt, 
we have to note that both will function at the same performance 
for frequencies lower than 20 GHz but that the details differ 
between the QIT and the TML. The QIT exhibits a higher voltage 
or a high light modulation index when we manufacture all the 
devices and a circuit, as specified and as designed. If we are not 
able to manufacture the devices as specified nor as designed, the 
TML would be a good choice since it allows some margin in the 
resonant frequencies to provide lower and broader peaks.  

For clearer comparison, we show terminal voltage dependence 
on the load impedance Z2 for a frequency at 1 GHz (blue), the first 
resonant frequency near 6 GHz (orange), and the second resonant 
frequency near 30 GHz (gray) in Figure 7.  The plots and lines are 
overlapped for the two models of QIT and TML at 1 GHz and the 
first resonant frequency while they differ at the second resonant 
frequency.  

 

Figure 7: Terminal Voltage Dependence on the load impedance Z2. 

The terminal voltages always increase as the load impedance 
becomes higher. All the lines are linear in a Z2 range between 50 
and 100 Ω; however, the number of calculated points of the load 
impedance is limited to only three. Thus, we can double the 
voltage at 1GHz and the first resonant frequency when we employ 
a load impedance of 100 Ω other than the original 50 Ω. When we 
pay our attention to the second resonance, we should choose the 
QIT model (solid line) since it provides much higher voltages than 
the TML model (broken line). In both cases, the terminal voltages 
are even higher with the 100-Ω load than the voltages with the 
original 50-Ω load. Our ideas are worth applying to the optical 
transmitter especially when we consider that the second resonant 
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frequency, 30 GHz, is within the fifth-generation cellular service 
band. 

4. Discussion 

 Difference of the improvement between the two proposed 
structures, QIT and TML, is small at a 20-GHz frequency and 
lower.  However, we should analyze the results in the previous 
section for better performance at higher frequencies. Resonant 
frequency dependences on the order of the resonance are shown in 
Figures 8 and 9 for the QIT and TML, respectively. We plotted 
these figures, assuming dielectric constants to be 3.4, 10, and 15, 
where some parameters of MEGTRON7 were adopted for the 
constant of 3.4. We took account of dielectric losses due to the 
substrates. The load impedance to the EML, Z2,  was assumed to 
be 100 Ω. The number of the orders is larger within the plotted 
frequency range as the dielectric constant becomes larger. The 
number of plotted points are three, four, and, five for dielectric 
constants of 3.4, 10, and, 15, respectively, as shown in Figure 8. 
The relationship between the resonant frequency and the order is 
close to a linear function. The number of the points for the QIT is 
larger than that for the TML. We obtained the dependency on the 
dielectric constant, the order of resonant peak, and the type of the 
matching structure, which provides us more flexibility in designing 
and manufacturing the matching circuits.  

The results described above focus only on the resonant 
frequency; however, the terminal voltage at a resonant frequency 
is of importance as well. Figures 10 and 11 show a voltage across 
the EAM versus a resonant frequency for the QIT and TML, 
respectively. The employed parameters are the same with those for 
Figures 8 and 9. The figures include results for the conventional 
50-Ω-matching circuit.  The curves are overlapped for all the three 
dielectric constants and the voltages are inversely proportional to 
the logarithmic plot of the frequencies, as shown in Figure 10. At 
a 30-GHz  frequency  near  the fifth  generation  cellular  band,  the 
terminal voltage of 0.34 V is achieved for all the dielectric 
constants. We obtained only 0.2 V from the conventional structure 
in contrast. Similar results are obtained for the TML, as shown in 
Figure 11. Here, we have to note the terminal voltages are 
dependent on a dielectric constant at the TML model. The lower 
dielectric constant substrate provides us higher voltage.  

 
Figure 8: Resonant Frequency Dependence on the Order of Peak for the QIT 

Model.  

 
Figure 9: Resonant Frequency Dependence on the Order of Peak for the TML 

Model.   

 
Figure 10: Terminal Voltage across the EAM versus Resonant Frequency for the 

QIT Model.  

 
Figure 11: Terminal Voltage across the EAM versus Resonant Frequency for the 

TML Model.  

Numeric analysis has been successfully done for the proposed 
structure that employs a higher impedance load in parallel to the 
EAM. In addition, we analyzed the behavior at higher impedance, 
Z2, for the QIT. Figure 12 shows a terminal voltage dependence on 
a resonant frequency for the QIT circuit with the impedance Z2 of 
500 Ω. The tendency is similar qualitatively with the previous 
results. It should be noted that the terminal voltage becomes 
approximately 5.5 times those obtained from the conventional 
circuit. The voltages at resonant frequencies 30 and 60 GHz are 
1.05 and 0.52 V, respectively, which are sufficient to drive the 
EML and to transmit the SCM laser light. This trial  may not be 
applied to the TML model unfortunately since such a high-
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impedance microstrip line cannot be fabricated on a typical 
substrate. 

 
Figure 12: Terminal Voltage across the EAM versus Resonant Frequency for the 

QIT Model, Assuming the Load Impedance, Z2, is 500 Ω.  

5. Conclusions 

We have proposed new structures to boost applied voltage to 
the EAM and its modulation index in a SCM or RoF transmitter 
that carries radio-frequency signal through an optical fiber. The 
two proposed models employ a QIT and a TML, both are capable 
of impedance matching for two adjacent devices with different 
impedance. Our analysis has been done numerically by using an 
electronic circuit simulator. Comparing with the conventional 
circuit, the voltage applied to the modulator increases 
approximately at the ratio of the load impedance to the 
transmission line impedance at 20 GHz and lower frequency in 
both the structures. Due to the capacitive and inductive elements 
in a circuit, some resonant peaks were found at higher frequency 
in both the models. The applied voltage to the EAM is enhanced 
at the resonant frequencies. 

To further improve performances, we have analyzed 
characteristics of our models with parameters of dielectric 
constant of substrates and load impedance. The results are similar 
between the two models. The impedance of the QIT microstrip 
line is constant and a standard one of 50 Ω. On the other hand, the 
impedance must be varied in a wide range from Z1 to Z2 on a TML 
substrate, which might be difficult to fabricate in some cases. We 
should note the matter described above in designing a circuit.  

It is finally concluded our proposal does not require any active 
device but that it can enhance the voltage across the EAM and 
modulation index of the SCM light. This technique would be 
easily applied to most of the light transmitters such as a direct 
modulation laser and a Mach-Zender light modulator. In addition, 
this kind of RoF link would be applied to higher-frequency 
applications [18]. 
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 Lean Six Sigma (LSS) is a renowned approach for boosting operational excellence and 
competitive advantage through integrated core objectives of value creation and variation 
reduction. Despite its proven benefits in many leading companies, LSS implementation in 
the food sector is still behind compared with other sectors. LSS implementation is costly, and 
most businesses have failed due to a lack of preparation and an unsupportive organizational 
culture. Therefore, there is a need to identify LSS readiness factors that suit the food sector 
to minimize the risk of implementation failure in the industry. The current study concentrates 
on the LSS pre-implementation phase to determine the competency criteria to adopt LSS 
customized for the food business. This study will explore the LSS readiness criteria during 
the pre-implementation stage and critical success factors (CSFs) during the implementation 
stage in the food sector through Lewin's Change Theory. Twelve food sector employees who 
were associated with quality management activities were interviewed using a semi-
structured approach. The interview was recorded, transcribed and the transcription was 
analyzed using content analysis. The results showed six readiness themes in the food 
manufacturing sector with twenty-nine LSS readiness attributes, while seventeen factors out 
of thirty-one CSFs for the LSS at the implementation stage. The identified readiness factors 
are management commitment and leadership (ten attributes), organizational culture (nine 
attributes), employee involvement (six attributes), process management (four attributes), 
project management (four attributes) and external factors (three attributes). Through Pareto 
analysis, the most prioritized CSFs are from top management and leadership and employee 
involvement themes, with the training program being identified as the most important LSS 
CSFs (85%). This study will serve as a foundation for a benchmarking tool for managers to 
improve the effectiveness of an LSS implementation in the food sector. 
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1. Introduction   
A strategic business plan is required in the food sector to 

minimize the process errors that would impact the product quality. 
This study which, is an extension of work initially presented in 
the 2020 IEEE International Conference on Industrial 
Engineering and Engineering Management (IEEM), addresses 
Lean Six Sigma (LSS) application as the approach. Recently, 
there was an increase in quality and lower-cost products demand. 
The food business experienced challenges due to high customer 

expectations, strict food standards, and a competitive market [1]. 
Furthermore, the food businesses have been combating waste that 
can occur at any point in the supply chain [2]. But waste 
elimination requires a structured way of thinking, where new 
manufacturing initiatives should be considered a valuable 
innovation for the food businesses. Since 2000, the model for 
integrating Lean and Six Sigma has been sought by the 
organization globally to improve process performance, maximize 
profit and minimize operating costs [3]. Lean has a role to reduce 
non-value-added activities, which is also considered waste in the 
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customer's eyes. Whilst Six Sigma is viewed as a problem-solving 
methodology focusing on making a process effective by reducing 
process variations [4]. The hybrid of LSS depicted the mixture of 
best values of these two effective approaches, enabling both 
variations and waste reduction across the process [2, 3]. In [4], the 
author confirmed the prominent advantage of LSS projects in this 
sector mostly is cost saving. This is what drives and motivates 
quality executives in the food sector to continue their CI efforts, 
however, there is another motivation such as the need to abide by 
the laws and regulations. By reducing overfilling confectionary 
cream that can be expensive [2], LSS enabled food companies not 
to distribute underweight food products which can cause them to 
be penalized.  LSS activities also encourage circular economy 
activities by decreasing waste of overfilling cream [5]. 

Studies have highlighted that the food business has been 
slower to adopt the LSS mindset and has remained passive 
compared to other industries [4] and [6]. The reason is that the 
cost of products is relatively low compared to the cost structure of 
the business [7],  prioritization on the strict regulations that 
characterize the food sector [8], the nature of the food sector being 
conservative towards change.  

The perceived management difficulties that the businesses in 
this sector encounters, for instance resistance to change, may be 
mitigated through LSS preparedness evaluation outlined by 
organizational change theory [9]. Resistance to the new effort 
such as LSS, occurred  at various levels within an organization. It 
considered as a significant issue that could result in the failure of 
LSS implementation [1], [10] and [11]. Thus, the importance of 
conducting an assessment on the state of LSS readiness prior the 
implementation need to be highlighted, because preparedness is 
one of the LSS implementation success factor by [11]. It also will 
facilitate the effort to integrate LSS with management innovation 
such as digital technologies [12]. The pre-implementation stage 
receives insufficient attention compared to the LSS 
implementation phase elements, such as crucial success factors 
(CSFs) and barriers.  

Thus, this paper aims to investigate the factors that contribute 
to LSS preparedness customized to the food context. Variables 
contributing to the preparedness of LSS and their impact on food 
sector readiness for LSS implementation must be determined  to 
achieve this research aim. 

2. Literature Review 

2.1. Lewin's change theory  

Readiness study was pioneered by [13] to technological 
adoption, in which he established that the term is semantically 
contrary to the resistance to change. [14] associated readiness for 
a practice that promotes organizational transformation by 
minimizing inhibitors of success or uncovering the important 
points to improve the success of the change. Based on Lewin's 
theory of change model, it is appropriate to explore the factors 
contributing to unfreezing and freezing phases to drive any kind 
of change [15]. Unfreezing refers to accepting the need to make 

the change and preparing the people ready for the change [15]. By 
adopting the theory, this study intends to understand two phases 
of the theory which are the unfreezing, followed by the change 
phase. in the context of LSS as depicted in the research framework 
in Figure 1. Several studies have identified the importance of 
readiness outside of the implementation process and encouraged 
the longevity of the LSS system [10]. Due to the large venture 
capital and continuous commitments involved with the adoption 
of LSS, the company should tactically plan to avoid misspending 
on CI activities [6] and [16]. Furthermore, the understudied LSS 
issue especially reluctance towards change, high turnover and 
complacency of current process performance, are highly involved 
in the two phases of Lewin's change theory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Research framework 

3. Methodology 

Based on the current body of knowledge, there is no research 
addressing the preparedness of LSS in the context of the food 
business. This study is primarily an inductive qualitative 
investigation based on semi-structured interviews comprising 
practitioners from twelve different food firms familiar with LSS. 
The inductive approach used in this study appreciates the insights 
and views of the interviewees as data [17]. This study is filling the 
gap of knowledge on LSS preparedness in the food business, 
necessitating a qualitative semi-structured interview rather than a 
quantitative technique commonly employed in readiness studies in 
other industries [3]. The research process was guided by the 
iterative qualitative data analysis model by [18], which comprises 
data collection, data reduction, data coding and analysis and 
conclusion, contribution, limitation and future research agenda. 
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3.1. Sampling 

This study applies purposive sampling to choose a suitable 
sample using the criterion technique. Respondents involving food 
practitioners that are familiar with LSS and involved in CI 
projects [19] as depicted in Table 1. The size of a food business 
can have a causal relationship to LSS implementation 
effectiveness [6] and [20]. Hence, one of this study's sampling 
criteria is the experts working in a big company [6]. The interview 
guideline was created to not only to minimize bias but direct the 
interview sessions. Then, a pilot interview was carried with three 
respondents, which was shown by [21]. The interview is inductive 
in nature, maintaining an adaptive approach to give the chance for 
probing the questions based on the answers given. 

Table 1: Details of the experts 

Respond
ents 

Current 
industry 

Position Experien
ce in the 
food 
sector 
(year) 

Role in LSS 

E1 Cooking 
oil 

Operational 
Excellence 
Manager  

9  LSS Black Belt 

E2 Dairy  Production 
Manager 

14  SS Green Belt  
Lean Black Belt 

E3 Dairy  Process 
Engineer 

7  LSS Green 
Belt 

E4 Fats Assistant 
Manager 
Quality 

9  LSS Green Belt 

E5 Beverages Production 
Engineer 

7  LSS Green Belt 

E6 Butter Continuous 
Improvement 
Manager 

1  LSS Black Belt 

E7 Dairy  Operation 
Manager 

15  LSS 
Black Belt 

E8 Dairy  Operation 
Manager  

15 LSS 
Black Belts 

E9 Beverages Quality 
Assurance 
Executive
  

2 Certified Quality 
Engineer 

E10 Confection
ary 

Value Stream 
Manager 

13 LSS Green Belt 

E11 Oils Supply Chain 
Manager 

9  LSS Green Belt 

E12 Meat and 
poultry 

Quality 
Assurance 
Manager 
  

10 years Six Sigma 
Green Belt 

3.2. Data collection 

There are two steps of data collection involved in this study. 
The first step is three pilot interview sessions were conducted as 
outlined by [21] in the literature, followed by the twelve semi-
structured interviews using revised interview protocol. The 
interviews lasted ranges 60 to 180 minutes and were conducted 
face-to-face in the English language. Interviews were performed 
using a checklist, with notes and commentaries inserted 
throughout the session. With the participants' permission, the 
researcher recorded the interview sessions and comprehensive 
notes taken during the sessions. In grounded theory, the sample 

size cannot be established in advance because it is dependent on 
the emerging theoretical categories [22]. The theory becomes 
evident when gathering new data no longer sparks new theoretical 
insights of the theoretical categories [8]. The twelve interviews 
with practitioners resulted in data saturation due to data overlap 
and no new insight materials being offered after the ninth 
interview, exhibiting the aspects of data saturation [21] and [22]. 
Despite reaching data saturation with the tenth respondent, the 
researcher conducted two additional interview sessions to confirm 
that no new information emerged, as shown in Figure 2. 

 
Figure 2: New LSS readiness codes generated at each interview 

3.3. Data coding and analysis 

Shortly after the interview, the interview sessions were 
familiarized and verbatim transcribed before the process of data 
reduction. The data was analyzed following the abductive 
approach, which combined interpretative content analysis and 
deductive themes identification [18].  The data was transcribed 
using software QSR Nvivo 12, and a field note was used to 
complement the transcription. The transcripts of the interviews 
were familiarized during data reduction, and the coding procedure 
was carried out to identify appropriate data pertinent that 
appropriate with the topic, as described by [18].  

There are three fundamental coding modes in grounded 
theory: open, axial, and selective [22]. In open coding, the 
transcribed interviews are accurately conceptualized into 
appropriate readiness themes. The researchers were able to infer 
new meanings from the data collected using inductive coding, 
while the research objectives guided the emergent coding. During 
the axial coding phase, the content from the open coding themes 
was then assessed to develop linkages between the themes. The 
themes that resulted from the axial coding describe the emergent 
pattern in the LSS implementation and organizational readiness to 
change theory. Selective coding was conducted as the final step, 
where the purpose is to identify the core themes of the LSS 
readiness framework. 
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Comprehensive data analysis and explanation were 
performed to verify and clarify previously developed logical 
findings. The four components of [23] were applied to this 
investigation to guarantee the data presented was reliable. The 
causal map depicting the causal relation of readiness factors is 
developed based on inductive data analysis [24], [25] and [26]. 
The map depicts connected links by arrows, that showed the 
reviewers' inferred causality [25]. Descriptive analysis through 
Pareto analysis was conducted to identify the most important LSS 
CSFs. 

4. Results 

The determination of the key factors of the LSS pre-
implementation stage will be conducted with consideration at 
both the 'unfreezing' and 'freezing' stages outlined by several 
readiness studies [27]. The findings revealed CSFs that could help 
coordinate LSS implementation in the context of the food sector 
during transitional periods [4]. 

4.1. Readiness factors in the food sector 

Through the qualitative evaluation of employees in the food 
sector that has been practicing LSS, this study gathered a lot of 
data about the influence of LSS readiness criteria. When 29 
readiness factors were identified through the interview process, 
the results of the interviews were described in terms of the highest 
number of mentioned readiness factors by those who took part in 
interviews. 

The result shows that management support has topped all the 
identified LSS readiness factors. The respondents stated 
leadership and management are both have a critical role in LSS 
deployment. Top management is highly suggested to 
communicate their vision on LSS adoption and set realistic targets 
for the LSS program in the company. In the food sector, effective 
communication by the top management is one of the critical 
ingredients in encouraging the employees' involvement in the LSS 
related activities under their strict quality assurance programme. 

The result shows that, although the regulations and industry 
standards outline the most quality programmes in the food sector, 
the top management has a critical role in developing the urgency 
towards the LSS adoption at the organizational level. According 
to respondent E7, senior management should keep a consistent 
cadence when encouraging the industry to adopt LSS. Top 
management support can be viewed by their overall knowledge 
on the "why" and "how" LSS implementation can contribute to 
their operational performance and company's bottom line and 
subsequently oversee towards business excellence. 

The second critical readiness factor is financial support 
allocated for the program's implementation and its continuation in 
the company. Financial investment is the most important type of 
support from upper management, as it has a cascading effect on 
other readiness factors. For example, as reflected in Figure 3.0, 
each dimension may correlate with each other, and these findings 
may suggest there is a correlation between the financial resources, 
training, reward and recognition, and investment in essential 

resources (trainers, machines, and software) under top 
management support theme.  The respondents highly suggested 
the top management should be eager to spend in LSS activities 
including appreciation programs, soft and hard technologies, 
training and contracting advisors to facilitate LSS implementation. 

Two emerging readiness factors in the context of the food 
manufacturing industry. Respondents E3, E5, E7, E8, and E9 
pointed out the appointing a change agent to lead the LSS 
readiness phase is particularly critical in the food business. The 
purpose is to ensure the LSS initiation is guided and have a 
smooth transition between the pre-implementation and 
implementation stages. The assignation of the LSS champion as 
the change agent was implemented at the implementation phase 
reflected the initiation of the LSS journey of the business [28].  

Another newly identified readiness factor in the study is top-
level management awareness of the importance of LSS 
implementation. Top management should understand the demand 
for LSS implementation in their business and fully comprehend 
the reasons for embarking on the LSS. The top management was 
well-informed, primarily about the importance of a compulsory 
food safety programme in the food businesses depending on the 
type of food commodity. However, a brief LSS awareness session 
for the top management is suggested in the food sector to obtain 
the buy-in, commitment, and engagement in the LSS programme.  

According to the vast majority of respondents, the ability to 
identify and maintain skillful human resources in LSS is essential 
for the successful implementation of LSS initiatives. Companies 
that initiate LSS with poor understanding and skills are deemed to 
fail to sustain the programme. The need for external experts is 
critical in educating theoretically and practically the team 
members because the training programme in class would be 
insufficient given the LSS project duration of six months, which 
would necessitate project consultation with the coach. According 
to E1and E2, it is common for the food companies to have the 
same staff becoming the internal expert for both, food safety and 
continuous improvement activities.  

According to E3 and E8, the food industry has been 
characterized as a complex industry, that could be a factor in the 
effectiveness of LSS. The industry's complexity included 
industrial norms and standards, raw material types, procedures 
involved, and critical-to-quality performance monitoring. As 
respondents advocate updating machinery and software to 
examine the capability of measuring variations and performances 
of critical-to-quality characteristics, common concerns in 
production (e.g. long waiting duration when devices break down) 
must be considered. 

Respondent E2 advocated that the LSS should be 
implemented within a realistic, feasible, and achievable time 
frame, with awards and recognition included in the continuous 
improvement programme. As a result, respondents recommended 
that relevant guidelines be developed as a handbook to direct the 
organization's implementation of the LSS.  
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The involvement of qualified personnel in the quality 
management project is a significant indicator of preparedness at 
the LSS level. Identifying and training the right applicant would 
result in the addition of extrinsic value to the organization. 
However, several respondents emphasized that senior 
management has an ultimate say to choose the change 
agent/champion and let the decision of the project team's 
appropriate members to the champion. Typically, team members 
appointment happened at the implementation stage of the LSS.  
However, the respondents suggested that the existence of 
nurturing the top talent in the company should already have 
existed.   

"It is critical to choose the suitable employees for the LSS 
belt training to see the return of investment of the training" (E6). 

In the LSS implementation, having top talent is believed to 
have a better result, attracting more talent where it motivates the 
other employees to get involved [28]. 

Respondents E6, E7, E9, and E11 asserted that increasing 
LSS awareness would improve employees' willingness to adapt in 
favour of LSS implementation. It is agreed by the respondents that 
the employees will embrace better on the program when their 
understanding of the principal and advantage of LSS towards the 
business and themselves. LSS should be introduced as early as in 
tertiary education, where E5 stated that LSS can be embedded 
under related subjects in food bachelor degree program such as 
Operation Management, Quality Management and Supply Chain 
Management. 

Additionally, several respondents indicated that specific 
tactics should focus on different projects. Implementing LSS 
should not be viewed as the answer for all production process 
issues. The importance of selecting the correct process and project 
contribute to the subsequent LSS adoption direction in the 
company. According to [3], project prioritization should be done 
in considering the best products in the business, contribution of 
the project to bottom-line saving and profit, contribution of the 
project to growth and impact of the project on the sustainability 
enhancement. 

E9 warned that lack of LSS awareness would risk the success 
of the LSS adoption. In the food sector, interest in LSS can be 
nurtured through the other quality-related activities in the 
businesses, for instance, quality assurance and food safety 
activities. Another significant issue identified is the process for 
forming teams for CI activities, as they are considered as the main 
personnel accountable for quality improvement projects. 
Typically, food companies commonly will have a food safety 
team that adhered to both food safety and quality improvement 
issues. 

Process management's fundamental notion is to understand 
quality criteria from the eyes of the customer. The guidelines and 
suggestions from LSS projects should be aligned with customer 
demands and the characteristics of each commodity in the food 
sector. E6 indicated that government assistance, such as 

establishing LSS awareness campaigns for the business, can be 
crucial in its readiness. The government can assist by engaging 
industry players through experience-sharing workshops and 
learning visits to LSS projects that have been successful as 
benchmarks and case studies. 

4.2. LSS CSFs in the food sector 

The findings indicated that 31 identified factor nodes 
contributed to the success of LSS implementation. The number of 
the codes was analyzed using Pareto analysis to determine their 
frequency and criticality under 80/20 rules. In [1], the author 
suggested that Pareto analysis helps classify "vital few" success 
factors from "trivial many," which focus on the factors to 
accentuate the desired goals.  

Figure 3.0 shows that 17 CSFs were identified as the 
prioritized factors for the success of LSS implementation through 
80/20 rules. The food sector context identified training 
programmes as the most critical factors, followed by top 
management support, financial resources, communication 
structure employee involvement and as the top five main success 
factors for LSS implementation. Some of the CSFs are correlated 
and linked from the "unfreezing" stage to the "freezing stage" of 
LSS implementation.  All of the LSS readiness factors in Figure 
3.0, such as external factors (EF), employees involvement (EI), 
organizational culture (OC), management support and leadership 
(MSL) and project management (PM) are the common factor 
identified at the readiness and implementation phase of LSS.  

Based on the prioritized CSFs, a causal mapping in Figure 4 
developed based on the interview sessions showed that the 
potential of some of the factors have an impact on the emerging 
of other factors as the critical factor for the LSS program to be 
successful. 

The respondents mentioned the training program has the most 
causal impact on successful LSS adoption, especially in this 
industry. Three distinct factors arose from the training: coaching 
and mentoring, LSS awareness and understanding level of LSS.  

"Our LSS training programmes will include coaching and 
mentoring session as our company has hired in-house trainers to 
train the Green Belt/Black Belt programme for our 
employees."(E1) 

 "LSS basic training is crucial to create awareness among 
employees and their critical roles in LSS implementation." (E5) 

"I would say continuous training for the employees is critical 
to increasing their understanding of the function and benefits of 
each LSS tool." (E12)  

One of the most critical factors following the training 
programme was the support and commitment of senior 
management on LSS projects. Respondent E12 mentioned that the 
requirement of LSS project approval highly depends on the top 
management vision and buy-in of the project.  
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"If there is new management, there must be massive support 
from the top to ensure they acknowledged and understand the 
benefits of current initiatives. When management is willing to 
invest in LSS projects, I would say they are supportive." (E7) 

"I think that management support is influenced  by their 
awareness on the advantages of LSS projects." (E10) 

Another important factor to consider is the availability of 
financial resources and the budget allocation communicated by 
the top management to implement LSS initiatives. Another 
emerging factor that is relatable to the allocation of funding is the 
rewards and recognition. Respondents stated that their company 
allocates a budget for rewarding the employees and investment in 
cost-saving projects, which serve as a driving factor in making it 
a successful project. Another respondent responded on this issue: 

"Having a strong financial capability to invest in systems, 
training, the hiring of trainers, and software is critical for any 
organization, in my opinion." (E2)  

"LSS projects necessitate investment on the part of the 
management, particularly in terms of staff training and 
programme maintenance." (E6)  

Another major component that contributed to the success of 
the LSS initiative in the food business was the participation of 
employees. In response to respondent R1, he stated that his 
company engages their employees by empowering them through 
hands-on training to provide the best exposure to them in the 
workplace. E7 stated that employee involvement led to awareness 
and an increased understanding of the LSS concept and benefits 
among those who worked for the company. Respondent E11 
revealed that his company allows shop-floor employees to 
participate in decision-making, motivating and building trust 
among employees and management. 

Medium of communication was identified as one of the most 
important CSFs that can be implemented to achieve a good result 
in the food business for successful LSS implementation. An 
effective communication program is essential, especially in 
convincing top management. He stated that top management roles 
in communicating the LSS strategic thinking to all departments 
are critical.  Besides, it was to ensure the awareness of employees 
on LSS initiatives is under the same vision of the management. 
Other respondents stated that: 

 
Figure 3: Pareto chart of CSFs of LSS implementation in the food sector 
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"The acquisition is having a simple briefing to the shop floor 
to deliver the standard procedure of the LSS projects and ensuring 
that they are aware of how these projects will impact them is 
critical" (E8). 

The Pareto chart in Figure 3 also revealed that the LSS 
enablers for the food sector mainly comprised of soft factors. The 
change process has an impact on any form of factors that could 
lead to the LSS implementation success in the food sector, 
including the “support from the government” and customer focus 
business. Some of the quotes being mentioned by the respondents: 

"The government should provide help and support by 
rewarding those who complete successful LSS projects in a 
competition or by providing financial assistance to those who 
attend LSS training. Sources of coaches from other successful 
industries should be able to be an eye-opener" (E10) 

"The LSS concept is driven by the ability to accrue the trust 
of the customer through value creation and variation reduction. 
The project should be tailored to the specific customer to ensure 
that it meets all of the customer requirements." (E1, E5). 

5. Discussions 

5.1. Readiness factors and their causal relationship 

It was claimed that there is a necessity to explore critical and 
readiness factors for each sector because the nature and operations 
of various businesses may differ in terms of their factor, 
applicability, and value to the business [29]. The food sector's 
distinguishing traits, including the obligation to comply with strict 

food legislation rules, necessary cleaning of machinery and 
production sites, and the rapid changeover of various products, 
can impede the success and readiness of adopting LSS [2] and 
[30]. 

Venturing into LSS implementation necessitates high budget 
and continuous efforts, mandating strategic planning focused on 
the essential criteria during the pre-implementation stages to 
avoid overspending or underspending on CI operations [6, 11].  

The findings revealed that management support and 
leadership, organizational culture readiness, employee 
involvement, process management, project management, and 
external interactions all impacted the preparedness of the LSS 
program. Figure 5 depicts the identified preparedness criteria to 
demonstrate the relationship between them. 

5.1.1. Management support and leadership (MSL) 

Management support and leadership was identified as the 
most critical factor at the pre-implementation phase. If any 
attempts at continuous improvement are to be made in a long time 
and with unwavering funding, this indicates a need for 
management support [11]. The organization's top management is 
capable of incorporating LSS as a business strategy for improving 
performance and business excellence. Implementing LSS 
demands significant capital expenditures and high commitments, 
demanding strategic planning to avoid cutting CI operations 
budget [6] and [16]. Management support implies that top 
management is taking action and developing plans to facilitate 
and steer the business's implementation of the LSS [1].  

 
Figure 4: Causal diagram of the prioritized LSS CSFs in the food sector 
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5.1.2. Organizational culture readiness 

Following the interview, it was determined that in this 
industry, an organization's preparedness to adopt LSS relies on its 
organizational culture's willingness to adapt. According to a 
previous study, quality-driven culture should be promoted among 
employees in the organization. The foundation of success can be 
achieved with the corporate culture change [31] and [32] and [33]. 
Regular training enables the company to produce talented 
personnel with sufficient tools and techniques to be used by staff 
[32]. 

5.1.3. Employee involvement 

Employee engagement is referring to the level of 
understanding of their roles within the company indicated the 
readiness of LSS activities. Employees who have adequate 
skills to apply the tools of LSS and an awareness of the principle 
of LSS are thought to be less reluctant to change. Operating as a 
team has been demonstrated to decrease the unwillingness 
towards the change, which validates the view articulated in the 
literature that management may appoint members and educate the 
team to tackle issues in process improvement [34]. By assigning 
employees to the problem-solving activity, the organization can 
help them feel more confident in their abilities. This would foster 
a sense of trust between top management and the employees. 

5.1.4. Project management 

The result shows that project management is a prominent LSS 
readiness factor as LSS is a project-based program. When 

administering the LSS project, prioritization should be made to 
deliver the most financial benefits to the firm [27], [32] and [35]. 
LSS project management entails determining the companywide 
level of understanding about LSS, which can inform the 
management on the company preparedness for LSS 
implementation [32]. Participation in the LSS awareness activities 
will increase the familiarity of the employees and minimize the 
unwillingness towards the change in the program's direction. 

5.1.5. Process management 

Considering the nature of the business, food businesses 
should consider integrating the LSS with customer relation 
activities. This will enable the voice of consumers will always be 
considered in the process and critical to quality attributes. The 
integrated components should be made as to the business's major 
priority for the future. Consumer requirements must be considered 
for the LSS projects to consider and increase the "consumer 
voice" while taking into account the particular features of the food 
sector. Gaining operational excellence is stated to be critical in the 
survival of a business [3]. Efficiency can be improved by 
identifying root causes, developing improvement solutions, and 
preventing them from occurring again [27], [34], [35], [36] and 
37]. Aside from that, when a reliable system for measurement is 
accessible in the process, organizations are better prepared for 
LSS. 

 

Figure 5: The conceptual LSS readiness factors in the food sector and its constructs. 
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5.1.6. External factors 

Most of the respondents discussed the importance of 
government support in initiating LSS in the food businesses. In 
the previous studies on LSS readiness, this factor is not commonly 
found. However, this component was identified as affecting the 
leanest implementation in the red meat business. The authorities 
play the policymaker's role and are responsible for strategizing 
effective adoption strategies [37]. However, cooperation between 
the external factors is defined as their events with their suppliers 
and customers [38]. Upon examination of the factors, it was 
discovered that management support has become the most vital 
determinant of LSS readiness. The management support entails 
the highest number of tasks in ensuring the preparedness of a food 
business to uptake LSS. 

6. Conclusions  

The implementation of a successful LSS can result in 
significant financial advantages for a company. However, most 
companies fail to implement LSS because they are pressured into 
doing so as part of a fad of business excellence approaches 
without taking the time to assess whether the organization is 
prepared to execute it successfully. The key research objective is 
discovering relevant factors that need to be assessed before 
investing in the LSS adoption customized for the food business, 
as well as the CSFs that must be considered throughout this 
process, as it is the linking phase following the readiness phase as 
according to Lewin's change theory. 

According to the findings of this study, the emerging LSS 
readiness factors determined are management support and 
leadership, the readiness of organizational culture, employee 
involvement, process and project management, and finally 
external factors. The results show there is a proposition that the 
discovered factors for LSS implementation in this sector are 
causally related. The findings show 17 CSFs, where some of these 
factors are common factors under the readiness stage. In the food 
business, the most prevalent CSFs of the LSS are training, top 
management commitment and leadership, financial capacity, 
employee engagement, and communication. 

There are two ways to look at the significance of this study. 
First, the determined LSS readiness factors provided a simple and 
easy approach as a decision-making tool to assist food sector 
practitioners in understanding their current practices, evaluating 
if their organizational environment supports LSS and finally 
deciding whether to invest in LSS Implementation. The managers 
also will be informed on the factors that are important in the pre-
implementation stage. Since some of the readiness themes were 
found will be an enabling factor in the implementation phase, the 
managers will be able to plan the implementation strategically. 
Whilst, for the food business that has implemented LSS, the result 
of this study opens the window to identify factors that require 
more attention to reach the targeted level of LSS readiness.  
Second, this paper extends to the limited body of knowledge about 
LSS implementation in the food sector and organizational 

readiness to change theory. Additionally, the findings of this study 
can be evaluated by comparing to those of similar studies 
conducted in various industries or countries, determining the 
impact of LSS readiness in different countries. Additionally, the 
findings of this study can be evaluated by comparing to the other 
similar studies conducted in various industries or countries, 
evaluating the impact of LSS readiness in different countries. 

There were several limitations concerning the 
generalizability of this work, which provide the opportunity for 
future research. This study produced results that are described by 
the features of the interpretive type of study. While analyzing the 
data sets, it was found that hypothesis development must be built 
on a solid foundation, allowing for an empirical study to be 
conducted. Because the study used a small and focused sample, it 
was not possible to determine whether the findings had any 
external validity. Future research should consider that the result 
from grounded theory can be developed to hypothesis to be tested 
through quantitative study to establish a generalized LSS 
readiness factor with a larger sample size for the food sector.  
Future studies can also focus on the size of the company in the 
food production business such as big enterprise, medium or small. 
The identified factors can be used as the readiness measurement 
instrument in other industrial settings. Finally, the result of this 
study can be used as a vital theory for the construction of an LSS 
readiness diagnostic tool for the food sector.   
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 In the last decade, South Africa has attracted and attained more investment by means of the 
Renewable Energy Independent Power Producer Procurement Programme (REI4P), which 
is, a structured invitation to Independent Power Producers (IPPs) to submit a bid to generate 
and supply power to the electrical grid. In spite of REI4P’s undeniable triumph, a much-
discussed drawback has been the related service lifetime cost of equipment that facilitate the 
renewable energy technologies. The description of the service lifetime loss method (SLLM) 
gets more complex in the new dawn of decarbonized electricity market. The SLLM must be 
modified for determining the total ownership cost of transformers facilitating Sustainable 
Energy Systems (SES’s) in the decentralized energy market. The main focus of this work is 
to indicatively formulate a fundamental advancement upon the conventional service lifetime 
losses evaluation formula to contemplate the service lifetime loss evaluation method for 
transformers exclusively of service to solar power plants in South Africa. The distinct 
operational features of a solar plant have been embedded in the formulated service lifetime 
loss evaluation formula by way of the plants’ Generation (GM) and Non-Generation Mode 
(NGM).  Further, a levelized cost of energy supplied per unit of time by the solar plant is 
employed to determine the energy cost of the no-load and load losses that will be consumed 
by the studied transformers during their service life. Ultimately, the premier findings of this 
study indicate that the annual solar potential has an effect on the transformer service lifetime 
loss factors and the conventional method is not suitable thereof for this application. This is 
a characteristic that should be precisely considered, as it may influence the tender 
adjudication process to purchase a transformer based on the total ownership cost offers of 
various transformer manufacturers. 

Keywords:  
Renewable Energy 
Transformers 
Service lifetime 
Total Ownership Cost 

 

 

1. Introduction 

The rapidly escalating cost of energy from coal power 
generation in South Africa has aroused a substantial demand for 
feasible recourse energy sources. In spite of the fact that at present 
it contributes to only a small proportion of South Africa’s power 
generation, deployment of solar power plants (SPPs) is rapidly 
increasing for both utility-scale and distribute generation power 
generation systems (DPGS). Reduction of the energy tariffs are 
impelled by the technological advances, proportionate saving in 
costs gained by an increased level of production in manufacturing, 
and novelties in finance has introduced solar power at arm's length 
of grid parity in an increasing renewable energy markets. Ongoing 
advances and additional cost savings will broaden these window 
of opportunities especially in South Africa where opportune solar 
conditions prevail. The energy tariffs for renewable energy 

technologies has been incessantly plummeting since the inception 
of the Integrated Resource Plan (IRP) [1] and [2]. Figure 1 shows 
the annualized cost of energy (ACOE) for wind and solar [3].  
Wind and solar photovoltaic (PV) are observed to cost about 0.91 
ZAR/kW and 0.755 ZAR/kW while coal-based energy cost about 
1.03 ZAR/kW [3].  

Meanwhile the rapid increase of the South African energy mix 
has been attended by an observed uneven proficiency revealed the 
new dawn of renewable energy market. For instance, the energy 
mix in South Africa by the vertically-integrated utility and 
Independent Power Producers (IPP’s) exist together at the same 
time but have distinctive methodologies of evaluating their capital 
expenses, network expenditures and load curves. Therefore, the 
processes for the transformer loss capitalization must be 
distinctive. The methods available in the literature straggle the 
proficiency to appropriately unbundle the loading and energy 
components of the cost transformer losses in the concerned 
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entities. This will significantly guarantee that each loss component 
is apportioned to suitable stakeholders in decentralized energy 
markets with regards to who is accountable to insure the losses of 
the transformer. 

 
Figure 1: Energy tariffs for Wind and Solar in South Africa 

Transformers are often anticipated to be in service between 25-
30 years [4]. The jurisdiction procedure by utility owners for 
purchasing a transformer should therefore not only be based on the 
initial purchase cost but also the operating and maintenance costs. 
The total ownership cost (TOC) method [5] take into consideration 
the purchase cost, operational cost and maintenance costs over the 
transformer designed service lifetime.  It has become possible for 
utility owners to compute the most technical and economic choice 
between competing transformer designs over its designed service 
lifetime through the TOC method. The TOC method also 
incorporates other cost related parameters such as annualized cost 
of electricity (ACOE), discount rates, tax rates et cetera. 
Considering that the TOC method comprises of the cost of service 
losses, in which will materialize in the future, there is a need to 
discount these losses to equalize them to current day South African 
rand (ZAR) value. The capitalization values cost of no-load loss 
(CNLL) and cost of load losses (CLL) in ZAR⁄kW studied by 
authors in [6 - 10] derive the cost of service losses.  Transformer 
manufacturers submit a technical and commercial offer in a 
competitive bid and if the capitalization values are provided, then 
the manufactures should be grounded on these values in all cases. 
The service no-load losses are reliant on the core steel grade and 
are unvarying for a transformer during service [11] and [12]. The 
service load losses on the other side are dependent on the loading 
profile of the transformer [13] and [14]. Significant service losses 
of a transformer during service can potentially culminate in 
excessive heating and consequently degradation of insulation of 
materials due to overloading and presence of harmonics especially 
in renewable energy technologies suchlike wind and solar [15] - 
[20]. As a result, a low-loss transformer would practically be in 
service for a longer duration with minimum potential for premature 
failure. Additionally, a low-loss transformer discounts the amount 
of electrical energy necessitated to supply the service losses.  

Firstly, this work presents classical SLLM for transformers that 
are intended to be in service for 8760 hours annually and from a 
single utility energy source. This method is based on transformer 

loss data supplied by the manufacturers and the utility 
characteristics. 

Nevertheless, the understanding of the SLLM becomes knotty 
within the bounds of transformers intended to be of service to 
renewable energy application. A SLLM for solar power plants is 
then proposed in this work. This method corrected the classical 
method intended for transformers intended to be in service for 
8760 hours annually and from a single utility energy source. In the 
case of solar power plants, during the non-generating period, the 
solar plant will be feeding-off the electric grid with coal power 
generation 

2. Transformer cost analysis  

In order to bestow the surged energy demand, the excessive 
loading of transformers during service and related remaining 
service lifetime on account of the hotspot temperature rise is 
structural components must be cautiously estimated in opposition 
to the replacement of transformers or supplementing existing unit 
with new transformer. IPP’s generally ascertain definitely the size 
of suitable units for service based on current loading cycle, 
forecasted load growth and other sound engineering acumen. 
Additionally, IPP’s determine the economic effect of service losses 
of the transformer over its planned service lifetime and the initial 
purchase price prior to procuring new transformers. The classical 
Total Ownership Cost (TOC) procedure provides a comprehensive 
analysis for the economic planning aspects of investing in 
purchasing and operating a transformer 

2.1. Service lifetime loss method: Classical Method 

The purchasing of transformers by SLLM is predominantly 
employed based on the premise of a lowest TOC amongst 
competing offers of various transformer manufacturers.  This 
method provide details on the cost of transformer service losses 
and the initial purchasing price of the unit. The service lifetime of 
the unit is presumed to be even irrespective of the MVA rating. 
Various transformer loading guides suggest a normal operating 
service lifetime of 30 years [4].  The aspect of investing in 
purchasing a transformer is determined to reflect an annual cost of 
the service no-load and load losses inclusive of the demand rate. 
The total revenue needed is treated by the ratio of the annual cost 
of these losses to the fixed charge rate (FCR). The FCR illustrates 
all the incurred charges in the utility independent of energy (kWh) 
traded, suchlike depreciation, tax, insurance and service 
maintenance.   

For each unit of kilowatt (kW) of the service no-load and load 
losses, there is an inclusion of the demand cost (DC) portion 
derived from capital cost of the transformer. Consequently, there 
is an inclusion of the component for the energy cost (EC) in 
kilowatt-hour (kWh) by the utility. The cost of service losses 
(CSL) are hence computed as follows in (1).    

 𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) = 𝐷𝐷𝐶𝐶 + 𝐸𝐸𝐶𝐶 (1) 

here:  

𝐷𝐷𝐶𝐶 = System Investment(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ )  

𝐸𝐸𝐶𝐶 = 8760×𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝐹𝐹𝐴𝐴𝐹𝐹
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System investment (SI) illustrates the acquisition in the bulk 
movement of electrical energy from a generating site to 
distribution facilities essential to deliver supplementary energy 
demand arising from transformer service losses at the system peak. 
There are essentially two approaches to assessing the SI rate in 
ZAR/kW. The first one is classical and is based on the established 
costs of constructing a generating site and related distribution 
facilities. The second approach is based on a scenario where the 
power utility does not self-generate power and instead purchase 
power. The SI rate can be ascertained by ratio of the DC 
(ZAR/kW-yr.) and the FCR. 

Consequently, the ACOE is evaluated by forecasting and 
weighting the annual inflated cost of energy by means of capital 
recovery factor (CRF).  Analytically, the latter can be expressed as 
shown in (2). 

 𝑍𝑍𝐶𝐶𝐴𝐴𝐸𝐸 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 × CRF              (2) 

here, 

CRF = �𝑖𝑖 × � (1+𝑖𝑖)𝑛𝑛

(1+𝑖𝑖)𝑛𝑛−1
�� �𝑋𝑋 × �1−𝑋𝑋

𝑛𝑛

1−𝑋𝑋
��  

where, 

𝑖𝑖 – Discount rate 

𝐶𝐶 - Designed transformer service lifetime 

𝐶𝐶 – Energy escalation rate  

X = 1+𝑒𝑒
1+𝑖𝑖

  

It follows that the cost of losses can be expressed as follows in 
(3). This equation is handily feasible for power utilities with their 
own electricity generation. 

 𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) = 𝐷𝐷𝐴𝐴(𝑍𝑍𝐴𝐴𝐹𝐹 𝑘𝑘𝑘𝑘−𝑌𝑌𝑒𝑒𝑌𝑌𝑌𝑌⁄ )+8760×ACOE
𝐴𝐴𝐹𝐹𝐹𝐹

 (3) 

Additionally, (3) segregate apiece class of service losses in 
𝑍𝑍𝑍𝑍𝑍𝑍/𝑘𝑘𝑘𝑘 as shown in (4), (5) and (6). The cost of no-load losses 
(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) are expressed as shown in (3). 

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷 + 8760×𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝐴𝐴𝐹𝐹𝐹𝐹

 (4) 

Here, 𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷 is the utility costs for the generation, transmission 
and generation. The cost of load losses (𝐶𝐶𝐶𝐶𝐶𝐶) are expressed as 
shown in (4). 

 𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷 × 𝑃𝑃𝑍𝑍𝑃𝑃2 × 𝐸𝐸𝑃𝑃𝑍𝑍2 + 8760×𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴×𝑇𝑇𝑇𝑇𝐹𝐹×𝐴𝐴𝐸𝐸𝐹𝐹2

𝐴𝐴𝐹𝐹𝐹𝐹
   (5) 

Here,  𝑃𝑃𝑍𝑍𝑃𝑃 and 𝐸𝐸𝑃𝑃𝑍𝑍 is the peak responsibility factor and the 
equivalent peak ratio. The PRF is the ratio of the load’s demand to 
peak power demand at the course of the system peak as expressed 
in (7). 

 𝑃𝑃𝑍𝑍𝑃𝑃 = 𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙𝑖𝑖𝑇𝑇𝑙𝑙 𝑙𝑙𝑑𝑑𝑌𝑌𝑖𝑖𝑇𝑇𝑙𝑙 𝑇𝑇𝑠𝑠𝑇𝑇𝑠𝑠𝑒𝑒𝑇𝑇 𝑝𝑝𝑒𝑒𝑌𝑌𝑘𝑘
𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑝𝑝𝑒𝑒𝑌𝑌𝑘𝑘 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙

  (7) 

The PRF can be implemented to unique customer classes. 
Needless to say that a loading with a PRF of one peaks 
concurrently with the overall system. The electrical loading of 

particular customer classes have a propensity to fluctuate at a 
similar fashion. For instance in South Africa, commercial 
electrical load are at peak from about 08:00AM in the morning to 
about 18:00PM in the evenings while residential electrical loads 
peak from around 18:00PM in the evenings. Inevitably, the 
weather has a direct impact on the loading extent. In the winter for 
instance, electrical heaters increase the demand and lower the 
variety among loads. At the distribution transformer level, the 
loading factors are largely ranging from about 0.4 to 0.9 with 0.75 
being common [6 - 8] and [10]. The standard values of PRF can 
vary from 1.0 to about 0.35. Given that PRF is a ratio based on the 
loading (kVA), the services losses are a function of 𝑃𝑃𝑍𝑍𝑃𝑃2based on 
transformer manufacturers empirical survey. The most common 
values of the PRF for various transformers is tabulated in Table 1. 

Table 1: PRF values for various transformer classes 

Power System Level PRF 

Generator Step-Up  1 

Transmission Substation 0.9 

Distribution Substation  0.8 

Distribution  0.35 

 

The interrelation between the service losses and the rated 
transformer loading is described by the peak ratio (𝑃𝑃𝑍𝑍).  The latter 
can be expressed analytically as follows in (8).  

 𝑃𝑃𝑍𝑍 = 𝐴𝐴𝑇𝑇𝑇𝑇𝑑𝑑𝑌𝑌𝑙𝑙𝑖𝑖𝐴𝐴𝑒𝑒𝑙𝑙 𝑝𝑝𝑒𝑒𝑌𝑌𝑘𝑘 𝑠𝑠𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙𝑖𝑖𝑇𝑇𝑙𝑙 
𝑀𝑀𝑌𝑌𝑀𝑀𝑖𝑖𝑇𝑇𝑑𝑑𝑇𝑇 𝑌𝑌𝑌𝑌𝑠𝑠𝑒𝑒𝑙𝑙 𝑠𝑠𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙

 (8) 

Supposing the load increase by a specific percentage annually, 
then from (5), the EPR may be employed as expressed as follows 
in (9). 

 𝐸𝐸𝑃𝑃𝑍𝑍 = 𝑃𝑃𝑍𝑍 × �(1+𝑙𝑙)2𝑡𝑡−1
𝐼𝐼𝑇𝑇(1+𝑙𝑙)2𝑡𝑡

 (9) 

where, 

𝐸𝐸 – Rate of annual load growth 

𝐶𝐶 – Time in years 

Lastly from (5), the annualized TLF can be described by the 
ratio of the average service load loss to the maximum load losses. 
The latter can be expressed as follows in (10). 

 𝐶𝐶𝐶𝐶𝑃𝑃 = 𝐴𝐴𝐴𝐴𝑒𝑒𝑌𝑌𝑌𝑌𝑙𝑙𝑒𝑒 𝑠𝑠𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙 𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇
𝑀𝑀𝑌𝑌𝑀𝑀𝑖𝑖𝑇𝑇𝑑𝑑𝑇𝑇 𝑠𝑠𝑌𝑌𝑌𝑌𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑌𝑌𝑇𝑇𝑒𝑒𝑌𝑌 𝑇𝑇𝑒𝑒𝑌𝑌𝐴𝐴𝑖𝑖𝑠𝑠𝑒𝑒 𝑙𝑙𝑇𝑇𝑌𝑌𝑙𝑙 𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇

 (10) 

If the power utility provides the annual loading cycle data, then 
the services load losses can be evaluated from this data. 
Nevertheless, the utility owners endeavour to link up the 
transformer service loss factor with a more easily accessible 
information viz. the load factor (LF).  The determination of the 
TLF is dependable on some empirical data and can then be 
evaluated as expressed in (11) [11].  
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 𝐶𝐶𝐶𝐶𝑃𝑃 = 𝑎𝑎 × 𝐶𝐶𝑃𝑃2 + 𝑏𝑏 × 𝐶𝐶𝑃𝑃       (11) 

here, 

𝑎𝑎 – varies between 0.8-0.89 

𝑏𝑏 – Varies between 0.2-0.11 

In practice, the recommended 𝑎𝑎 and 𝑏𝑏 constants are 0.84 and 
0.16 respectively. The total ownership cost is then expressed as 
shown in (12). The 𝐶𝐶𝐶𝐶𝐶𝐶 are them multiplied by the corresponding 
no-load (𝐶𝐶𝐶𝐶𝐶𝐶) and load losses (𝐶𝐶𝐶𝐶) in 𝑘𝑘𝑘𝑘. 

𝐶𝐶𝐴𝐴𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍) = 𝐶𝐶𝑃𝑃 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 × 𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐶𝐶𝐶𝐶𝐶𝐶 × 𝐶𝐶𝐶𝐶 + 𝐶𝐶𝑍𝑍𝐶𝐶× 𝑍𝑍𝐶𝐶 (12) 

Here, 𝐶𝐶𝑃𝑃 is the transformer price offered by the most 
competitive transformer manufacturer and CL is the cost of 
auxiliary losses. Prevalently, (4) and (5) are referred to as the A 
and B factors. Subsequently, (13) can be introduced as new factor 
C to the classical TOC method, in which ignores this factor.  

 𝐶𝐶𝐴𝐴𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍) = 𝑃𝑃𝑃𝑃 + 𝑍𝑍 × 𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐵𝐵 × 𝐶𝐶𝐶𝐶 + 𝐶𝐶 × 𝑍𝑍𝐶𝐶 (13) 

2.2. Service lifetime loss method: Proposed Method 

A majority of SPP’s in South Africa are owned by the 
Independent Power Producers (IPP’s). The plant consists of an 
array of solar photovoltaics modules connected in series and 
thereupon connected to an inverter that carries out the direct 
current (DC) to alternating current (AC) conversion. Furthermore, 
a step-up transformer is connected to the inverter output to increase 
the voltage to the desired transmission voltage level. Transformers 
in SPP’s are connected on a permanent basis to the electric grid to 
guarantee the plant is fed with power to fulfil its auxiliary losses 
during non-generating mode (NGM). The energy cost of the coal 
power generation ( 𝐸𝐸𝐶𝐶𝐴𝐴𝐸𝐸𝐶𝐶 ) will be affected in this regard. 
Conversely, during SPPs generation mode ( GM ) the solar 
irradiation is available and the solar modules can harvest power. 
Only, the energy cost of the solar PV (𝐸𝐸𝐶𝐶𝐸𝐸𝑃𝑃 ) in kWh will be 
affected. 

 
Figure 2: SPP generation profile in South Africa 

Figure 2 demonstrate a solar PV generation profile of a SPP as 
acquired by field measurements and the data is collected over the 
period of five months. It should be noted that the SPP profile is 
reliant on the effective average daily solar radiation profile on the 

surface area of the solar PV modules and corresponding solar PV 
technology. As demonstrated in Figure 2, the GM of the SPP can 
be described by the affective area under the curve between the 
period 08:30AM to about 18:30PM 

The generation modes of the SPP generation profile is then 
tabulated as shown in Table 2. A 24-hours generation state is 
considered in the analysis and about 14 hours the solar radiation 
will be available for the solar modules to harvest power (GM) 
while bout 10hours of that time the sun will be down (NGM). The 
ratios of GM and NGM against the 24-hours daily generation state 
result in the generating (FGM) and non-generation factors 
(FNGM) 

It is reaffirmed that the proposed SLLM proposed in this work 
is relevant to Independent Photovoltaic Power Producers 

Table 2: Generation modes: solar power plant 

Generating State 24 hours 
GM (Hours) 14 
NGM (Hours) 10 
FGM 0,583 
FNGM 0,417 

(I3P) supplying electricity to the electric grid by means of step-
up transformer. The critical element in capitalizing the service 
losses in these transformers is the correct definition of the energy 
component of the cost of service no-load (𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) and load 
losses (𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ). The energy component is the current energy 
tariff that will be utilised by a unit kilowatt (kW) of each service 
loss over the course of designed service lifetime of the SPP. In 
(14), the proposed method to evaluate the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 for transformer 
intended to operate in SPP. Over the course of the day, the SPP has 
a greater likelihood to operate GM and NGM. Whenever, the SPP 
is operating in GM, then it is solely accountable to generate, solely 
supply of energy and service loss demands as well as transmission 
of energy to the electric grid.  Conversely, during the course of 
NGM, the SPP purchase energy in a South African context from a 
coal power generation utility in order to supply its auxiliary 
requirements and losses. The latter is expressed by (14).   

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷 + 8760×NGM ×𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶
𝐹𝐹𝐴𝐴𝐹𝐹

  (14) 

In this case, the energy tariff of the coal power generation 
utility (𝐸𝐸𝐶𝐶𝐴𝐴𝐸𝐸𝐶𝐶) applies. Moreover, the annual operating hours are 
weighted in accordance with the availability of the solar radiation. 
In (15), the case of the evaluating for the cost of service load losses 
for transformers intended for SPP is also demonstrated by 
improving (5) from the previous section. The energy tariff of the 
SPP (𝐸𝐸𝐶𝐶𝐸𝐸𝑃𝑃 ) and corresponding generating factor is considered 
when the plant is generating its power.  

𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍𝑍𝑍𝑍𝑍 𝑘𝑘𝑘𝑘⁄ ) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷 × 𝑃𝑃𝑍𝑍𝑃𝑃2 × 𝐸𝐸𝑃𝑃𝑍𝑍2 + 8760×GM ×𝐴𝐴𝐴𝐴𝐶𝐶𝑃𝑃
𝐹𝐹𝐴𝐴𝐹𝐹

+
8760×NGM ×𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶

𝐹𝐹𝐴𝐴𝐹𝐹
                (15) 

Additionally, NGM component is added into the formulation to 
take into account for the when the transformer is operated in 
reverse as a step-down transformer to supply the auxiliary and loss 
requirements of the SSP from the grid supply. 
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3. Case Study: 1500KVA oil-immersed transformer 

In this section, the data in Table 3 is considered to conduct the 
service lifetime loss evaluation. The data is intended to make a 
substantiated decision to purchase a 1500kVA oil-immersed 
transformer with 65 ℃ mean winding temperature. Transformer 
designs from three distinct manufactures will be considered in this 
case study. Each design attempt to attain coveted specifications 
with cost-effective materials, minimum dimensions and lowest 
overall cost of transformer ownership. In South Africa, 
increasingly in South Africa, utility owners now purchasing 
transformers on the basis of the transformer TOC over its intended 
service lifetime, than just the purchasing price. 

Table 3: Service lifetime parameters 

Parameter Value 
Designed Service Lifetime 30 years 
No. of service hours per year 8760 
Annualized Energy Cost 0,61 ZAR/kW 
Fixed Charge Rate (FCR) 0,192 
System Investment (SI) 23000 ZAR/kW 
Discount Rate (i) 10,00% 
Energy Escalation rate (i) 2,00% 
Load Factor (LF) 0,6 
TLF 0,3984 
EPR 0,97 
Peak Responsibility Factor (PRF) 0,6 
Peak Ratio (PR) 0,7 
Load Growth Rate (LGR) 2,00% 
Coal 1,03 ZAR/kW 

In Table 4, a design comparison (A, B and C) of the service 
losses, selling prices and respective cost of service losses and TOC 
is presented for three different competing transformer 
manufacturers.  This information is useful in the jurisdiction of the 
more technically and economically suitable transformer. Design A 
is the highest loss design of the three offers. Design B and C are 
lower loss designs. Manufacturer B and C on that account have 
used better grades of core steel, optimized conductor dimensions 
and improved cooling medium and procedures 

Table 4: Service lifetime loss analysis: classical method 

Mn NLL LL SP CLL TOC 
A 6 25  R460,839   R970 966  R1,431,806  
B 5 20  R510,215   R789 677  R1,299,892  
C 5 16  R559,591   R696 260  R1,255,851  

In Table 4, the classical TOC method has been employed to 
evaluate the SLLM.  This method makes the assumption that the 
transformer will be in service for 8760 days annually over its 
designed service lifetime. This premise does not however hold true 
for renewable energy applications considering the spasmodic 
nature of renewable energy sources. In Table 5, the proposed solar 
power plant procedure for evaluating the SLLM is presented.  This 
method takes into consideration the GM and NGM of the plant 
over the designed transformer service lifetime as described in the 
previous section.  Design C is observed to have lower service 
losses in comparison to manufacturer B and C even though the 

selling price of the manufacturer is higher. It follows that the TOC 
of the unit is also lower over the normal operating service lifetime 

Table 5: Service lifetime loss analysis: solar PV method 

Mn NLL LL SP CLL TOC 
A 6 25 R460,839  R737,986  R1,198,825  
B 5 20 R510,215  R597,308  R1,107,523  
C 5 16 R559,591  R512,443  R1,072,033  

The case studies in Table 4 and Table 5 illustrate that cost of 
the transformer service losses over the transformer designed 
lifetime are critical to evaluate over just the purchase price. 

 
Figure 3: TOC of the transformer manufacturers: Classical method 

The results in Figure 3 indicate that manufacturer C has the 
highest purchase price in comparison to manufacturer B and C by 
9% and 18 % respectively. Additionally, the CSL for manufacturer 
C is lower by 13% and 39% respectively over the designed service 
lifetime. By employing the classical method, this results indicate 
that over the designed service lifetime of the transformer under 
study the IPP can purchase the most expensive transformer while 
keeping a relatively lower cost of service losses over the intended 
transformer lifetime. Alternatively, the IPP can choose the 
cheapest transformer offer with significantly higher service losses 
over the designed lifetime. However, from a maintenance 
perspective of the IPPP the later will not be economical.  

Results of the proposed SLLM for the three transformer offers 
are presented in Figure 4. As indicated earlier, throughout the day 
the SPP will undoubtedly operate in two modes. When the plant is 
operating in GM, the SSP is accountable to supply its own energy 
and losses in addition to supplying power to the electric grid. When 
the SSP is operating on the NGM, then auxiliary requirements of 
the SSP will be supplied by the electric grid, that is to say that the 
SPP will purchase power from the coal power generation utility 
and their energy tariffs will apply. 

Figure 4, the results indicate that manufacturer A has the 
cheapest purchase price and highest CSL. Manufacturer B is the 
second cheapest offer while manufacturer C is more expensive. 
The CSL is cheaper by 44% and 17% in comparison to 
manufacturer A and B respectively. In this regard, the most techno-
economical purchase decision for the IPP will be that of 
manufacturer C.    
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Figure 4: TOC of the transformer manufacturers: Solar power plants 

In order to demonstrate the differences between the classical and 
proposed SPP SLLMs, Figure 5 is presented.  It can be observed 
from Figure 3 and Figure 4 that the transformer offers from each 
respective method that manufacturer C has a significantly higher 
selling price but is more economical over the 30 years designed 
service lifetime.  

Manufacturer B and C have managed to optimise their no-load 
losses by 17% in comparison to manufacturer A. in practice, this 
loss is minimised by four methods:  

• Enhancement of the core steel construction 
• Enhanced cutting of the core laminations and employing step-

lapped joints as they interleave the core laminations that 
connect the joint gap.  

• Enhancement of the core laminations stacking; and  
• Computational modelling of the no-load losses. 

The use of amorphous steel in the transformer design also plays 
a critical role and can minimise the no-load loss by 70-80% as 
opposed to silicon graded core steel.   

 
Figure 5: TOC of the transformer manufacturers: Comparison 

Overall, manufacturer C has managed to optimise the service 
load losses by 56% and 25% in comparison to manufacturer A and 
B respectively.  In practice, the service load losses is instrumental 
to the efficiency of the transformer during service. It therefore 
critical to reduce these losses for the purpose of enhancing and 
achieving the most optimal service performance. Reduction of the 
load loss is treated by the selection of large conductor dimensions 

in the interest of minimizing the resistance per unit length of 
winding conductors. A comparison of the CSL between 
manufacturer A and B is 12% while between manufacturer A and 
manufacturer C it is 19%.  

The results presented in Figure 5, show some benefits of using 
the proposed method over the classical method. Taking into 
consideration the generation modes of the SPP and the ACOE has 
some techno-economic benefits for the IPP.  

4. Conclusion 

This work proposes a holistic SLLM to compute the TOC of 
transformers designed to be of service to solar power plants. These 
transformers are predominantly owned by IPP’s in South Africa. 
More notably, the proposed method acknowledge precisely how 
the cost of the service no-load and load losses should be calculated, 
taking into consideration the TOC of the transformer in relation to 
the operational requirements of solar power plants they operate in. 
The distinct operational features of a SPP have been incorporated 
in the classical SLLM by means of the two generating modes (GM 
and NGM). Additionally, the proposed SLLM for the transformer 
under study is influenced by the reality that this transformer will 
exclusively facilitate the SSP, as distinguished from another 
generation utility. As a result the ACOE for SPP in South Africa is 
employed to evaluate the CSL that will be consumed by the 
transformer under study during service.  At large, it is shown that 
the solar irradiation plays a pivotal role on the calculation of the 
CNLL and CLL. This is a property of the SPP that should be 
cautiously covered, as it may influence the tender jurisdiction 
criterion to choose the lowest TOC of a transformer over its 
designed service lifetime.   

The insights gained in this work indicate that most economical 
transformer purchase choice for SPP owners is a high purchase 
price and low-cost transformer over low-purchase price and high-
loss transformer. 
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 The ageing of oil-immersed power transformers triggers several defects and damages in the 
insulating materials, particularly in the cellulose insulation. The decomposition of the 
cellulose paper produces dissolved gases into the insulating oil, in which the Dissolved Gas 
Analysis (DGA) of the oil samples can provide insights to incipient faults sustained by the 
transformer as well as the status of the insulation. The condition of the cellulose insulation 
can be established by the measurement of the Degree of Polymerization (DP). In some 
instances, when the DP is intricate to measure, the estimation can be realized by collating 
information with respect to oil Furan analysis (2-furfuraldehyde (2FAL)). In this work, 
regression analysis based on 120 transformer oil samples is developed to establish new 
formulae by generating an analogy between the DP and 2FAL to indicate the status of the 
cellulose insulation and percentage of remnant life expectancy. In present study, five 
different transformers are tested using the proposed formulae to compute the DP based on 
the 2FAL concentrations. The results, are compared with measurement results and four other 
existing models. The results indicate an error of estimate of less than 2% and 1% against the 
measured DP.   
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1. Introduction 

Oil-immersed power transformers form an integral part in the 
continuous operation of the South African power grid. Retaining 
the continuous operation of power transformer is thereby a critical 
issue for the power utility for the reason that any operational 
malfunction leads to loss of revenue. On that account, scheduled 
maintenance contributes to preventing transformer failures and 
power outages. A large percentage of transformer failures is 
contributed by the damage of the insulation materials, which is 
composed of insulating oil and cellulose paper [1-5].   

The decomposition process of transformer insulating materials 
amplify at higher hotspot temperature, presence of oxygen and 
production of moisture. The examination of the transformer 
insulation condition can be established by diagnostic methods 
among which includes DGA [5, 6], DP by measuring furan 
compounds [7, 8], or Gel permeation chromatography [9, 10]. 

Furfural analysis has gained immense popularity in the South 
African transformer manufacturing industry in the evaluation of 
the strength of insulating cellulose paper and corresponding 
remnant service lifetime. Furans are the derived products of the 

decomposition of the cellulose paper that disseminate into the 
transformer oil. In measuring the furan concentration on the 
transformer oil, then the cellulose paper conditions can be 
ascertained. A rigorous method to assess the tensile strength in the 
cellulose paper that is intricately connected to cellulose insulation 
strength of a transformer is unearthing the Degree of 
Polymerization (DP) of the insulation. However, it is infeasible to 
obtain the paper samples from a transformer that is in-service, 
particularly paper samples in winding hotspot areas that are 
typically localized in the centre of the transformer steel tank. A 
number of researchers [11–14] have concluded that there is a 
remarkable connection between the DP and furan concentration, 
specifically 2-Furaldehyde (2FAL). The benefit of analysing the 
2FAL concentration correlated to the DP is that the transformer oil 
samples can be appropriately extracted from the unit in-service 
without engendering any impairment to the transformer.      

The most common procedure in measuring Furanic compounds 
in the transformer oil is recommended by the standard published 
in [15]. In view of the fact that this procedure necessitates 
particular expertise and high-end equipment, utility owners and 
manufacturers subcontract the Furan test to certified service 
enterprises.  The utilisation optical spectroscopy techniques is also 
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more and more notable in the Southern African transformer 
condition monitoring.  

 
Figure 1:Transformer cellulose paper 

The current work proposes an expedient alternative to evaluate 
the DP in the transformer cellulose paper using a statistical survey. 
A set of tests were carried out in the laboratory based upon oil and 
cellulose paper samples of transformers that have aged and also 
units that were collected from site as a results of various faults. 
Regression models have been developed to estimate the DP in the 
cellulose paper using the measured 2FAL concentrations. The 
results indicate an error of estimate of less than 2% and 1% of the 
proposed logarithmic and polynomial fit DP models against the 
measured DP respectively.  

2. Furan compounds mechanism   

The Furan compounds present in the transformer oil that can 
be measured by the High-Performance Liquid Chromatography 
(HPLC) are namely the 2FAL, 2-Furfurol (2FOL), 5-Hyroxy 
methyl-2-furfural (5HMF), 5Methyl-2-Furfural (5MEF), and 2-
acetylfuran (2ACF) as demonstrated in Figure 2 [16]. 

 
Figure 2: Furan compounds present in the transformer oil.  

It is widely adopted the Furans are triggered from the 
decomposition of cellulose insulating material during the course of 
the transformer operational lifetime.   

In several researches from the literature, case studies of 
transformer diagnostic status have been presented where the 
measured concentration of the furan in oil is employed as a key 
performance indicator of the chemical decomposition of the 
insulating cellulose paper.  Evaluation of the results of furan 
analysis may be implemented with other assessments such as the 
monitoring of in-service transformer insulating oil and winding 
temperatures. As a result of intricacy of the cellulose 
decomposition mechanics and plethora of factors that can 
influence the process, the correlation between the 2FAL 
concentration and the service life of the transformer is not fully 
unravelled. Based on field experience, the factors that have a 
material impact on the composition of 2FAL in the transformer 
insulation oil are summarized below:  

• The commencing 2FAL concentration in the transformer oil 
is characterised by the ratio of the generation/decomposition 
rate to a particular temperature;  

• The occupancy of moisture considerably affect the 
dissemination of furan compounds between insulating 
cellulose and oil. The foregoing espouse the 2FAL 
composition;  

• The winding temperature allures the formation / 
decomposition of 2FAL. The variability of the operating 
temperature as a result of miscellaneous loading conditions 
substantially affect the formation of furans;  

• Types of transformer oil are also critical on the formulation of 
2FAL. Oxidation inhibitors have a particular safeguarding 
effect on cellulose thermoset and triggers the deceleration of 
furan compounds in comparison with non-additive oils; 

• Thermally upgraded paper generate minimal quantity of furan 
compounds than standard Kraft paper in oil; 

• Types of transformer (cellulose/oil ratio) and cooling state is 
of paramount importance. Accruing the quantity of cellulose 
add up to the composition of furans;   

• Oil reclamation bring about a lower furan content throughout 
a lapse of time. However, as a chemical equilibrium, the initial 
2FAL concentration will be attained once more. 

Several studies have been published in modelling the 
interrelation between the oil 2FAL concentration and the DP of 
cellulose material.  A universal correlation that is endorsed by the 
transformer manufacturing industry is presently not available. 
Nevertheless, there is a common characteristic on the models 
proposed by authors in [17–21], which concludes that there is a 
correlation between the 2FAL concentration and the DP of 
cellulose. Other furan compounds such as 2FOL, 5HMF, 5MEF, 
and 2ACF are more erratic than 2FAL and tend to decompose 
rapidly.  

Table 1 depicts the DP models that are employed in the 
comparison approach to substantiate the proposed models. The 
proposed Eq. (6) and Eq. (7) above are formulated based on 
logarithmic and polynomial fit regression models using furan 
analysis data collected from a fleet of mineral oil-filled 
transformers, particularly in the South African network. These 
models show excellent correlation coefficient (𝑅𝑅²) between the 
2FAL concentration and the DP of cellulose with the polynomial 
fit model having an improved 𝑅𝑅². A graphical of these models and 
existing models is then demonstrated as shown in Figure 3.  
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Table 1: Various DP models 

Eq. Author DP experiential formula Ref. 

1 Chendong 𝐷𝐷𝐷𝐷 =
log10 2𝐹𝐹𝐹𝐹𝐹𝐹 − 1,51

−0,0035
 [17] 

2 Dong 𝐷𝐷𝐷𝐷 = 402,47− 220,87 × log10 2𝐹𝐹𝐹𝐹𝐹𝐹 [18] 

3 Vaurchex 𝐷𝐷𝐷𝐷 =
2,6− log10 2𝐹𝐹𝐹𝐹𝐹𝐹

0,0049
 [19] 

4 Heisler 𝐷𝐷𝐷𝐷 = 325 × ��
19
13
� − log10 2𝐹𝐹𝐹𝐹𝐹𝐹� [20] 

5 De Pablo 𝐷𝐷𝐷𝐷 =
1850

2𝐹𝐹𝐹𝐹𝐹𝐹 + 2,3
 [21] 

6 Thango 
(Eq. 6) 

 
𝐷𝐷𝐷𝐷 = −123,6 × ln 2𝐹𝐹𝐹𝐹𝐹𝐹 + 456,38 

𝑅𝑅2 = 0.9809 

 

7 Thango 
(Eq. 7) 

𝐷𝐷𝐷𝐷
=  0,2358 × 2𝐹𝐹𝐹𝐹𝐹𝐹6
−  5,4819 × 2𝐹𝐹𝐹𝐹𝐹𝐹5
+  49,471 × 2𝐹𝐹𝐹𝐹𝐹𝐹4
−  220,64 × 2𝐹𝐹𝐹𝐹𝐹𝐹3
+  520,55 × 2𝐹𝐹𝐹𝐹𝐹𝐹2
−  692,51 × 2𝐹𝐹𝐹𝐹𝐹𝐹 +  811,15 

𝑅𝑅² =  0,9913 

 

 

 
Figure 3: Comparison of DP models 

2.1. Transformer remaining service lifetime 

Consequently, the remaining life of the transformer can 
determined using Eq. (8), where the DP values range from 1200 
ppm to 1000 ppm, with 200 ppm for degraded paper insulation 
[22]. 

 𝑅𝑅𝑅𝑅𝐹𝐹 = 20,5 × 𝑙𝑙𝑙𝑙 �1100
2𝐹𝐹𝐹𝐹𝐹𝐹

�   (8) 

The percentage of the decomposed cellulose life for a unit in-
service can be ascertained the Eq. (9) and Eq. (10) below.  

Table 2: percentage of the decomposed cellulose  

Eq. Author %RSL experiential formula Ref. 

9 Kanumuri  

% 𝑅𝑅𝑅𝑅𝐹𝐹 =
𝐹𝐹𝐿𝐿𝐿𝐿10(𝐷𝐷𝐷𝐷) − 2,903

−0,006021
 

[23] 

10 Doble % 𝑅𝑅𝑅𝑅𝐹𝐹 = 166,1 × log10(2𝐹𝐹𝐹𝐹𝐹𝐹)
− 382,2 

[24] 

Eq. (9) gives the decomposed cellulose life as a percentage, but 
to measure transformer paper life in years, Eq. (5) is proposed in 
[22] may be employed. The parameters used  assume initial DP 
(DP0) as 1100 and a 35-year transformer lifespan. 

3. Case Study: South African oil-immersed transformers 

In this section, the sample results of furan analysis of five 
transformers are presented.  The DP has been measured for each 
of the case studies. At glance, transformer #5 has the lowest 2FAL 
concentration with a slightly higher measured DP, which suggest 
this unit is older than the other units. Additionally, transformer #2 
has a higher 2FAL value and lowest measured DP. 

Table 3: Service lifetime parameters 

# 2FAL Measured DP 
1 1,563 408 
2 0,231 648 
3 1,601 405 
4 1,778 393 
5 2,377 351 

In Table 4, the proposed models in Eq. (6) and Eq. (7) to evaluate 
the amount of DP in the transformer insulating cellulose paper are 
compared with measured data and other models in the literature. 
The comparison will be carried out based upon the error of 
estimated of the estimated and measured samples.  

Table 5 presents the error of estimate of some case studies 
using Eq. (6) and Eq. (7) and other DP models from the literature. 
The 5 cases in Table 3 are employed to examine the accuracy of 
Eq. (6) and Eq. (7). Only one case (Case 2) shows a slightly higher 
error of estimate against the measured data, but all the cases for 
Eq. (6) and Eq. (7) are less than 2% and 1 % respectively. The 
error of estimates for Chendong are less than 8%, Dong less than 
12% except for higher case  (case 2), Vaurchex has less than 29% 
and De Pablo less than 17%.      

Table 4: Degree of Polymerization 

# 2FAL Measured 
DP 

Thango (Eq. 6) Thango (Eq. 7) Chendong Dong Vaurchex De Pablo 

1 1,563 408 401 406 376 360 491 479 
2 0,231 648 637 676 613 543 660 731 
3 1,601 405 398 403 373 357 489 474 
4 1,778 393 385 390 360 347 480 454 
5 2,377 351 349 349 324 319 454 396 
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Table 5: Error of estimate (Degree of Polymerization) 

# Thango (Eq. 6) Thango (Eq. 7) Chendong Dong Vaurchex De Pablo 

1 2% 1% 8% 12% 20% 17% 
2 2% 4% 5% 16% 2% 13% 
3 2% 1% 8% 12% 21% 17% 
4 2% 1% 8% 12% 22% 15% 
5 0% 1% 8% 9% 29% 13% 

Table 6: Remnant Service Lifetime 

# 2FAL Measured 
DP 

Thango (Eq. 6) Thango (Eq. 7) Chendong Dong Vaurchex De Pablo 

1 1,563 20,33 20,68 20,46 22,01 22,92 16,53 17,05 
2 0,231 10,85 11,18 9,97 11,98 14,47 10,46 8,38 
3 1,601 20,48 20,83 20,60 22,17 23,05 16,62 17,25 
4 1,778 21,10 21,51 21,27 22,90 23,64 17,02 18,16 
5 2,377 23,42 23,51 23,54 25,06 25,35 18,15 20,97 

Table 7: Percentage Remnant Service Lifetime (Eq. 9) 

Table 8: Percentage Remnant Service Lifetime (Eq. 10) 

# 2FAL Measured 
DP 

Thango (Eq. 6) Thango (Eq. 7) Chendong Dong Vaurchex De Pablo 

1 1,563 51,43 50,21 50,99 45,54 42,33 64,79 62,99 
2 0,231 84,80 83,62 87,89 80,83 72,05 86,18 93,49 
3 1,601 50,90 49,68 50,47 44,97 41,86 64,48 62,28 
4 1,778 48,73 47,29 48,13 42,41 39,80 63,09 59,08 
5 2,377 40,58 40,24 40,12 34,80 33,77 59,12 49,20 

 
After examining the veracity of Eq. (6) and Eq. (7)  to evaluate 

the DO, the remnant service lifetime of the insulating cellulose 
paper was established,  at which point, the studied transformers 
was determined by applying Eq. (8). Table 6 shows the 
corresponding remnant service lifetime of the transformer.  

Table 7 and Table 8 demonstrate the percentage remnant 
service lifetime of the 5 cases in Table 6. The results indicate that 
there is an inversely proportionate relationship between the 
percentage remnant service lifetime and the 2FAL concentration 
while a directly proportional relationship is observed against the 
degree of polymerization.  The results of the percentage remnant 
service lifetime by applying Eq. (9) is tabulated below.  

An increase in the 2FAL concentration results in the decrease 
of the degree of polymerization and consequently the 
transformer’s remnant in-service lifetime. The degree of 
polymerization of insulating cellulose paper is high for newly 
manufactured transformers ranging above 800 to 1200 and the 
cellulose paper with decomposition activity due to the operational 
conditions will decrease radically until it reaches a DP of about 
2000 where the unit must be removed from service as it indicates 

end of lifespan. Subsequently, the results of the percentage 
remnant service lifetime by applying Eq. (10) is tabulated. 

Based on the results presented in Table 7 and Table 8, it can be 
observed and concluded that the proposed Eq. (6) and Eq. (7) may 
be adopted by local manufactures to reliably evaluate the remnant 
in-service lifetime of transformers connected to the South African 
grid. Results of Chendong, Dong, Vaurchex and De Pablo are 
erratic in evaluating the transformer service life.  

4. Conclusion 

Examination of cellulose paper in transformers is highly 
complex when the unit is in-service, consequently chemical tests 
were conducted to survey the condition of the insulating cellulose 
paper. The degree of polymerization was wielded as a key 
benchmark for evaluating the condition of the cellulose paper by 
measuring the Furan (2FAL) concentration. A statistical survey 
through logarithmic and polynomial fit regression models was 
realized to develop the prognosis equations allying the degree of 
polymerization and the measured 2FAL concentration. The 
statistical survey results demonstrated that there is a high 
correlation between the cellulose DP and the 2FAL concentration, 

# 2FAL Measured 
DP 

Thango (Eq. 6) Thango (Eq. 7) Chendong Dong Vaurchex De Pablo 

1 1,563 48,55 49,77 48,99 54,44 57,66 35,19 37,00 
2 0,231 15,18 16,36 12,09 19,16 27,93 13,81 6,50 
3 1,601 49,09 50,31 49,51 55,02 58,12 35,51 37,70 
4 1,778 51,26 52,69 51,85 57,58 60,18 36,89 40,90 
5 2,377 59,41 59,74 59,86 65,18 66,21 40,87 50,79 
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yielding correlation coefficients of 0.9809 and 0.9913 for the 
proposed models.   

The results of the studied cases inveterate that the 2FAL 
concentration is a suitable index for predicting the degree of 
polymerization. By comparing the proposed models in Eq. (6) and 
Eq. (7) with the DP models in the literature, the results revealed 
that the proposed DP models based on South African transformers 
to be an excellent measure of the degree of polymerization at 
which point the remnant and percentage service lifetime of the 
units can be evaluated.  The error of estimate of the proposed Eq. 
(6) and measured data is less than 2 % while Eq. (7) is less than 
1% except for an anomaly observed in case number 2. Chendong, 
Dong, Vaurchex and De Pablo yielded and error of estimate of no 
more than 8%, 16%, 29% and 17% in comparison to the measured 
data.  Similar trends in the estimation of the remnant and 
percentage service lifetime are observed.  

The continuation of this work in the future will comprise the 
application of least squares support vector machine for classifying 
the condition of the insulating cellulose paper and then evaluate 
the remnant service lifetime of a transformer.  
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 Service robots are applied in many kinds of business fields and its various kinds of data can 
be collected with service robot in business scenes. Therefore, it becomes more important to 
utilize such data for business improvement. Additionally, due to limitation of design such as 
body size and battery life, a service robot cannot prepare much peripheral equipment on its 
body. In this paper, we will show two research results as for service robot. One is data 
analysis technology for business improvement as a function of operation and management 
system for service robot. Another is service extension of service robot by association of 
external equipment with proper design of utilization condition of external equipment. 
Through evaluation experiment, we confirmed potential effect of business improvement is 
8.1 % by modifying service scenario of robot. 
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1. Introduction 
This paper is an extension of work originally presented in 5th 

International Conference on Robotics and Artificial Intelligence 
[1]. Due to the several social trends such as labor power and human 
resource issue, service robots technologies are being developed for 
realizing not only simple operation automation but also business 
improvement [1]. Recently, more people highly expect service 
robot system [2], [3] can solve social issues such as lack of labor 
power [4], improvement of productivity, human care [5] and so on. 
In manufacturing field, industrial robots were deployed and 
applied in 1970s for factory automation, and Internet of Things 
(IoT) technologies are utilized for productivity improvement and 
reduction of operation cost [6] with safe environment [7]. In 
service business field, service robots are expected to realize 
business and service quality improvement [8], [9] in the future 
aging society with fewer children. Based on these social and 
business background, we develop service robot and its application 
with intellectual media processing technology such as voice 
recognition and image analysis. 

As for the robot deployment, people have higher attention to 
how to utilize various kinds of robots in actual fields for the 
purpose of collaboration with people. In industry field, Industry 
4.0 [10] aims effective manufacturing with various technologies. 
Industrial robots are one of the most important technology in this 
fields. Industrial robots are designed to realize both production 
efficiency and safety for work with human in the same fields [11].  

On the other hand, service robots are assumed to be applicable to 
many kinds of service and business scene through verbal and 
multimodal communication [12] not only for replacement of 
human labor load by automation but also for giving helpful 
function to people, therefore, applications for service robot have 
many variations for their purposes. For example, in a large facility 
such as an airport or a shopping mall, customers sometimes have 
difficulties for finding the way to their destination due to the scale 
and complexity of the facility. In such case, a service robot can 
give customers facility guidance information and support 
customers. In another case, a service robot can provide detail 
explanation of sold goods in a large shopping mall. 

The value provided by service robots is considered in Business-
to-Business-to-Consumer (B to B to C) scheme, and there are 
differences between the value of service provider (business side) 
expected and the value of consumer expected. Service providers 
apply service robots to their facilities for not only labor power but 
also some special skills such as multi-language guidance that 
normal employees cannot learn in short time. Consumers thinks 
service robots give them dedicated guidance. For example, when 
customers visit a large shopping mall for the first time and does 
not have enough knowledge for the mall, they ask a service robot 
where the shop that they are looking for. The service robot can give 
the location information by facility map, or the service robot can 
bring the customers to their destination by physical movement in 
the mall. 
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People consider that service robots have much potential for 
social innovation. On the other hand, especially service providers, 
people would like to know how effective service robots are. 
Therefore, it is important to evaluate and visualize the effect of 
service robot for service providers and consumers. To evaluate 
service robots’ effect by a kind of quantum key performance 
indicator (KPI), we have to clarify what service provider expect to 
service robots for their business improvement in each service field. 
After specifying KPI for business improvement measurement, we 
consider service scenario for robots and verify the effect of service 
robots operated by the service scenario with monitoring the 
specified KPI.  

In addition to business improvement, it is important to consider 
how to realize applications by service robots with limited 
capability. Because service robot has several limitations such as 
body size and battery duration, it is difficult to prepare enough 
devices for applications to be realized by service robot. In such 
case, we need to consider how to extend capability of service robot 
for extended service. 

In this paper, we explain two technologies. One is the service 
robot system and data analysis technology for business 
improvement. The other is external device association technology 
for service extension with service robot system. For both proposed 
technology, we will show evaluation results. The structure of this 
paper is as follows: In chapter 2, we will show basic architecture 
of service robot system. In chapter 3, we will explain data analysis 
technology of service robot system for business improvement and 
its evaluation result. In chapter 4, We show external device 
association technology for service extension. Chapter 5 conclude 
this research. 

2. Service Robot System 

2.1. Summary of Service Robot System Architecture  

Figure 1 shows general system architecture of service robot 
system. The service robot system consists of service robots and 
application servers that provides media processing function such 
as voice recognition, image processing and language processing. 
Additionally, the service robot system includes operation and 
management server that gives us management function for system 
operation such as machine condition monitoring and remote 
operation for emergency case. Because the main function of a 
service robot is service application through interaction with 
people, service robots are deployed in facilities of service 
providers. The methods of interaction between a service robot and 
people are sound and image. Therefore, a service robot has 
microphone and video camera for voice and image processing. A 
service robot system gathers voice and video data through 
microphone and video camera on a service robot, processes such 
media data, and provides basic interaction function to end users 
such as replying questions and giving useful information. Media 
processing function like voice recognition and video analysis 
consume much computational resources such as Central 
Processing Unit (CPU), sometimes media processing function is 
realized by application servers located out of a service robot. 

Implementing media processing function by external 
application servers makes the size of a service robot smaller one. 
However, the data size of voice, image and video is relatively 

large and sending such media data from a service robot to 
application servers requires much larger network resources. 
Therefore, it is better to put application servers in the same service 
facilities as service robot’s location. However, if it is not possible 
to put application servers in service facilities for some reasons 
such as facility size or no server room, application servers can be 
set in a management center. 

 
Figure 1: General architecture of service robot system 

2.2. Research Task of Service Robot System 

In service robot system, media processing is primitive function 
for interaction with end users. The combination of media 
processing realizes voice communication, and questions and 
answers. The one of the main purposes of developing service 
robot system is to organize service scenario by the set of 
communication and Q&A list for various kinds of business scene 
such as guidance in shopping mall or large transportation facilities 
(ex. airports and railway stations). Service scenario consists of 
timing information of voice communication, contents of 
communication, gestures and movement of a service robot. 
Service scenarios are designed for satisfying business and service 
requirement of service provider. It is difficult to evaluate the 
effect of service robot system before service robot system start its 
operation. Therefore, one of the research challenges of service 
robot system is to establish the evaluation method of the 
application of service robot system for assumed KPI suitable for 
business and service requirement, and proposal scheme of service 
scenario modification to realize business improvement. Besides 
KPI issues, we have to consider how to realize service application 
with limited resource of service robot. If we set many devices on 
service robot, its size is getting bigger, and weight is getting 
heavier. Because service robots work among peoples, sometimes 
in busy crowdy area, it needs to keep human safety [13], [14]. If 
robots are bigger and heavier, service robots easily violate human 
safety. Therefore, robot developer has to consider not only 
functionality realized by various devices, but also risk assessment 
for safer robot operation [15], [16]. 
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3. Data Analysis Technology for Service Robot System 

In this section, data analysis technology for service robot 
system that realizes business improve is explained. 

3.1. System Architecture 

Figure 2 shows the architecture of service robot system with 
data analysis technology for business improvement. This system 
consists of the following components.  

• Service robot: Communicate with end users by interaction 
with voice and video, gesture and movement and provides 
various kinds of service to the end users 

• External equipment and system: Realize additional function 
that the service robot cannot provide such as GUI by digital 
signage. 

• Application server: Providing media processing primitive 
function such as voice, video and language processing.  

• Integrated service system: Store and manage all the data that 
can be collected in ser\vice robot system. For the detail of 
collected later, we will explain in later section 

• Business analysis server: Provide data analysis function for 
business improvement with all the data stored in the 
integrated service system. 

• Customer business system: Various external system for 
customers’ business purpose such as marketing, accounting 
and so on. 

 
Figure  2 Architecture of Service Robot System with Data Analysis Technology 

3.2. Data Analysis for Business Improvement 

In service robot system, service robot provides various 
functions to end user by service scenario. The possible actions of 
a service robot consist of communication method by voice, image 
and language processing, Service scenario combines these actions. 
From the viewpoint of service provider, they expect service robots 
to do some business operations instead of their staff. The typical 
business operation realized by service scenario is guidance 
activity in commercial facilities or transportation facilities. 

To realize business improvement, KPI related to business 
operation is measured and monitored. KPIs are indicators that 

evaluates business activities. For example, ISO 22400 defines 
important KPIs for manufacturing field mainly focusing on 
Manufacturing Execution System (MES) [17]. Commonly, KPIs 
focus on the following items: 

• Cost: Cost KPI allows you to evaluate the activities that 
utilize economic resources in different processes. This can 
include energy consumption, cost of raw materials, cost of 
human resources and overhead costs. 

• Time: Time KPI measures the time spent on an activity or a 
process. This can be the time from the beginning to the end 
of a process or a step of a process. Ways to measure time can 
be by the percentage of products or services delivered on time 
or the percentage of late deliveries. 

• Productivity: Productivity KPI allows your organization to 
measure the efficiency of the operation. This can include 
measuring the percentage of downtime your equipment or 
machine experience. It also can be an output of operations 
such as product items or the number of served customers. 

• Quality: Quality KPI help calculates the effectiveness of 
processes. These numbers may be based on the number of 
errors occurring and the number of completed processes. 
Other way to measure is the percentage of products that need 
corrective action and the number of satisfied customers. 

Service robot applications have different tendency from 
industrial robot use case. Service robots are mainly used for 
support of end user’s activities in service facilities such as 
commercial mall, railway station, airport, hospital and so on. 
Service robots mainly provide intellectual works to those 
customers; therefore, it is not always suitable to measure KPIs 
related to manufacturing productivity or automation activities. 
Suitable KPI candidates are service-related value such as service 
quality, the number of users that communicate with service robots 
and so on. After we decided to utilize service robot into our 
service environment, we have to choose KPIs that have 
relationship with service robot application. To analyze how the 
behavior of a service robot affects the KPIs, we need to monitor 
and store the data which describe service robots’ activities. As for 
KPI evaluation, one or more service scenario affects the KPI value 
change. For example, daily sales information of commercial 
complex facilities is a sum of daily sales of each tenant. Some 
shop items are very popular and have strong effect to the daily 
sales of the tenant. In another viewpoint, daily sales information 
has relationship with likability of a facility.  

To   realize business improvement measured by KPIs, it is 
effective to figure out the service scenario that has strong 
relationship with business KPI and try to apply the service 
scenario as much as possible to service robots. For this purpose, 
we need to gather the enough data from service robot system for 
analysis of relationship between business KPI and service 
scenario. Then, we consider how to realize KPI improvement by 
modifying service scenario that much affects the KPI. The 
modification ways of the service scenarios are just candidate 
method and there is no assured result. Therefore, we must apply 
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the modified service scenario to service robots and evaluate its 
efficiency by checking KPI increase or decrease. If the KPI is 
improved, we decide to apply scenario modification permanently. 
If the KPI decreases, we discard scenario modification and try 
another modification. The data type to be collected in service 
robot system for business improvement is as follows: 

• KPIs to be improved as time-series data 
• Service scenarios that are applied to service robots 
• The type of service scenario 
• Relationship between the KPI and service scenarios 
• Execution result of service scenario 
• Action history of service robots as time-series data 
• Motion history of servicer robots: raising a hand, nod, 

showing bye-bye, etc. 
• Image processing results 
• Voicer recognition results 
• Statements of service robots corresponding to the end users 

Here we show the detail of data analysis process of service robot 
system for business improvement. 

• Select one KPI for business improvement that a service 
provider applying service robot system would like to improve. 

• Extract service scenario for service robot that has strong 
relationship with the KPI to be improved. The service 
scenario that gives very good effect to the KPI to be solved is 
selected the scenario that has possibilities for further business 
improvement. 

• Analyze the data that relates to the extracted service scenario 
and decide whether the execution result of service scenario 
gives good or bad effect. By analyzing the result of service 
scenario execution and KPI change, we can understand 
tendency of service scenario and KPI behavior. 

• Consider how to modify the extracted service scenario for 
business improvement: One of the ways to realize business 
improvement is to increase service scenario execution for 
good result.  

• Modify the service scenario according to the way of step 4 
and deploy the modified service scenario. After that, do 
evaluation test for a pre-determined term.  

• Evaluating the KPI to be improved. If the KPI is improved, 
the service provider permanently applies the modification of 
the service scenario. If KPI does not change or show bad 
result, the service provider discards the modification and try 
to consider another modification way. 

3.3. Evaluation 

We applied service robot system to the exhibition. The task of 
a service robot is guidance of our company booth in the exhibition 
hall.  

Figure 3 shows the layout of exhibition hall. The exhibition 
was held in 2 days and around 40,000 visitors came. In the 
exhibition, there were 171 topics are shown within 7 business 
categories.  The service robot was set only in one category booth. 

It has microphone, speaker and camera. By utilizing these devices, 
the service robot can communicate with people through verbal 
way. The service robot also has wheel and it can move around the 
exhibition hall, however, due to safety issue, we do not use moving 
function of the service robot. The contents of guidance are 
concierge service. The service robot waits for the visitors at the 
entrance of the booth and give the information related to the 
exhibition contents or facilities when visitors get close to the 
service robot. Additionally, stage show is periodically done and 
the service robot make announcement when the stage show begins 
soon. The basic behavior of the service robot for the exhibition is 
as follows: 

 
Figure 3: Architecture of Service Robot System with Data Analysis Technology 

• The service robot waits for visitors’ arrival at the entrance of 
the booth 

• If there is no visitor, the service robot make announcement for 
its own service and try to get attention of visitors: “Hello, here 
we show our company’s technology and service. Please come 
and visit our booth!” 

• If the stage demo begins soon, the service robot makes 
announcement for the stage demo: “Our stage show starts 
soon. Please come and see the show!” 

• When a visitor comes in front of the service robot, the service 
robot starts to talk and ask the visitor whether they have some 
questions or not.  

• When the visitor asks a question, the service robot try to 
understand the question and reply answer. The assumed 
questions are questions for the exhibition contents, facility 
guidance and general question such as daily conversation. 

• After answering a question, the service robot asks the visitor 
whether the visitor still have question or not. 

• If the visitor has more question, the service robot continues to 
answer the question. If the visitor has no more question, the 
service robot finishes the service for the current visitor and 
wait for another visitor’s arrival. 

The service scerio of the service robot for the exhibition 
includes the following items:  

• Announcement for the visitors 
• Physical Motions that attract visitors’ attention and promote 

natural communication 
• Understanding the question by voice recognition and language 

processing 
• Answering the question 
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 Service robot has two kind of tasks. The important task is 
guidance of exhibitions and it has higher priority than other task. 
When the service robot detects somebody’s talking, it start 
guidance service to the person in front of the service robot.  Service 
robots are recently deployed in actual fields. It has basic 
communication function through microphone and voice 
recognition technology. However, if people has no experience to 
communicate with service robot, they might have difficulty to let 
them understand what people say. The communication of service 
robots are controlled by computer program and it has detection 
function of human utterance section. Because not all the people 
understand this detection mechanism, sometimes communication 
gap happens between service robot and human. Semiotics[18] is 
an approach for smooth mutual communication. It sometimes 
applies sign or non-verbal communication method. In our system 
design, we applied sign of service robot to let the people 
understand the service robot is ready for communicating with the 
customers. For example, a service robot aim his face to the 
customer or raise its hand to start communication in natural way. 
The data related to the previous listed items are recorded as time-
series data and we used the data for business improvement 
analysis. For the business improvement analysis, there are two 
important tasks. 

• Clarifying the KPI to be improved and related service scenario 

• Making data formatting for data analysis of service scenario 
related data 

Several KPI is suitable for evaluating the effect of exhibition. 
In this case, we focused on the understanding contents of 
exhibition by visitors. We set up one service robot in exhibition 
booth. It is difficult to measure how much the visitor understands 
exhibition contents, we chose the number of question and contents 
of question as a KPI that reflects visitors’ interest to the exhibition. 
We classified the contents of question by judging how much the 
question relates to the exhibitions and monitored how the service 
robot behaves according to the service scenario. we recorded the 
data of service robot action for each visitor. 

 
Figure 4: Structure of Concierge Service Data for Exhibition 

Figure 4 shows the architecture of service robot action data for 
exhibitions. The data is classified into two categories. One is 
behavior with visitors, and the other is behavior without visitors. 
To separate time-series data of the service robot for each visitor, 
we used voice recognition result with specific words to indicate 
service start and end for a visitor. For example, when the service 
robot starts to ask question, the service robot says, “Are there any 
question?”. In the exhibition, the service robot serves to visitors for 
two hours and 25 minutes for 37 visitors. After we prepare data for 
each visitor, we extract the feature values that represents the data. 
In this evaluation, we chose the following items: 

• The number of speaking of the service robot 
• The number of voice recognition of the service robot (that 

means the number of speaking of a visitor) 
• The number of motion that the service robot executes.  
• The number of repeated questions 

• Service time for each visitor 

When the service robot cannot understand the meaning of the 
visitor’s question, the service robot asks the visitor to repeat the 
same question once more. We calculated the feature values shown 
above, then we classified the result of service scenario for each 
visitor. We considered the best result of service scenario is directly 
related to the exhibition content because the purpose of service 
robot system for the exhibition is to let visitors understand the 
exhibition contents (that is, our company’s technology and 
service). However, service robots are just now in the beginning 
stage and start to be deployed in actual world. Therefore, some 
visitors do not know what to ask to the service robot. In such case, 
visitors make the question for facilities such as “Where is a rest 
room?” or start daily life conversation. We inspected all the data 
for 37 visitors and classified the result of service scenario into the 
following four categories, then we give the label for the data for 
each visitor to represent the category.  

• Answer the question for the exhibition contents 
• Answer the question for facility information (such as restroom 

or exit) 
• Start daily conversation 
• Cannot understand the visitor’s question and does not answer 

anything 

Smaller number means visitors have higher interest for the 
exhibition contents. After data classification, we did cluster 
analysis with K-means method. We analyzed the clustering result 
with changing the number of clusters. When we set the number of 
clusters three, we confirmed the following tendencies. 

• Cluster 1 (data of 22 visitors belongs to): In this class, the 
service time is relatively short, few visitors repeated their 
questions. The service robot answers a few questions. 

• Cluster 2(data of three visitors belongs to): Service time is 
quite long. The visitor repeated question and asked so many 
questions, and the service robot answered all the related 
questions.  

• Cluster 3 (data of 12 visitors belongs to): The service time is 
middle. In this class, visitors keep silent and the service robot 
try to make the visitor do some questions. However, visitors 
seem to have no idea and do not know what to be asked. 
Finally, the service robot regarded as the visitor has no 
question and ends the service for this visitor.  

 
Figure 5: Clustering Result of Exhibition Data 

Figure 5 shows the result of clustering. In Figure 4, service time 
and the number of utterance of the service robot are chosen as the 
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evaluation axis that most reflects the clustering result. In cluster 1, 
visitors and the service robot make smooth conversation. In some 
case, a visitor repeated the question, however, in most case, a 
visitor asked the exhibition contents and the service robot properly 
answered the question. In cluster 2, visitor seems to have some 
knowledge for service robots, and try to figure out what kind of 
questions. In this case, the service robot recognizes the visitors’ 
question with high accuracy and the visitor and the service robot 
can talk long time. In cluster 3, the service robot cannot understand 
the questions, or the visitor does not know what to say. 

We made detail analysis of the data classified into cluster 3 and 
figure out two major cases. 

• Case1: The service robot failed to understand what the visitor 
says. The visitor quitted to communicate with the service 
robot.  

• Case2: The visitor does not know what to ask to the service 
robot and there exists long silence time. Even though the 
service robot talks to the visitors and try to make the visitor 
ask some questions, the visitor has no idea and conversation 
is terminated.  

As for the number of cluster, we have tested several cases. 
When we set the number of cluster as 4, we confirmed the samples 
included in cluster 3 and cluster 4 show the similar features. 
Therefore, we chose 3 as the number of the cluster. In case 1, main 
reason is the accuracy of voice recognition and technology 
improvement is needed. In case 2, the issue is scenario design 
problem. In the evaluation experiment, the service robot just asked 
visitors whether the visitor has question or not. However, if we 
designed the service robot gives more detail information such as 
what kind of question is assumed, we can expect the service robots 
behaves to visitors more effective way. For case 2, three visitors 
are classified in this case. We defined service quality as the ratio 
of number of the visitors that the service robot properly gives 
service for exhibition demo. The number of whole visitor for 
service robot is 37, that is, the sum of the data in all the clusters. If 
we can modify the service scenario and give better guidance to 
these three visitors, we can expect 8.1% (3/37) business 
improvement. 

This is our first trial of service scenario analysis. Through this 
field test, we found the following issue to be solved in the future. 

• In some cases, the service robot cannot correctly understand 
human speaking contents. In such case, we should provide 
alternative communication method by remote operation by 
human. 

• Information on voice is sometimes not correctly understood 
by listener. In such case, visualizing method is useful for 
proper information providing. Since our service robot used in 
this field test does not have monitor, we should consider how 
to associate external device and the service robot in this 
application. 

For further service scenario improvement, it is important to set 
target value of selected KPI, and making evaluation with Plan-Do-
Check-Action cycle. Through continuous improvement, we can 
figure out root causes of the problem by utilizing analytic tools 
such as fishbone diagrams [19]. 

4. Service Extension Technology with External Equipment 
Association 

In this chapter, we explain external device association 
technology for service robot system to realize service extension. 

4.1. Functions for External Equipment Association 

Figure  6 shows function blocks of external device association 
technology for the service robot system. Application server 
provides the following functions to realize external device 
association for service robots. 

 
Figure 6: Functions for External Equipment Association 

• Robot State Monitor: Collecting information on the status of 
various parts (motors, cameras, etc.) of service robot, then 
monitoring and visualizing the operating status of service 
robots. When some error occurs, this function notifies an 
alert. 

• Robot Location Management: Managing location 
information of service robots based on the map information 
of a facility where service robots are working. 

• Service Management: Managing services provided in 
facilities where service robots are installed. It includes the 
list of external equipment required for each service. 

• Equipment Management: Managing equipment information 
about the installation location of external equipment in a 
facility and the conditions of use of external devices. 

• Device Control: Provides an interface to control external 
equipment to realize various operation. 

4.2. Usage of External Equipment with Association Condition 

Service robot has several limitations on its design. Typical one 
is body size. If we set many peripheral equipment on a service 
robot, its size gets bigger and bigger. Even though we satisfy size 
limitation with great effort, many peripherals consume much 
electric power, and it requires larger battery. Therefore, service 
robot cannot prepare all the equipment for service realization and 
some equipment should be prepared as external devices. To solve 
this issue, we propose service management function that manages 
a list of devices required for services. The contents of service 
information are shown in Table 1. 

For example, if a service robot does not have a display, an 
external display must be used to display visual information. The 
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facility guidance service using a map is a typical example, and the 
facility guidance service can be provided only when the external 
display is available for a service robot. 

Table 1: Service Information 

Item name Description 
Service 
Identifier 

Unique identifier of a service 

Device List Device list that is essential for a 
service providing (ex. camera, 
display, etc.) 

 

 
Figure 7: Example of external device availability 

When a service robot starts to provide service, the service 
robot must check whether all the external devices necessary for 
the service are available or not in advance. The availability of 
external device depends on the position of external devices and a 
service robot. Also, we should consider whether the aimed 
devices are free and not used by other service robot. Figure 7 
illustrates the positional relationship between a service robot and 
external devices. In this example, two external devices, a display 
and a surveillance camera, are installed in a facility. Taking a 
display as an example, for a service robot to use the display for 
facility information guidance service to end users such as facility 
users, the service robot must be close to the display. In addition, 
since the display has a display surface, the service robot needs to 
take care so that the display surface of the display can be seen by 
the end user. Based on this assumption, the available zone of the 
display is shown as the shaded area in Figure 7. The available 
zone of the camera differs depending on the service used, but if 
the recording area of the camera needs to include EMIEW, the 
available zone of the camera is the fan-shaped shaded area on the 
upper right of Figure 7. In either case, it is not enough to simply 
consider the physical distance between the service robot and the 
external devices. 

Table 2 is a list of information managed by equipment 
management function. The external device has X and Y 

coordinates on the map created by using a laser range finder or the 
like as the position information of the device in the facility. In 
addition, information of available zone of external devices is 
stored as a list of parameters that express the range of area. Using 
these parameters, a service robot realizes extended service with 
external devices by the following procedure shown in Figure 8. 

Table 2: Item List of Device Management 

Item name Description 
Device Identifier Unique identifier of a device 
Device Location Device location in a facility: X and 

Y coordination in a map 
Device 
Availability 
Parameter List 

Device list that is essential for a 
service providing (ex. camera, 
display, etc.) 

 

 
Figure 8: Flow chart of device availability check 

4.3. Evaluation 

In order to measure the effect of the proposed method, 
consider a concrete application example in a business field. As 
one of the typical application examples, let us consider a product 
and facility guidance service in a commercial facility. A typical 
commercial facility in Japan opens at 10 am and closes at 9:00 pm. 
A service robot provides shoppers with on-site facility guidance 
and product explanation services for 11 hours when commercial 
facilities are open. Figure  9 shows the timetable for commercial 
facilities. 

 
Figure  9: Timetable of the Shopping Mall 
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Figure  10 shows the layout of the shopping mall. A shopping 
mall consists of an information center that guides visitors to the 
facility and a shopping area that sells products. A service robot 
shall provide facility guidance using digital signage at the 
information center and product explanations at the shopping area. 

 
Figure 10: Layout of the shopping mall 

Without the proposed method, the service robot cannot 
determine available services by comparing its location with the 
location of external devices. For this reason, shopping mall owner 
must set service robots at each location that provides different 
services. In this case, the arrangement of service robots is shown 
in Figure 11. In this case, 4 service robots are required, one in the 
information center and one in each shopping area. 

 
Figure 11: Arrangement of Service Robots with Conventional Technology 

When applying the external device association technology, 
service robots can check whether its position is the information 
center and near the signage, or the location is the shopping center 
and away from the signage. Therefore, after providing facility 
information at the information center, it is possible to move to the 
shopping area and provide product information if necessary. We 
show the arrangement of service robots in this case in Figure 12. 
As for the association among service robots and signage, 
Simultaneous Localization And Mapping (SLAM) [20] 
technology is applied. The utilization area of signage is indicated 
in robot map managed by application server. The robot map has 
both signage utilization area and robot current location and 
application server can check whether signage is available by robot 
or not based on the robot location and signage condition. If robot 
is not at near signage, robot cannot use signage. Also, if the 
signage is used by another robot, signage is not available, too. 

 
Figure 12: Arrangement of EMIEWs with Proposed Technology 

The following conditions are assumed in the shopping mall. 

• Time required for commercial facility guidance: 3 minutes 
• Travel time between shopping area and information center: 

1 minute 
• Time required for product description: 5 minutes 
• Visitor frequency: Once every 5 minutes 

It takes 10 minutes for a service robot to move to the shopping 
area, explain the product, and return to the original position after 
guiding the commercial facility at the information center. If the 
customer's visit frequency is once every 5 minutes, it is possible 
to respond to customers without waiting for the customer with two 
service robots. In this case, the number of service robots installed 
in one commercial facility can be reduced by 50% compared to 
the conventional technology. 

5. Conclusions 

We developed data analysis technology of service robot 
system for business improvement and service extension with 
external device association with service robots. Through the 
evaluation by exhibition case, we found out the reason that the 
service robot failed to serve to the visitors, and how to modify the 
service scenario. 8.1% business improvement can be expected for 
exhibition case. In another case, we consider facility and product 
guidance service in a commercial facility and confirmed our 
proposed external device association technology can reduce the 
number of service robots set in a facility 50% compared with 
conventional technology. 
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 Serious games are at the forefront of discussions about the future of learning. Research 
shows that they can help improve student motivation and knowledge transfer by making 
learning experiences more pleasurable. Teaching practices are increasingly enhanced or 
complemented by serious games; skills and knowledge are developed by recreating realistic 
situations allowing learners to enhance their procedural knowledge, all while having fun. 
Literature is scarce when it comes to identifying factors that influence learners’ satisfaction 
when using serious games. In this paper, we present empirical results from an ongoing 
research project. We developed a questionnaire using factors identified in the literature and 
collected the responses of n = 110 business students from classes using serious games as a 
tool. Analyses were performed using partial least squares structural equation modeling 
(PLS-SEM). We used the following predictor variables for our model: performance and 
status feedback and tracking, ease of use, reliability, perceived control, instructor support, 
aesthetics, realism entertainment, goal clarity, immersion, and progressive challenge. 
Results show that sense of control, entertainment and effectiveness have a direct positive 
influence on learners' satisfaction while other factors influence satisfaction by mediation or 
as components of theoretically justified higher-order constructs. The sample size and its 
composition limit the generalization of results. Further studies are needed. 

Keywords:  
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Partial Least Square 

 

1. Introduction  
With today’s many new applications and technological 

innovations, learning using serious games appears as an 
increasingly viable alternative to more traditional teaching 
environments. Serious games combine both playful aspects 
(e.g., rules of control, scoring, challenge, and artificial 
characters with utilitarian contents (e.g., learning, teaching, 
information). [1]. Serious games are often thought of as 
educational games and these terms are often used synonymously 
[2]. Although they are games, they do not pursue entertainment, 
enjoyment, or fun as their primary purpose. Instead, the gaming 
component is used as a motivator to engage and captivate 
players to encourage and facilitate learning. Serious games, 
particularly those that simulate reality follow a learning model 
often qualified as experimental [3]. This category has two 
characteristics: (1) it is linked to a learning cycle based on 
experimentation and reflection and (2) it is based on anchoring 
learning in a simulated reality, building on practical experiences 
[3] while learning from one’s mistakes without the inherent risks 
associated with failure in the real-world. 

Virtually recreating real-world situations allows learners to 
develop procedural knowledge and skills by performing complex 
tasks without any of the real risks typically associated with bad 
decisions [4]. Learning objectives are all achieved while having 
fun. The ludic aspect is, in fact, what separates serious games 
from other learning environments that may also make use of 
information technology. Industry predictions attest to the 
popularity of game-based learning. According to a recent Global 
Game-Based Learning Market report, serious games will 
probably reach $17 billion by the year 2023, surpassing 37% in 
terms of growth rate. This is being driven by improvements and 
innovation in virtual and augmented reality and artificial 
intelligence [5]. 

Nevertheless, the literature on serious games also 
acknowledges limits and difficulties. Primarily, good games are 
not easy to design. Games developed by the entertainment 
industry, set up exclusively for amusement, often fail. Arguably, 
designing successful serious games is even more difficult. 
Serious games must not only be entertaining; they must also help 
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students achieve learning goals. Presented by this dual challenge, 
many serious game projects continue to fail [6].  

When a learning environment is well-designed, it generates a 
more positive impact on the player’s attitude and learning 
experience [7]. However, relatively few studies have tried to 
identify the antecedents of serious game success in the eyes of 
learners. Although their popularity continues to steadily increase, 
few studies have empirically examined the factors that affect 
learners' satisfaction with serious games. The purpose of our 
research was to identify factors affecting learner satisfaction in a 
serious gaming environment and to assess the relative importance 
of these factors.  

We collected data collection from 110 university business 
students enrolled in courses using serious games to simulate real 
life managerial situations. We used SmartPLS3 software to 
conduct statistical analysis. Results from our analysis show that 
among the twelve antecedents of satisfaction identified through 
our literature review, sense of control, fidelity, effectiveness, and 
entertainment influence directly students' satisfaction with 
serious games. However, further analyses revealed the presence 
of multicollinearity among the independent variables of the 
model making some factors appear statistically unimportant. 
Treatment of our initial model was attempted to remedy the 
situation by considering the existence of mediating variables and 
theoretically justified superordinate constructs depicted as 
second-order factors. Our results show that while some factors 
affect learners’ satisfaction with serious games directly, others do 
so indirectly through mediating factors or as part of higher-order 
factors and, as such, should not be neglected when designing 
successful games. 

2. Literature Review 

2.1. Benefits of Serious Games 

Serious games are increasingly used in academia [8]; [9].  
Several reasons explain the growing interest in serious games. 
First, an increasing number of educational institutions are 
transitioning from traditional pedagogical and didactic to more 
learner-centered approaches. The latter emphasizes the more 
active and participative role of learners [10] and serious games 
can create authentic (ecologically valid) and immersive 
environments [11]. Their interactivity helps learners in better 
understanding complex tasks, knowledge acquisition, and 
retention. Serious games also promote better concentration more 
than passive learning environments [12].  This represents a major 
transition from a traditional listening/observing only learning 
model to one founded on live experiences and practice. 
Compared to traditional classrooms where knowledge 
transmission is typically passive, serious games are more 
effective because of the interactivity they allow [13]. Moreover, 
the playfulness of games promotes greater interest in learning 
activities, engagement, focus, and enthusiasm.  Serious games 
provide several benefits to learners [14]. Well-designed games 
are fun, enjoyable and increase student motivation. Linked to 
motivation is the concept of satisfaction. Studies have evidenced 
the importance of this concept in education [15], and yet, few 
studies have examined the antecedents of learners’ satisfaction 
while interacting with serious games [16]; [17]. 

2.2. Satisfaction with Serious Games 

In business, the concept of customer satisfaction is a vital 
component of a company’s success. Research shows that 
employee satisfaction enhances productivity and organizational 
performance [18]. Customer satisfaction is positively linked to 
perceived service quality. Satisfaction also impacts positively on 
customer loyalty [19]. In the area of education, studies have 
demonstrated a positive relationship between learner satisfaction 
and both motivation and achievement [20]. Gameplay can 
generate strong, positive feelings in learners. These, in turn, 
motivate learners to continue playing (i.e., continue using the 
technology) and learning. Learners’ satisfaction with serious 
games is more pronounced when positive emotions are high [21]. 

Satisfaction is one of the most researched concepts in the area 
of Information Systems (IS) [22]. When compared to other 
measures, user satisfaction is among the strongest of indicators 
employed by researchers to measure IS success [23]. According 
to [24], user satisfaction is “the affective attitude towards a 
specific computer application by someone who interacts with the 
application directly”. Through a literature review, our paper first 
seeks to identify antecedents of serious game satisfaction from 
the perspective of learners. We then propose and empirically test 
a model to investigate the degree to which these antecedents 
relate to satisfaction. 

2.3. Antecedents of Satisfaction with Serious Games 

Twelve main factors were identified from an intensive review 
of the literature [25] as potential predictors of satisfaction, 
defined below : 

Ease of Use is borrowed from the Technology Acceptance 
Model [26], it is defined as the degree to which a particular 
technology is perceived to be intuitive and simple to use. 

Reliability is the degree to which the serious game worked 
smoothly and without problems. In Marketing, reliability has 
been identified as a crucial dimension of perceived service 
quality (i.e., the literature on SERVQUAL), while in Information 
Systems (IS) /Information Technology (IT) research, it refers to 
whether a system functions properly and can be defined as the 
degree to which a user possesses inherent confidence in the 
system [27]. 

Aesthetics reflects a subjective experience that is evoked by 
players during the process of interaction with the game interface 
[28]; [29]; [30], namely using sound, sight, and motion [31]. 

Fidelity/Realism describes the psychological and physical 
similarities that exist between a particular game and the 
environment it seeks to represent [32], the realism of a simulation 
[33]. 

Instructor assistance and support. Several studies show 
that the teacher plays an essential role in the success of IT 
integration in classrooms [34]. We define instructor assistance as 
the degree to which learners perceive that the instructor provided 
encouragement, help, and information on the use of the serious 
game. Instructors provide assistance at two levels, theoretical and 
technical [35]. 
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Perceived control is defined as the degree to which learners 
feel capable of influencing and bringing about change to the 
world of play [36]. This can be achieved via multiple 
customization options such as, the pace of the game, the choice 
of the type of feedback the learner believes would be useful to 
progress more successfully through the game and even the 
capability of manipulating the appearance of one’s playable 
character [37]. Research shows that when the learner has more 
control over their learning, they become more involved in the 
game and even try more complex strategies [38] and a resulting 
increase in positive attitudes [39]. 

Progressive challenge is the degree to which the game 
challenges the learner with increasingly difficult problems and 
increasingly complex challenges. Successful game progression is 
built on previously acquired knowledge, abilities, and skills 
developed and learned while playing [40]. Successful learning 
ensues when players progressively adapt to and succeed in 
performing tasks that are increasingly challenging and complex. 

Effectiveness is defined as the capacity/power of the serious 
game to improve the knowledge of learners [41]. Whereas 
conventional games seek to boost the playfulness aspect of the 
game, serious games seek to create learning environments that 
support improvements in skills training (e.g., professionals). 
These skills are other than those associated purely with play. 
Indeed, research shows that serious games can be very effective 
in improving professional and academic skills [42]. 

Status/Performance tracking and feedback is the degree to 
which the simulation’s progress information and feedback is 
perceived as constructive and helpful. Assessment and feedback 
are pillars of teaching effectiveness [43]. They help learners 
achieve the game’s objectives [44]. Performance feedback must 
be specific and presented at the right time [45]. Feedback 
includes information on the state of the player, instructor 
help/assistance during play, tips and clues [41]. It can take the 
form of visual, auditory, tactile prompts [46]. 

Entertainment is the degree to which the learner finds the 
game play pleasurable. Research defines pleasure as an attitude 
or an emotion that can satisfy intrinsic needs and produce a 
positive reaction [47]. The entertainment value derived from 
gameplay is largely determined by the quality of design of the 
“educational ludo” environment [48]. Entertainment value 
impacts positively on learners’ satisfaction. 

Immersion is the ability of a game to create an immersive 
experience in the learner [49], the feeling of "being there" [50]. 
It occurs when the learner temporarily accepts the reality of a 
game and focuses on this reality through his involvement in the 
game. It reflects the degree of player engagement in the game 
environment [49]. 

Goal clarity refers to the need to clearly define what 
objectives must be achieved during game play. It is a 
fundamental principle of instructional design [51]; [52]. Studies 
(e.g., [53]) demonstrate that serious game environments can fail 
to promote concentration or rouse curiosity in learners mainly 
because their goals are ill-defined, ambiguous, or misunderstood. 
Clarity of objectives is crucial in effective game design because 
it serves to increase commitment and concentration [54]. 

3. Hypotheses 

In this section, we present the hypothesized relationship 
between each factor and the learner’s satisfaction with the serious 
game (see Table 1). The questionnaire items for each 
measure/factor are presented in the Appendix. For the sake of 
parsimony, only questionnaire items that successfully passed the 
card-sorting exercise (item validation) are presented. 

Table 1: Hypotheses of Original Model 

H1 A positive and significant relationship exists 
between ease of use and learners’ satisfaction 

H2 A positive and significant relationship exists 
between reliability and learners’ satisfaction 

H3 A positive and significant relationship exists 
between aesthetics and learners’ satisfaction 

H4 A positive and significant relationship exists 
between fidelity and learners’ satisfaction 

H5 A positive and significant relationship exists 
between instructor assistance and support and 
learners’ satisfaction 

H6 A positive and significant relationship exists 
between feeling of control and learners’ 
satisfaction 

H7 A positive and significant relationship exists 
between progressive challenge and learners’ 
satisfaction 

H8 A positive and significant relationship exists 
between and learners’ satisfaction 

H9 A positive and significant relationship exists 
between performance/status tracking and feedback 
and learners’ satisfaction 

H10 A positive and significant relationship exists 
between entertainment and learners’ satisfaction 

H11 A positive and significant relationship exists 
between immersion and learners’ satisfaction 

H12 A positive and significant relationship exists 
between goal clarity and learners’ satisfaction 

4. Methodology 

PLS-SEM (Partial Least Square - Structural Equation 
Modeling) is a multivariate statistical modelling technique 
increasingly being used by researchers in IS/IT, education and in 
other areas because of several advantages. It is often favoured 
when analyzing models using smaller sample sizes or data with 
non-normal distributions. Specifically, we used the statistical 
software package called SmartPLS. 

4.1. Item Creation and Refinement 

We generated an initial set of items and then refined and 
validated them before including them in a questionnaire. Steps 
were as follows. 

• Creation or adaptation of items based on the definition of 
concepts [55]. 

• Validation of the questionnaire items using the card-sorting 
method [56]. 
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The card sorting method seeks to verify, whether the items 
initially chosen by the researcher to be included in the 
questionnaire relate accurately to the concepts that (s)he is trying 
to measure. For this, four (4) judges were recruited: two 
professors from the IS/IT area and two students enrolled in a 
master’s program in Information Systems/Information 
Technology. The validation process required each judge to sort 
the initial questionnaire items by properly combining each one 
with the actual construct that item was intended to measure. 
When at least 3 out of 4 judges (or 75% of judges) would 
successfully associate a specific item to its expected construct, 
the item in question was deemed to accurately reflect the concept 
it was intended to measure and was therefore included in the 
questionnaire. 

4.2. Data Collection and Sample Size 

After validating the initial set of items using the pretest and 
the sort-by-card method, the items were included in an online 
questionnaire created using the Google Forms application. Three 
(3) lecturers from the business school of our university were 
contacted to help us recruit students. These lecturers were chosen 
because, in their classes, they used a serious gaming platform that 
simulated the typical challenges and problems encountered by 
managers of small- and medium-sized businesses. Over a period 
of approximately one (1) week, we visited the classrooms of 
these lecturers to explain to students the purpose of our study and 
invite them to participate. We printed information sheets 
containing our contact details and the URL for the online 
questionnaire. During our visits to classrooms, these sheets were 
provided to students. All questionnaire items were of the Likert 
type ranging from 1 (Strongly disagree) to 5 (Strongly agree). 

Data collection was done over a period of three (3) weeks. 
Two emails were sent to the lecturers to remind their students to 
participate in the study. Participation was completely voluntary. 
All in all, there were 345 students enrolled in all the classes we 
had visited. A total response of n = 110 was received across all 
students enrolled in the courses, a response rate of about 33%. 

Demographic information was as follows: As for age, 23- to 
27-year-old students represented the largest group of participants 
(45% of respondents). As for gender, there was just about the 
same number of women as there were of men: 55 and 49 
respectively while six (6) respondents preferred not to specify 
their gender or chose “other”. In terms of education, 37% of 
participants hadn’t finished their undergraduate studies. The 
remaining students specified that they had, at least, obtained a 
bachelor (or equivalent degree). 

4.3. Original Model 

The Partial Least Square - Structural Equation Modeling 
(PLS-SEM) approach allows the modelling and testing of 
complex cause-and-effect relationships. Two of the strengths of 
PLS-SEM is that the technique allows the modeling of latent 
variables and works well with smaller samples [57]. We used 
SmartPLS version 3.3.0. 

Measurement Model - In SmartPLS, the measurement 
model was solved using the factor weighing scheme. Evaluating 
the measurement model includes an analysis of (1) reliability, (2) 
convergent validity, and (3) divergent validity [58]. We used 

Cronbach's alpha to analyze reliability and refine our scales. The 
cut-off value was 0.7 as recommended by [59]. Convergent 
validity was achieved by retaining items with loadings above or 
equal to 0.7. We also tentatively retained items with loadings 
between 0.4 and 0.7. These were later scrutinized further by 
examining their composite reliability (CR) and average variance 
extracted values (AVE). If CR was greater or equal to 0.7 and 
AVE was greater or equal to 0.50, the item was considered 
acceptable and was retained in the model [60]. All items with 
loadings that did not attain a minimum threshold of 0.4 were 
removed, one by one, starting with the item with the smallest 
loading. After each item removal, the model was recalculated and 
re-evaluated. This process continued until only acceptable items 
remained. The final loadings of indicators from the measurement 
model are presented in the Appendix. 

Next, we turned towards establishing discriminant validity. 
For this, the Heterotrait-Monotrait Ratios (HTMT) were 
examined. A value of 0.85 or less for HTMT indicate good 
discriminant validity [61]. The two highest HTMT values in our 
model were between effectiveness and entertainment and 
between entertainment and immersion, with values of 0.724 and 
0.703, respectively. Acceptable Cronbach alpha, CR, and AVE 
values presented in Table 2 all point to a good measurement 
model. 

Table 2 - Construct Validity and Reliability 

Construct Cronbach 
alpha 

Composite 
Reliability 

Average 
Variance 
Extracted 

Assistance and Support 0.922 0.944 0.809 
Fidelity 0.922 0.945 0.810 

Effectiveness 0.902 0.928 0.720 
Aesthetics 0.874 0.911 0.641 

Entertainment 0.859 0.914 0.780 
Goal Clarity 0.839 0.886 0.611 
Immersion 0.834 0.881 0.599 
Satisfaction 0.832 0.900 0.749 
Reliability 0.829 0.883 0.654 

Progressive Challenge 0.804 0.872 0.633 
Performance and 

Feedback 
0.775 0.869 0.689 

Ease of Use 0.767 0.852 0.660 
Control 0.700 0.869 0.768 

 
Structural Model - The structural model was generated 

using a path weighing scheme. A bootstrap of 5000 subsamples 
was used to generate the p-values. Path coefficients and t-values 
using SmartPLS3 are presented in Table 3 below which also 
shows whether the associated hypothesis is supported or not.  

Out of all the paths specified in our original model, only four 
(4) were significant (at the 0.05 level). The highest path value is 
between entertainment and satisfaction (0.258), followed by 
effectiveness and satisfaction (0.205), control and satisfaction 
(0.187), and fidelity and satisfaction (0.164), in decreasing order. 
As such, only hypotheses H4, H6, H8, and H10 were supported. 
The paths not showing up as significant were perplexing. For 
instance, in our model, ease of use has no significant effect on 
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learners’ satisfaction. This result contradicts numerous studies 
which evidence the importance of perceived ease of use on users’ 
technology acceptance. We suspected the presence of 
multicollinearity in our model. 

Table 3: Path Coefficients and p-values (Original Model) 

Supported Hypotheses Path 
Coeff. 

p-value 

H4 (Fidelity  Satisfaction) 0.164 0.049* 
H6 (Control  Satisfaction) 0.187 0.049* 
H8 (Effectiveness  Satisfaction) 0.205 0.038* 
H10 (Entertainment  Satisfaction) 0.258 0.014* 
Note: * = p < 0.05  
Unsupported Hypotheses Path 

Coef. 
p-value 

H1 (Ease of Use  Satisfaction) 0.006 0.937 
H2 (Reliability  Satisfaction) 0.088 0.250 
H3 (Aesthetics  Satisfaction) -0.021 0.788 
H5 (Assistance and Support  
Satisfaction) 

0.035 0.656 

H7 (Progressive Challenge  Satisfaction) 0.098 0.250 
H9 (Performance and Feedback  
Satisfaction) 

-0.027 0.702 

H11 (Immersion  Satisfaction) 0.096 0.267 
H12 (Goal Clarity  Satisfaction) 0.082 0.334 

 
4.4. Multicollinearity, Higher-Order Constructs, and Mediation 

Statistical models that contain several independent variables 
that are highly correlated to one another and not just with the 
dependent variable can cause a serious problem called 
multicollinearity. It makes accurate interpretation of statistical 
results difficult because it increases the standard errors of the 
coefficients. By overinflating the standard errors, 
multicollinearity may cause coefficients of some independent 
variables to appear to be non-significant. In other words, 
multicollinearity makes it look like the relationships between 
some independent variables and the dependent variables are 
statistically insignificant. 

To test for multicollinearity, we first ran a SmartPLS model 
which contained only two (2) constructs: ease of use and 
satisfaction. As expected, and supported by literature, the path 
was now highly significant (path=0.408; p=0.000) which 
suggested the presence of multicollinearity [62] and/or 
mediating variables [63] in the original model (i.e., misspecified 
paths).  

 
According to [62], the presence of multicollinearity among 

the independent factors of a model may indicate that higher-
order structures are present and should be considered. 
Respecifying a model with these higher-order structures can 
effectively reduce the effects of multicollinearity but should be 
theoretically argued and empirically tested. In other words, 
higher-order constructs should not be extracted through a purely 
data-driven approach. They should be grounded in theoretical 
logic extracted from the existing literature.  

 

In a model, a lack of statistically significant paths when these 
are supported by theory (or strong conjectural evidence), can 
suggest the presence of mediating variables that are not being 
considered or are incorrectly specified in that model. When 
mediation occurs (figure 1), an independent variable (X) has 
little or no statistically discernable direct effect on a dependent 
variable (Y). Instead, X acts on Y via an intervening variable 
(M). As such, the independent variable (X) affects the mediating 
variable (M) which, in turn, affects the dependent variable (Y). 
In other words, an independent variable (X) influences the 
dependent variable (Y), but this influence is not direct. Instead, 
variable X influences variable Y through some other variable 
(M). Mediation can be complete or partial. 

 

Figure 1: Mediation 

4.5. Alternate Model 

Following established guidelines to assess your 
measurement model and testing that discriminant validity falls 
within acceptable boundaries are very important steps in 
Structural Equation Modelling (SEM) but it does not guarantee 
that your structural model will yield significant paths [61]. 
Indeed, many of our initial hypotheses were not supported in our 
original model. Given that our analyses suggest the presence of 
higher-order constructs and mediation, we reworked our original 
model by respecifying alternative paths, paired with theoretical 
justification. These modifications to our original model are 
currently specified as propositions given that, in the coming year, 
we intend to explore in more detail existing literature to better 
substantiate these proposed alternate paths and the addition of 
higher-order structures. 

Higher-Order Construct 1  Platform Transparency 

During our initial analyses, a significant correlation was 
noted between reliability and ease of use (0.434). Also, among 
all constructs considered in our study, these two were the only 
factors that were “technological” in nature. 

In a now-famous article entitled “The Computer for the 21st 
Century” published in Scientific American in 1991 (pp 66-75), 
the author Mark Weiser writes that “(t)he most profound 
technologies are those that disappear. They weave themselves 
into the fabric of everyday life until they are indistinguishable 
from it”. The article argues that the best technologies are made or 
eventually become transparent to users. Technology should never 
be cumbersome to use. Learners’ attention should be drawn to the 
contents of the communication rather than to the equipment used 
to communicate it, and players/learners should not be concerned 
by technological issues. Arguably, difficult to use, unintuitive 
interfaces, and unreliable IS/IT platforms riddled with recurrent 
bugs and glitches, are likely to take away from the learner’s 
overall serious game experience and diminish one’s enjoyment 
of it, and thus, should reflect negatively on the user’s satisfaction 
with the serious game. 
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To represent this in our model, we re-specified reliability and 
ease of use as dimensions of a second-order construct which we 
named “Platform transparency”. We define this second-order 
construct as the perception that the game’s underlying 
technological platform does not distract from the user’s overall 
gaming experience and learning objectives because of 
inadequate design and technical problems.  

When technological platforms supporting serious gaming are 
inherently unstable, unintuitive, and/or difficult to use, it is likely 
to impede on the overall learning experience, reducing gaming 
enjoyment and negatively impacting one’s sense of control over 
the entire experience. Previous empirical studies in IS support our 
assertions. There is a negative relationship between ease of use 
and one’s perceptions of control and enjoyment while using 
information technologies (e.g., [64]). 

• P1: The more the game’s technological platform is perceived 
to be transparent during gaming (easy to use and reliable), 
the greater the learner’s entertainment while playing the 
serious game. 

• P2: The more the game’s technological platform is perceived 
to be transparent during gaming (easy to use and reliable), 
the greater the learner’s sense of control while playing the 
serious game. 

Higher-Order Construct 2  Guidance 

In the original model, our analysis showed non-significant 
relationships between satisfaction and three (3) independent 
variables, namely goal clarity, performance and feedback, and 
assistance and support. Rather than modeling three (3) direct 
paths to satisfaction, we considered the possibility that mediation 
was present. It could be argued that, rather than impacting on 
satisfaction directly, these three (3) antecedents may be factors 
influencing learners’ perceived effectiveness of the serious game, 
which would then impact satisfaction. In other words, perceived 
effectiveness could be a moderating variable. However, the path 
coefficients from assistance and support (path=0.132; p=0.102), 
from performance and feedback (path=0.016; p=0.843), and 
from goal clarity (path=0.130; p=0.112) to perceived 
effectiveness of the serious game were all non-significant. 

Next, we reviewed the definitions of these three constructs 
collectively while re-examined their individual items to see 
whether an over-arching concept could connect them together. 
This led us to re-specify all three (3) concepts as dimensions of a 
common, second-order construct. We labeled this higher-order 
structure as “Perceived guidance”. We define this as the degree 
to which the user perceives that the serious gaming experience 
provides a clear understanding of goals and sufficient guidance 
and orientation on how to achieve them by adequately informing 
learners of their progress and by providing information about 
what they are doing right/wrong. We propose that the more 
effective serious games are those characterized by clear, 
achievable goals where learners’ progress is guided by regular, 
useful feedback reinforcing successful actions and results all 
while encouraging users to take corrective measures or try 
alternate strategies following unsuccessful ones. As such, we 
reason that guidance will impact satisfaction, but indirectly. The 

relationship will likely be mediated by perceived effectiveness. 
The following proposition is then stipulated. 

• P3: The greater the perceived guidance received during the 
serious gaming experience, the more the learner will 
perceive the serious game as effective. 

Mediation 

Based on our literature review, our original model 
hypothesized a significant path between the serious game’s 
progressive challenge and learner’s satisfaction. Statistically, 
this path was not significant. We then reasoned that the learner’s 
perceived effectiveness of the serious game could be mediating 
this relationship, making it look like progressive challenge has 
no effect on learners’ satisfaction. Arguably, games designed to 
be progressively challenging are also likely to be perceived as 
being more effective by learners given that such games would 
allow learners to progress in their knowledge and skill acquisition 
gradually. We postulate the following proposition: 

• P4: The greater the perceived progressive challenge of the 
serious game, the more the learner will perceive the game as 
being effective for learning. 

In our original model, the path between immersion and 
satisfaction was statistically non-significant. This path was 
dropped and, instead, we specified a path between the concepts 
of immersion and entertainment. Studies have recognized that 
games’ ability to create immersive experiences is among the most 
pleasurable aspects of video gameplay [65]. This brings us to the 
following proposition: 

• P5: The greater the perceived immersion during serious 
gameplay, the greater the entertainment. 

A path was also drawn linking aesthetics to immersion. 
Aesthetically superior games help in generating an immersive 
experience while playing suggesting that both concepts are 
linked. This relationship is expressed in the following 
proposition: 

• P6: The better the aesthetics of a serious game, the greater 
the immersive experience perceived by the learner. 

Research has also identified a link between the entertainment 
value of games and their perceived effectiveness [66]. Well-
designed, fun games can put learners in a better mood which then 
positively impacts their perceived effectiveness of the serious 
game in supporting learning [67]. As such, we propose that a 
positive relationship exists between the entertainment value of a 
serious game and the perceived effectiveness of the game as a 
learning platform. 

• P7: The greater the perceived entertainment value of a 
serious game, the greater the perceived effectiveness of that 
serious game. 

In our original model, the path between fidelity and 
satisfaction was found to be positive and significant. However, 
the literature that pertains to the realism of games also suggests 
that there may be mediating effects between these two factors. It 
is likely that positive relationships exist between fidelity (how 
closely the game simulates reality) and the training effectiveness 
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of the serious game and immersion as well [68]. This brings us to 
the following propositions: 

• P8: The greater the perceived fidelity of the serious game, 
the more the learner will perceive it as effective. 

• P9: The greater the perceived fidelity of the serious game, 
the more the learner will perceive it as immersive. 

With these propositions, we specified a new, alternative 
model which included the higher-order constructs described 
previously and added paths for mediation (Figure 2). We ran it 
using bootstrapping with 5000 subsamples.  

 
Figure 2: Structural Model (alternate model) 

Tables 4 (hypotheses) and 5 (propositions) present the results 
of the structural model. In this respecified/alternate model, all 
paths are significant. This alternate model explains R2 = 65.7% 
of the variance in our data on satisfaction. 

Table 4: Hypotheses Path Coefficients and p-values (Alternate Model) 

Hypotheses Path 
Coeff. 

p-value 

H4 (Fidelity  Satisfaction) 0.194 0.009** 
H6 (Control  Satisfaction) 0.255 0.001** 
H8 (Effectiveness  Satisfaction) 0.273 0.002** 
H10 (Entertainment  Satisfaction) 0.322 0.000*** 
Note: ** = p < 0.01; *** = p < 0.001 

Table 5: Proposition Path Coefficients and p-values (Alternate Model) 

Propositions Path 
Coeff

. 

p-value 

P1 (Platform Transparency  
Entertainment) 

0.310 0.000*** 

P2 (Platform Transparency  Control) 0.284 0.017* 
P3 (Guidance  Effectiveness) 0.220 0.001** 
P4 (Progressive Challenge  
Effectiveness) 

0.252 0.002** 

P5 (Immersion  Entertainment) 0.612 0.000*** 

P6 (Aesthetics  Immersion) 0.219 0.011* 
P7 (Entertainment  Effectiveness) 0.360 0.000*** 
P8 (Fidelity  Effectiveness) 0.197 0.017* 
P9 (Fidelity  Immersion) 0.401 0.000*** 
Note: * = p < 0.05; ** = p < 0.01; *** = p < 0.001 

5. Conclusion 

Through a literature review on serious games, we identified 
several factors which seemingly impact learners’ satisfaction 
with serious games. Using these factors, we tested an original 
model using PLS-SEM. This original model specified paths 
going directly from each factor directly into satisfaction 
suggesting direct effects.  

However, several paths from our original model were 
statistically non-significant. We respecified an alternate model 
supported by theoretical foundations and previous research. It 
included both mediation and second-order factors which helped 
provide a richer, more complete picture of how factors identified 
through our literature review relate with one another to positively 
impact learners’ satisfaction with serious games. Every factor 
considered in this study was found to have a positive effect on 
learners’ satisfaction, although not necessarily a direct effect. 
Several relationships were mediated through other factors while 
some factors are best combined into higher-order structures. 
Results suggest that none should be neglected when designing 
serious games. 

Overall, the ludic component plays a central role in serious 
games. Entertainment value derived from playing serious games 
has a strong, positive impact on learner satisfaction. Although 
they are primarily learning tools, people perceive them as games, 
and as such, expect them to be designed to be fun to play. The 
importance of entertainment value is followed by whether the 
learner perceives the serious game as effective, the learners’ 
sense of control during play, and last, by the fidelity/realism of 
the game. These findings suggest that to design successful serious 
games that satisfy learners, it is important to create a ludic 
environment that is fun, simulates reality well, all while making 
learners feel like they are in control of this environment. 
Perceived effectiveness of the serious game holds an important 
role in generating satisfaction in learners. Perceived effectiveness 
is a direct antecedent to satisfaction and acts as a mediating 
variable for several of the other variables identified in our 
literature review. Although other variables gained mediator status 
in our alternate model, none mediated a greater number of 
variables than did effectiveness. Our results also show that some 
variables do not impact satisfaction directly. Their effects on 
satisfaction are completely mediated through other factors. This 
includes aesthetics, immersion, and progressive challenge. 

An important limitation of this study is the sample size. 
Although PLS-SEM handles small sample sizes well, small 
sample sizes raise questions about the generalizability of results. 
Another limitation of this study is that it is cross-sectional. This 
means that results do not take into account how time influences 
the relationship among variables. A factor can be more influential 
on satisfaction from the onset of play. Others may become more 
important in explaining satisfaction later on, as the learner 
amasses more experience. For instance, the importance of 
providing increasingly challenging and more varied learning 
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situations may become more and more important in explaining 
whether players continue to derive satisfaction from a serious 
game as their experiences and skill set grow. As such, the 
temporal stability of factors as antecedents of satisfaction should 
be investigated in future studies. Moreover, our surveys use self-
reporting. These can cause respondents to inflate their opinions 
and responses making it hard to capture the true relationships 
among constructs. Interviews could be conducted in the future to 
validate our results. Since the respondents are all business 
students a generalization can be challenged for other disciplines. 
Finally, research is further needed to identify additional factors 
that may impact satisfaction with serious games and to explore 
the nature of the relationships that may exist between these 
factors. 
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Appendix 

Item 
code Aesthetics    Loading 

AES1 The simulation is visually appealing 0.827 

AES2 The visual design of the simulation 
is attractive 0.881 

AES3 I appreciated the aesthetic side of the 
simulation 0.841 

AES4 The color contrast makes it easier to 
understand windows 0.758 

 Control  
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CON1 I was able to complete the simulation 
at my own pace 0.883 

CON2 The simulation gives the user control 
to better manage his learning 0.870 

 Ease of Use  

EOU1 The interface is intuitive 0.815 

EOU2 This simulation is easy to use 0.872 

EOU4 The simulation controls are logical 
and consistent 0.791 

 Effectiveness  

EFF1 This game has helped me improve 
the knowledge I acquired in class 0.867 

EFF2 The game asks me to put into 
practice what I’ve learned in class 0.855 

EFF3 The game covers the material and 
concepts that are related seen in class 0.885 

EFF4 I feel like I have acquired new 
knowledge using this simulation 0.773 

EFF5 
The simulation allowed me to put into 
practice all the skills I acquired in 
class 

0.859 

 Entertainment  

ENT1 The simulation was fun 0.884 

ENT2 I would like to play this game again 0.886 

ENT3 The time I spent playing the game was 
pleasant 0.880 

 Fidelity  

FID1 The simulation does reflect real 
situations 0.935 

FID2 

There was a very good physical and 
psychological similarity between the 
simulation and the environment it 
sought to represent 

0.885 

FID3 
The simulation encourages learners to 
use the same cognitive processes they 
will have to use in the real-world 

0.911 

FID4 
The simulation is faithful to the types 
of problems encountered in the real-
world 

0.867 

 Goal Clarity  

CLA1 The game’s instructions were precise 
and obvious 0.831 

CLA2 Objectives were clearly defined 0.858 

CLA3 I understood the learning objectives 
throughout the simulation 0.733 

CLA4 
From start to finish, I understood the 
task to be accomplished in the 
simulation 

0.694 

CLA5 The purpose of the game was always 
clear while I was playing 0.782 

 Immersion 

IMM1 While playing this game, I did not feel 
the time pass 0.835 

IMM2 I was very involved in this simulation 
when I was playing it 0.746 

IMM3 I lost track of time while playing the 
game 0.822 

IMM4 
When I was playing the game, I 
became very focused on what I was 
doing 

0.732 

IMM5 The simulation had me focused on the 
task at hand 0.724 

 Instructor assistance and support  

INS1 The teacher's mastery with simulation 
was useful for learners 0.900 

INS2 
The competence of the teacher with 
this technology was appreciated by the 
students 

0.891 

INS3 The teacher was able to help learners 
to use technology 0.909 

INS4 The teacher's knowledge of the 
simulation was useful to us 0.898 

 Performance / status and feedback  

PERF3 The feedback offered during the 
simulation was constructive 0.875 

PERF4 
The information offered by the 
simulation helped me to make better 
decisions for the rest of the game 

0.768 

PERF6 The simulation kept me informed of 
my status (e.g., score, feedback) 0.837 

 Progressive challenge  
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CHA4 
The increasingly difficult situations 
presented by the game stimulated my 
desire to learn 

0.699 

CHA6 
This simulation offers an adequate 
amount of difficulty to stimulate the 
interest of the learner 

0.795 

CHA7 
The simulation was able to sharpen my 
skills allowing me to meet 
increasingly complex challenges 

0.880 

CHA8 
This game allows different levels of 
challenges, well suited for different 
learners 

0.797 

 Reliability  

REL1 The simulation worked well 0.871 

REL2 This technology was reliable 0.820 

REL3 I found that the technology worked as 
expected 0.852 

REL4 I had technical problems (reverse 
item) 0.704 

 Satisfaction  

SAT1 In general, I consider that this 
simulation was well designed 0.809 

SAT2 I enjoyed using this game for learning 0.887 

SAT3 Overall, I am satisfied with this 
simulation 0.899 
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The Japanese writing system is unique due to the number of characters employed and the
methods used to write words. It consists of three different ’alphabets’, which may result in
the methods used to process Latin script not being sufficient to obtain satisfactory results
when attempting to apply them to a recognition of the Japanese script. The authors present
an algorithm based on minutiae, i.e., feature points, to recognise the hiragana and katakana
characters. A method using image processing algorithms is compared with a method using a
neural network for the purpose of automating this process. Based on the distribution and type of
minutiae, vectors of features have been created to recognise 96 different characters. The authors
conducted a study showing the effect of the chosen segmentation method on the accuracy of the
character recognition. The proposed solution has achieved a maximum accuracy at the level of
65.2%.

1 Introduction

This paper is an extension of work originally presented in The In-
ternational Conference on Graphics and Signal Processing [1]. The
Japanese writing system consists of three types of characters: kanji,
hiragana and katakana. The hiragana and katakana characters are
found only in Japan. They are syllabaries, which means that a single
written character stands for a single spoken syllable. Hiragana is
mainly used to write prefixes and suffixes of the Japanese words,
particles and words of Japanese origin which for some reason are
not written in the kanji characters. Hiragana is also used to write
furigana, a reading aid for the difficult or unusual kanji characters.
It is often found in books for children and teenagers.

Katakana is used to write first names, surnames and words of
foreign origin. It is also applied for onomatopoeia (mimetic words),
which frequently occur in Japanese. The two previously discussed
syllabaries each contain 46 characters each.

The last group of characters are the kanji characters. These char-
acters have been borrowed from the Chinese language. The number
of the kanji characters in Japan is estimated to be approximately
50,000, but the average Japanese needs circa 3,000 characters for
the use on an everyday basis. The kanji characters are used to write
the subject of words. Unlike the hiragana and katakana, the kanji
characters have different manners of reading. The way they are
read depends on whether they stand alone or are accompanied by

other characters. One kanji character can have even more than 10
different ways of reading.

The quantity and complexity of the writing system in relation to
the 26 characters of the Latin alphabet results in the fact that recog-
nition methods and algorithms for the purpose of writing should be
subject to a change.

2 State of the Art
For the purpose of the recognition of the Japanese writing system,
publications on the on-line recognition are easier to find than the
off-line ones. The key publications presenting a cross-section of
ongoing studies on this very subject matter will be introduced below.

2.1 Deep Convolutional Recurrent Network

The first solution presented uses deep convolutional recurrent neural
networks in order to recognise single lines of text written in Japanese
[2]. The network used consists of three layers: a convolutional fea-
ture extractor, recurrent layers and transcription layers [3]. Prior
to the recognition itself, a preprocessing of the images is required.
This consists of normalising, i.e., homogenising the samples, and
binarizing them with the use of the Otsu’s method. The authors use
the TUAT Kondate database. Another aspect presented in this paper
constitute the artificially generated samples, developed on the basis
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of the previously mentioned database. The model presented here
shows a character recognition rate at the level of 96.35% when using
only the data from the database, and at the level of 98.05% when
using also the artificially generated data. The generation of these
data is based on the use of the local and global elastic distortions.

2.2 Extended Peripheral Direction Contributivity

The recognision method of the Japanese writing system presented
by the authors [4] adopts the Extended Peripheral Direction Con-
tributivity method. It is one of the more commonly used directional
features. The feature vector is developed in the following manner.
First of all, the image is scanned from their peripheral to inner part
in the eight directions. Then, on each black pixel of the contour of
the first, second and third line encountered in each direction, the
run-length li in each of the eight directions is calculated and the
direction contributivity di (i = 1, 2, ..., 8) is calculated for the pixel
using (1) [5].

di =
li√∑8
j−1 l2j

(1)

Thirdly, the image is divided into several zones in each direction
of the peripheral scan. Finally, a feature vector is obtained by record-
ing the directional components for each zone, in each direction and
in each order encountered. The information that can be obtained by
the aforementioned method are as follows [6]:

• A quantity of lines and their orientation,

• A position of the lines,

• The relations between the lines.

2.3 Address Recognition

The algorithm presented, represents the use of a system that reads
information from the letters and postal shipments concerning the
information on a destination address [7]. For the purpose of reduc-
ing the information to be extracted, a priori knowledge about the
structure of the Japanese address has been used. The introduced sys-
tem is based on five processes: segmentation, segment combination,
character recognition, character combination and path search. The
system is supported by a glossary of the possible addresses.

3 Image Processing Algorithms
The algorithm presented by the authors uses many image processing
methods. Some of the currently used solutions use a priori knowl-
edge, which also reduces a probability of misclassification of the
characters. The principles of operation of the most important of
them will be specified below.

3.1 Morphological Closing

One of the essential operations performed on the images are the
morphological ones. As their name suggests, their application re-
sults in a change in the appearance of the result image. In case of

the algorithm presented by the authors, the image on which these
operations are employed is black and white. The two most basic
morphological operations are the image erosion and image dilation.
The result of applying the filter is shown in Figure 1. Their applica-
tion is equivalent to the minimum and maximum of the statistical
filters [8].

(a) (b)

Figure 1: Original image (a) and image after morphological closing applied (b).

The closing filter consists in the performance of the dilation and
erosion operations on the image using the same structural element.
As a result of this operation, objects lying close to each other are
merged, their edges are filled and smoothed.

3.2 Bilateral Filter

The bilateral filter is one of the blurring filters used to remove the
initial noise present in the images. In contrast to the Gauss filter, it
is not linear, which means that it blurs the image while retaining
transparency of the edges [9].

(a) (b)

Figure 2: Original image (a) and image after bilateral filter application (b).

This is achieved by varying the blur rate, which depends on the
size of the structural object and the value of the local gradient. It
results in stronger blurring of homogenous areas and lesser blurring
in the regions of sharp local changes, i.e. edges, what can be seen at
Figure 2. The bilateral filter is presented in (2).

I f ilter =
1

Wp

∑
xi⊆Ω

I(xi) fr(||I(xi) − I(x)||)gs(||xi − x||)) (2)

The normalising formula is presented in (3).

Wp =
∑
xi⊆Ω

fr(||I(xi) − I(x)||)gs(||xi − x||)) (3)

where:

• I filter – result image,

• I – input image,
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• x - coordinates of pixel under analysis,

• Ω - structural object,

• fr - smoothing factor (intensity),

• gs - smoothing factor (distance).

3.3 Modified K3M Algorithm

Thinning is one of the operations used to simplify the description of
the shapes of objects in the image. The operation is performed on a
binarized image. As shown in Figure 3, all lines in the image are
narrowed until they reach a width of 1 pixel. The modified K3M
algorithm used in this publication has been created by one of the
authors [10].

(a) (b)

Figure 3: Original image (a) and sign thinned using Modified K3M algorithm (b).

3.4 Otsu’s Method

The Otsu’s method is one of the binarization techniques, which uses
the thresholding what means that the algorithm uses a predetermined
threshold to segment the entire input image. An example of how the
method works is shown in Figure 4. It is a technique based on the
discriminant analysis [11]. The optimal threshold is chosen based
on one of the presented in (4) equivalent criterion functions.

η =
δ2

B

δ2
T

, λ =
δ2

B

δ2
W

, κ =
δ2

T

δ2
W

(4)

Where:

• δ2
B = P0(µ0−µT )2 + P1(µ1−µT )2 = P0P1(µ0−µ1)2 - between

class variation,

• δ2
W = P0δ

2
0 + P1δ

2
1, - within class variation,

• δ2
T =
∑L−1

i=0 (i − µT )2Pi - global variation,

• δ2
T = δ2

W + δ2
B.

(a) (b)

Figure 4: Original image (a) and image after Otsu method application (b).

4 Algorithm Description

To achieve the results, a Python application was prepared by the
authors using keras library to apply artificial neural networks and
sklearn to apply the SVM algorithm. The presented proprietary
solution uses two artificial intelligence algorithms for the purpose of
automating the recognition process of Japanese handwriting, there-
fore two types of feature vectors are created. It is similar to another
used in the biometric algorithms, more specifically while recognis-
ing a user by their fingerprints. In order to create feature vectors for
the character recognition, characteristic points - minutiae - are used.
Figure 5 shows a diagram demonstrating how the presented solution
works.

Figure 5: Algorithm diagram

4.1 Preprocessing Using Image Processing

This step is followed by the creation of feature vectors further used
during the learning of the neural network in order to perform an
automatic segmentation. The steps of this process are shown at
Figure 6. The first stage consists in the use a bilateral filter [12].
As a consequence of the aforementioned, some of the noise that
appeared in the image is eliminated. However, this has failed to
affect the edge condition.

The next step has been to apply the background subtraction algo-
rithm. It is usually applied when segmenting a series of photographs
or films. After subtracting two consecutive photographs or films
frames, the result image shows changes in the image, movement
of animals, objects. In case of the presented solution, an image on
which an averaging filter has been applied using a structural object
with a diameter of 5 pixels is subtracted from the original image
upon removing noise. The result image shows the differences in the
image frequency.
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Figure 6: Image processing approach to preprocessing.

Binarization is the third preprocessing step. For this purpose,
the algorithm according to the Otsu’s method has been used. As in
the event of the biometric algorithms, the green channel has been
used for this purpose. Upon completing this stage, the image shows
a partially or fully completed character. Then a closing morpholog-
ical filter is applied. After this operation, the edges in the image
are smoothed and some of the noise is deleted. Finally, the noise is
removed by applying the last algorithm.

An algorithm has been developed that calculates the area of each
object appearing in the image. If it is less than a threshold one, the
object is deleted (Figure 12).

(a) (b) (c)

(d) (e)

Figure 7: Character after each operation of preprocessing: (a) original image, (b)
image after bilateral filter application, (c) image after background subtraction,(d) bi-
narized image and(e) image after small object deletion and closing filter application.

(a) (b) (c)

Figure 8: Sample (a), sample preprocessed by hand(b) and sample preprocessed
using image processing approach.

The final step is to create a feature vector based on the output
image. A square structural object with a length and a width of 11
pixels is used. Each vector possesses information about the central
pixel, its 120 neighbouring ones, as well as information about its

classification upon preprocessing (1 - background, 0 - object). The
result of these operations can be seen in Figure 8.

4.2 Segmentation Using a Neural Network

A neural network has been used to automate the preprocessing
process. The large illustrations (2900 x 1200 pixels) representing
Japanese writing system have been used to develop the sufficient fea-
ture vectors. The principle of operation of this part of the algorithm
is presented in Figure 9.

Figure 9: Neural network approach to preprocessing.

A sequential neural network model with the ReLU activation
function has been employed for the research purposes. The neural
network consists of four layers: an input layer, two hidden layers,
and an output layer. The input layer has 363 nodes, the first hidden
layer possesses 120 nodes, the second hidden layer has 30 nodes,
and the output layer possesses 1 node. As the output, information is
received as to whether the pixel under study (located in the centre
of the structural object) should be classified as a background or as
an object [13]. A comparison of manually processed samples and
those processed using neural networks is presented in Figure 10.

(a) (b) (c)

Figure 10: Original sample (a),sample after image processing based preprocessing
(b) and sample preprocessed using neural network(c).

4.3 Processing of Single Characters

Upon preprocessing the image containing the object of interest, you
obtain the image that requires the further adjustments to extract the
features of interest. The next steps of single character processing are
shown in Figure 11. The first step is to remove the part of the image
that does not carry any information. This is done with the help of
the vertical and horizontal histograms. Commencing from the ends
of the image, you search for the maximum value of a distance from
the edge, where the number of pixels of the object is 0.
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Figure 11: Single character processing

4.4 Development of Feature Vectors and Character
Recognition

The next step is the normalisation, which consists in standardising
the size of the images [14]. The operations are performed on the
images to adjust their size to 62 by 62 pixels. A one-pixel frame is
then added to enable to perform further operations on the images
(Figure 12). The last operation performed at this stage of the image
processing is skeletonization using a modified K3M algorithm. The
choice of the skeletonization algorithm has been made using an
experimental method.

(a) (b) (c)

(d) (e)

Figure 12: Character after each operation of single character processing step: (a)
original image, (b) image after background area removal, (c) image resized,(d) one
pixel-wide frame added and(e) image after thinning algorithm application.

While determining the feature vectors, the authors have used
the methods applied in the biometric recognition using fingerprints.
They use minutiae - characteristic points present in the fingerprints
(Figure 13). Among all available types, three types have been se-
lected:

• Ends and beginnings of lines,

• Bifurcations,

• Intersections or Trifurcations.

(a) (b) (c)

Figure 13: Minutiae types: (a) beginning or ending, (b) biforcation and (c) triforca-
tion.

For the purpose of developing a feature vector, the image has
been divided into 16 equal areas (16 by 16 pixels) and the sums of
each type of minutiae are stored in the appropriate places. Each
feature vector contains the feature values and the decision class.

On the basis of an in-house database containing approximately
50 samples for each of the 96 hiragana and katakana characters,
experiments have been conducted to test the ability of the SVM
(Support Vector Machine) to recognise the characters [15].

5 Results
During preprocessing, a prediction match of 86.20% with the in-
tended result has been obtained. It is a relatively high value, but
even the smallest deviation from an exemplar one can result in, and
has resulted in, the creation of the additional minutiae or a loss of
some of them in the image. In the course of the study, the division
of samples into a learning set and a test set has been carried out in
the ratio 3:2.

Two experiments have been conducted during the character
recognition based on the feature vectors of minutiae occurrences.
The first experiment has constituted in testing the effect of the
choice of preprocessing method on the results of the recognition
of the Japanese characters. Three trials have been carried out: data
upon a manual segmentation has been used within the first trial,
data preprocessed with the use of an algorithm based on the image
processing algorithms has been applied in the second trial, and data
preprocessed using artificial intelligence has been used in the third
one. Table 1 shows the results of the first experiment. Depending
on the technique used, the results vary. It can be noted that the more
complicated the method processing of a single character is com-
plicated, the lower recognition results were obtained. The highest
precision was achieved when using the authors’ algorithm is 46.6%
when applying image processing approach to preprocessing.

Table 1: First experiment results.

Circumstances Precision of recognition
Hand preprocessed samples 50,3%

Samples preprocessed using image
processing

46,6%

Samples preprocessed using neaural
network

42,6%

Table 2: Second experiment results.

Circumstances Precision
Text preprocessed using neural network with

added artificial samples
63,3%

Text preprocessed using image processing
approach with added artificial samples

65,2%

In the second experiment, a 50 percent chance of development
of a descendant from it has occurred. The newly created sample has
been subject to twisting and stretching by random parameters. It
has been further adapted to the requirements of the algorithm and
a new feature vector has been developed on the basis of it. In both
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cases the results have been significantly improved by more than
15%, reaching 63.3% when using a neural network and 65.2% when
using image processing for preprocessing, as presented in the Table
2.

Table 3: Solution compparison.

Authors Approach Database Declared
preci-
sion

(Best)
Author’s
Solution

Minutia based Own
database

65,2%

N.T. Ly, C.T.
Nguyen,

M.Nakagawa
[2]

Deep Convolutional
Recurent Network

TUAT
Kondate

98,05%

M.Mori,
T.Wakahara,
K.Ogura [4]

Extended Peripheral
Direction

Contrubutivity

ETL9B 95%

X. Xia, X. Yu,
W. Liu, et al.

[7]

Over segmentation
strategy

Own
database

83.4%

S. Tsuruoka,
M. Hattori, M.
F. b. A. Kadir,

et al. [16]

Modified quadratic
discriminate function
and users dictionaries

ETL9B 82.5%

6 Conclusions
The presented results enable to conclude that the introduced method
is not sufficient to allow the unaided character recognition at a high
enough level. One of the reasons may be the use of a non-uniform
database. The obtained result (62.5%) is the lowest among those
compared 3. However, those results allow to suppose that com-
bining this method with other will allow to obtain better solution.
The future papers of the authors will focus on the development of
the presented solution in order to obtain a system allowing for the
off-line text recognition with the use of the hybrid methods.
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The SENSORIA Reference Modeling Language (SRML) aims at modelling composite services
at a high level. Continuous time SRML extends SRML so that it can model services whose
components can perform both discrete processes and continuous processes. In order to show
how continuous time SRML is applied, in this paper, we systematically introduce our study on
continuous time SRML in the following approach: First we introduce the theoretical foundation
of continuous time SRML, the Service-Oriented Hybrid Doubly Labeled Transition Systems.
This is the semantic domain over which continuous time SRML is defined and interpreted. Then
we design a case study of a traffic control system. In the case study, we illustrate the scenario of
the system, explain the continuous time SRML model of the system, and show how to transform
the model to a kind of Deterministic Finite Automata that can be used for testing and verification.
Finally, we show our idea of testing our model with the IBM WebSphere Process Server. With
this approach, we come to a conclusion that continuous time SRML can be used to model certain
systems in the real-world, and can be tested with proper tools.

1 Introduction

Service-Oriented Computing (SOC) [1] is a paradigm for distributed
computing, in which computation units are abstracted as services.
The SENSORIA Reference Modelling Language (SRML) [2, 3]
has been developed in the IST-FET integrated project SENSORIA
[4], and it is a prototype domain-specific language for abstracting
service-oriented systems at a high level abstraction. Hybrid systems
arise in embedded control when discrete components are coupled
with continuous components. Continuous time SRML [5] is an
extension of SRML, and it aims at abstracting service-oriented sys-
tems in which hybrid systems are embedded. That is: the discrete
components and continuous components are abstracted as compo-
nents of services. Being different from SRML, continuous time
SRML can be used to formally model services, whose components
can perform both discrete processes and continuous processes that
can be describe by differential equations.

In [6], we introduced the application of continuous time SRML
through the case study of a Traffic Control System. In this paper,
we give a novel systematic presentation of our approach from the
semantic domain of continuous time SRML, to the case study, and fi-
nally to the test environment. Continuous time SRML is interpreted
over Service-Oriented Hybrid Doubly Labeled Transition Systems
[5] (SO-HL2TS). This kind of transition systems extends Service-
Oriented Doubly Labeled Transition Systems [7] (SO-L2TS), so

that each state of a SO-L2TS is lifted to a function mapping a time
interval to an infinite trace of state, over which the differential
equations in continuous time SRML can be interpreted. Our ap-
proach includes two parts: specifying the system with continuous
time SRML modules, and transforming the modules to a hybrid
automaton-like Deterministic Finite Automaton (DFA). In order to
test the system module, we combine IBM Websphere Integration
Designer [8] (WID) and Matlab to form the test environment. WID
is used to implement the continuous time SRML module, and Mat-
lab [9] is used to compute the variables controlled by differential
equations. Thus, the main contribution of this paper is to provide a
way to test or verify the complex systems (like the Traffic Control
System) that is specified with continuous time SRML.

This paper is arranged as follows: In Section 2, we introduce
the related work such as hybrid automata, model checking tools and
the early research of this topic. In Section 3, we introduce HL2TS,
the semantic domain of continuous time SRML. In Section 4, we
show the case study of the traffic control system. In Section 5, we
introduce the testing environment and show the idea of implement-
ing the traffic control system. In Section 6, we make a conclusion
of this paper and introduce our future work.
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2 Related work

SRML is brought forward in [7], and it is used to model impor-
tant properties of services and the business conversations within
and among services in SOC. A service specified with SRML can
only perform discrete activities. Continuous time SRML extends
the semantic domain and syntax of SRML, such that it could ex-
press differential equations which represents the continuous process
performed by services. This essential property of continuous time
SRML enables it be able to model the combination of service-
oriented systems and hybrid systems. We will introduce this in
Section 3.

Hybrid automata [10] are formal models for hybrid systems.
They abstract hybrid systems with graphs and workable representa-
tions. A hybrid automaton consists of a set of variables, a control
graph, some essential conditions and a set of events. These com-
positions match the compositions of a service component that is
specified with continuous time SRML. Thus, a service specified by
continuous time SRML can be transformed to a hybrid automata-
like DFA, this will be introduced in Section 4. Hybrid automata
are interpreted over timed transition systems, while continuous time
SRML is interpreted over SO-HL2TS. Timed transition systems
abstract the duration of a continuous process as a parameter of a
transition. In this way, it is simple and clear for abstracting continu-
ous processes. SO-HL2TS specify continuous processes as traces
of infinite states with definite initial states and finial states. This
enables us to know the values of all the variable of an arbitrary state.

In [11], the author provides another way for modelling hybrid
systems. In that paper, continuous processes are also interpreted
over traces of states. This is the original idea from which the traces
of states in SO-HL2TS come. But in [11], discrete processes are not
modelled between traces of states. In [12], the author also provides
rule schemata for verifying the hybrid systems. Moreover, based on
this work, a model checking tools for hybrid systems, KeYmaera
X, is brought forward in [13]. In [14], provides an approach for
simulating embedded systems with Real-Time Maude. Compared
with our approach for testing, this can be another way to test the
traffic control model, but the interactions of a service would not be
implemented as easy and explicate as that in WID.

3 Continuous time SRML and its seman-
tic domain

Continuous time SRML models composite services, whose elemen-
tary components may involve in continuous time executions. The
services in continuous time SRML are represented with service
modules. A service module is composed of service components,
external service interfaces and internal wires linking between them.
In Figure 1, we see the compositions of a service module. In the
service module, SC is a service component, EX-P is an external
service interface (provides-interface), every EX-R is an external
service interface (requires-interface), and every IW is an internal
wire.

Figure 1: A service module of continuous time SRML

In a service module of continuous time SRML, a service compo-
nent is specified with a business role, an external service interface is
specified with a business protocol, and an internal wire is specified
with a connector. The full syntax of continuous time SRML can be
found in [5], and they are interpreted over SO-HL2TSs.

SO-HL2TSs are extensions of HL2TSs [5, 15] such that they
enrich HL2TSs with service-oriented features. HL2TSs extends the
L2TS [16] in that it defines a set of functions Σ. These functions
map from the real number domain to the state domain of the HL2TS
and can be used to interpret the continuous processes described by
differential equations. The following definition of HL2TS is from
[5, 15].

Definition 1 (Hybrid Doubly Labeled Transition System) A
Hybrid Doubly Labeled Transition System (HL2TS) is a tuple

〈S , s0,Σ, Act,R, AP, L〉

where:

• S is a set of states;

• s0 ∈ S is the initial state;

• Σ is a set of functions and for every function σ ∈ Σ there is
rσ ∈ R and rσ ≥ 0, such that σ : [0, rσ]→ S ;

• Act is a finite set of observable actions;

• R ⊆ {σ(rσ) : σ ∈ Σ} × 2Act × {σ(0) : σ ∈ Σ} is the transi-
tion relation. A transition σ(rσ)

α
−→ σ′(0) with α ⊂ Act, is

denoted by (σ(rσ), α, σ′(0)) ∈ R ;

• AP is a set of atomic propositions;

• L : S → 2AP is a labeling function such that L(s) is the subset
of all atomic propositions that are true in state s.

In Definition 1, the set S of state can be finite or infinite; for
every σ ∈ Σ, the real number rσ is unique, and function σ on the
interval [0, rσ] represents the prolongation of states in the contin-
uous process with the duration rσ; function L is a state labeling
function that defines which propositions are true in each state, and
these propositions are from the fixed set of atomic propositions AP.

In order to add service-oriented features to HL2TSs, we re-
fine HL2TSs with Service-Oriented Transition Systems (SO-TSs)
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[2]. SO-TSs are used that models the communications in service-
oriented systems during the computing processes. In a SO-TS,
states and transitions are labelled with certain sub-sets of events
that appear in the computing processes. With such refinements, we
can obtain SO-HL2TSs. The following definition of SO-HL2TSs is
from [5, 15].

Definition 2 (Service-Oriented Hybrid L2TS ) A Service-
Oriented Hybrid L2TS (SO-HL2TS) that refines a SO-TS 〈S ,→
, s0,G〉 is a tuple

〈S , s0,Σ, Act,R, AP, L,T IME〉

where:

• Act = {e! : e ∈ E} ∪ {e¡ : e ∈ E} ∪ {e? : e ∈ E} ∪ {e¿ : e ∈ E};

• R ⊆ {σ(rσ) : σ ∈ Σ} × 2Act × {σ(0) : σ ∈ Σ} is such that:,

σ(rσ)→ σ′(0) iff (σ(rσ), α, σ′(0)) ∈ R for some α ∈ 2Act

• AP = Act ∪ PLG;

• For every σ ∈ Σ and every ζ ∈ [0, rσ], L : S → 2AP is such
that:

L(σ(ζ)) = {e!, e¡, e?, e¿ : e ∈ HS Tσ(ζ)} ∪ PLGσ(ζ)

In Definition 2, the set Act is refined with the sets of events that
are published (denoted by e!), delivered (denoted by e¡), executed
(denoted by e?)and discarded (denoted by e¿) respectively, E is the
set of all the events. The set AP of atomic propositions is labelled
with the set of actions and the set of pledges that associate with
every interaction (the propositions that hold during the time when
the interaction is valid). Every state is labelled with the actions
whose associating events are from the history of the events of that
state, and the pledges that hold in the state. We also specify the time
in each state with the function T IME. The full definition can be
seen in [5]

When applying a function σ ∈ Σ to its interval [0, rσ], we obtain
a infinite trace of states σ0, . . . , σrσ . By connecting traces of states
with possible actions, paths of states are formed. Because a trace
of states represent the evolution of a continuous process, actions
which represent the discrete processes can only take place at the
initial and finial states of each trace. Thus, a transition in a path only
exists between the last state of one trace and the first state of another
trace. This can be seen in the definition of transition relation R in
Definition 2. The following definition of traces and paths of states
is from [5, 15].

Definition 3 (Paths of SO-HL2TSs ) Given a SO-HL2TS m =

〈S , s0,Σ, Act,R, AP, L,T IME,Π〉, paths of m are defined as follows:

• For every σ ∈ Σ, σ(0) . . . σ(rσ) denotes the trace of states of
σ where σ(0) is the first state of the trace and σ(rσ) is the
last state of the trace. σ(0) . . . σ(rσ) includes all the states in
the set {σ(ξ)|0 ≤ ξ ≤ rσ}, which can be finite or infinite.

• ρ = (σ1(0) . . . σ1(rσ1 ), σ2(0) . . . σ2(rσ2 ), . . .) is a path of m
if there exists an α ∈ 2Act such that for every σi(rσi ) and
σi+1(0) with i ∈ N, there exists an α ∈ 2Act such that
(σi(rσi ), α, σi+1(0)) ∈ R;

• The states in a path are ordered lexicographically such that,
for every i, j = 1, 2, . . . and ζ ∈ [0, rσi ], ξ ∈ [0, rσ j ], there is
σi(ζ) ≺ σ j(ξ) iff either i < j, or i = j and ζ < ξ;

• For the states in a path, there is:

– for every i, j = 1, 2, . . . and ζ ∈ [0, rσi ], ξ ∈ [0, rσ j ],
there is T IMEσi(ζ) ≤ T IMEσ j(ξ) if i < j, and
T IMEσi(ζ) < T IMEσ j(ξ) if i = j and ζ < ξ;

In particular, if T IMEσi(rσi ) < T IMEσi+1(0) then the transition
(σi(rσi ), α, σi+1(0)) takes time, otherwise if T IMEσi(rσi ) =

T IMEσi+1(0) the transition is executed in zero time;

• A path ρ terminates if it is a finite sequence
σ1(0) . . . σ1(rσ1 ), . . . , σn(0) . . . σn(rσn ). In such case the
first state of the trace σ1(0) is denoted by f irstρ and the last
state σn(rσn ) is denoted by lastρ;

• The concatenation of traces ρ1 = (σ1(0) . . . σ1(rσ1 ), σ2(0) . . .
σ2(rσ2 ), . . .) and ρ2 = (ς1(0) . . . ς1(rς1 ), ς2(0) . . . ς2(rς2 ), . . .),
denoted by ρ1 ◦ ρ2, is defined as follows:

– ρ1 ◦ ρ2 = (σ1(0) . . . σ1(rσ1 ), . . . , σn(0) . . . σn(rσn ),
ς1(0) . . . ς1(rς1 ) . . .) iff ρ1 terminates at σn(rσn ) and
(σn(rσn ), α, ς0(0)) ∈ R;

– ρ1 ◦ ρ2 = ρ1 iff ρ1 does not terminate;

– ρ1 ◦ ρ2 is not defined in other cases;

• λ is an empty hybrid trace such that for any arbitrary hybrid
trace ρ, ρ ◦ λ = λ ◦ ρ = ρ.

The full semantics of continuous time SRML is defined based
on Definition 2 and Definition 3, and can be found in [5].

4 Traffic control system and the transfor-
mation process

In order to show the application of continuous time SRML, we de-
sign a case study of a traffic control system to control the self-driving
trains. A traffic control system includes a local traffic control center,
a built-in intelligent driving system on a self-driving train, and a
monitoring center. Suppose depending on the data obtained from
the sensors on the train and the built-in intelligent driving system,
the self-driving train can move on their own in most of the driving
time without communicating to the outside. But when approaching
train stations, they need to get additional information from the local
traffic control center, e.g. to know if the station is free, in order to
guarantee safe driving. In addition, the monitoring center needs
to know the status of the train in some condition, so that they can
react in time if the train is not driving safely. In our case study, we
show in a traffic control system, how the intelligent driving system
on a self-driving train communicates with the local traffic control
center and the monitoring center when the train is approaching a
train station. The control scheme of the intelligent driving system
is adapted from the model of a train system in [17], which extends
ETCS [18] level 3 for rail-road crossings.
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Figure 2: A brief scenario of the traffic control system

Figure 3: Business Role IDS

Figure 2 shows a brief view of the scenario. In this figure, we
assume that the train station is at point c, and on reaching point a,
the train moves with a constant speed v0. When the train reaches
point a, as it needs to move at a lower speed, the intelligent driving
system sends a request to the local traffic control center, to ask
with which speed the train can move on. Based on the condition of
the current traffic condition, the local traffic control center replies
with the value of the proper speed. On receiving this message, the
intelligent driving system sets a constant speed v1 of this value to
the train. If the local traffic control center finds the traffic is lighter
and the train can move with a higher speed, it sends a message to
the intelligent driving system with the value of the higher speed.
On receiving this message, if the train hasn’t passed point b, the
intelligent driving system sends another request to the local traffic
control center, to ask with which lower speed it can move on in the
future. Before the train reaches point b, this process can repeat for
several times. When the train reaches point b, the intelligent driving

system sends a request to the local traffic control center, to ask with
which deceleration the train can brake. Based on the condition of
the current traffic condition, the local traffic control center replies
with the value of the proper deceleration. On receiving this message,
the intelligent driving system sets the deceleration of the train to
the required deceleration. After the train brakes, if the intelligent
driving system receives the request from the monitoring center, it
sends the current condition (position, speed, deceleration, and so
on) of the train to the monitoring center.

We abstract the whole system with continuous time SRML as a
traffic control service module, and abstract the intelligent Driving
System with business role IDS, the Local Traffic Control Center with
business protocol TCC, and the Monitoring Center with business
protocol MOC. In this paper, we concentrate on the computational
reality of a service module, and ignore the interactions caused by
communications with the outside parties at the service interfaces,
thus, we only make study to the business role IDS.

A business role includes a set of interactions and an orchestration
in which these interactions are organized. An interaction consists of
a type (e.g. s&r) and a name (e.g. VControl) and attributes of event
types (e.g. receive) and parameters (e.g. newSpeed:speed). With
this structure, we can specify events that associate with an inter-
action (e.g. VControl receive), and parameters that associate with
an event (e.g. VControl receive.newSpeed). An orchestration of a
business role includes a set of variables that is local to the service
component abstracted by the business role, a set of initial values of
the variables that identifies the initial state of the service component,
and a set of transitions that model the activities performed by the
service component. A transition consists of a trigger, a guard and
an effect. A trigger is an event or a state condition that specifies
the condition for the transition to occur. A guard is a condition that
identifies the states in which the transition can occur. An effect is
the proposition that is true in the state that follows the state specified
by the guard condition, and represents the effect of the transition. In
the declaration of a transition, we don’t model the actions caused
by the transition (e.g. the assignments of local variables) because
they are not considered in the verification procedure.

Figure 3 shows the specification of business role IDS. IDS con-
tains four interactions and four transition rules. Interaction VCon-
trol denotes the communication between IDS and TCC: when the
train reaches point a, the IDS sends a request to TCC to ask for a
lower speed, and it can receive the reply from TCC with parameter
newSpeed when the train is between point a and point b, the value of
newSpeed is then assigned to local variable v1; interaction VMoveOn
denotes the communication between IDS and TCC: when the train
is between point a and point b and the traffic is lighter, IDS can
receive a message from TCC with parameter newSpeed, indicating
that the train can move with a higher speed, the value of newSpeed
is then assigned to local variable v0; interaction Brake denotes the
communication between IDS and TCC: when the train reaches point
b, the IDS sends a request to TCC to ask for a braking deceleration,
and it can receive the reply from TCC with parameter dec when
the train is after point b, the value of dec is then assigned to local
variable B; interaction BrakeInfo denotes the communication be-
tween IDS and MOC: when the train is between point b and point
c, and it brakes, IDS can receive a request from MOC asking the
current position of the train and the current time, and it replies to
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MOC with parameter currPos and currTime, which take the values
of local variable C and t respectively. Transition Nego describes
that the train changes its speed from v0 to v1 when it receives the
slow down message from the local traffic control center; transition
Cont describes that the train changes its speed from v1 to v0 when it
receives the speed up message from the local traffic control center;
transition Corr describes that the train brakes with the deceleration
B when it receives the braking message from the local traffic control
center; transition Stop describes that the train receives the request
message from the monitoring center, and replies with its current
position and the current time. In business roles, the continuous time
executions are specified in the form of differential equations. (e.g.
dC = v0 in Figure 3). In general, in continuous time SRML, the n
th derivative of variable a to time variable t, ∂na

∂tn , is denoted by dna.
The formal semantics of business roles can be found in [5].

Next we take transition Nego as an example to illustrate how
a transition in IDS can be interpreted over a SO-HL2TSs: Sup-
pose a SO-HL2TSs h = 〈S , s0,Σ, Act,R, AP, L,T IME,Π〉 satisfies
IDS ( the satisfaction of a business role over a SO-HL2TS can be
found in [5]), σ(rσ)

α
−→ σ′(0) is a transition in h (σ,σ′ ∈ Σ and

α ∈ Act), if VControl receive ∈ α and σ(rσ) |= dC = v0, then
σ′(0) · · ·σ′(rσ′) |= dC = v1. Particularly, formula dC = v1 rep-
resents the differential equation ∂C

∂t = v1 , where t denotes the
continuous time variable. Such a formula expresses that variable
C changes according to the differential equation ∂C

∂t = v1 along the
trace σ′(0) · · ·σ′(rσ′ ) of h.

In order to be able to test or verify the Traffic-Control module
that is explained in this section, we show how to transform the
business role IDS to a hybrid automata-like DFA. A Deterministic
Finite Automata (DFA) [19] consumes a string of input symbols
over a set of states, and it operates as follows: when inputting a
symbol, the DFA transits from one state to another state, and it does
the transitions until all input symbols have been consumed. In a
business role, if we take the trigger and guard of every transition as
an input symbol, and label the effect of every transition to a state,
then we can construct a DFA based on the business role. According
to the scenario of the traffic control system and the specification of
business role IDS, we can construct the DFA shown in Figure 4.

Figure 4: The DFA for business role IDS

5 The testing environment
IBM WebSphere Process Server (WPS) is an integration platform
for Service Oriented Architecture (SOA), and supports the Service
Component Architecture (SCA) programming model. As a process
engine, WPS provides a hosting environment for business processes
and several Web-based applications. These features of WPS match
the structure and the requirements of continuous time SRML mod-
ules, so we choose WPS as the basic testing environment.

As the implementing tools, we combine WID with Matlab. In
WID, an assembly editor is the central panel where service modules
are built by creating and linking services components and service
interfaces. A service component is specified with an implemen-
tation, some interfaces defining the inputs, outputs and faults of
the service component, and zero or several references which de-
note the interface of other service components connecting to this
service component. Service components can be implemented in
various types, such as Java objects, business processes, and business
state machines. We choose business state machines to implement
our Traffic-Control module, because from Figure 5, we find that
the hybrid automaton based DFA can be mapped to WID business
state machines almost directly. Figure 5 shows the mapping rela-
tions between a continuous time SRML module and a WPS service
module.

Figure 5: Mappings from continuous time SRML module to WPS service module

In a service component, the continuous processes described
with differential equations can be directly implemented with Java
code when there are exact solutions of the differential equations.
Otherwise, we need to solve the differential equations numerically.
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In such case, we combine WID with Matlab to achieve our goal.
Matlab [9] is a multi-paradigm numerical computing environment,
and it allows interfacing with programs written in languages such
as C, C++ and Java. In the latest versions of Matlab, there is a
function to wrap programs to Java packages. This function enables
us to write Matlab programs to solve the differential equations in the
service components in WID, and pass the solutions to the service
components by importing the programs packed into Java packages
to WID. We’ll continue to do the implementation and testing in our
future work.

6 Conclusion and future work
In this paper, we give a complete introduction to continuous time
SRML, including the semantic domain of continuous time SRML,
the application of continuous time SRML, and the testing environ-
ment. Continuous time SRML abstracts hybrid system-embedded
service-oriented systems at a high level. The semantic foundation
of continuous time SRML is SO-HL2TS, over which this modelling
language is interpreted. The transitions of SO-HL2TSs enable con-
tinuous time SRML to model the communications between services
or within a service; and the traces of states of SO-HL2TSs enable
continuous time SRML to model the continuous processes per-
formed by service components. Systems modelled with continuous
time SRML can be transformed to hybrid automata-like DFA for
testing and verification. This can be demonstrated by the case study
of the Traffic Control System. By combining IBM WID and Matlab,
we are able to implement the hybrid automata-like DFA.

In our future work, we will show the implementation of the hy-
brid automata-like DFA for the Traffic Control model, and provide
the result of testing. We will also try to verify the Traffic Control
system with KeYmaera X, which is a newly developed model check-
ing tool for hybrid systems. For the transformation presented in
Section 4, we are also working on a systematic approach so that
this can be done automatically by programs. Further, we will try
to enrich continuous time SRML with the expressions of actions,
so that models specified with continuous time SRML match the
business state machines of IBM WID better.
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 Considering the importance of addressing innovation issues that impact the development of 
economic sectors, this document presents the research work aimed at establishing a state of 
the art related to technology transfer and intermediation issues, which can be adopted in the 
innovation systems. In this case, the agro-industrial innovation system is taken as a reference 
from the perspective of a country, Colombia. Likewise, it is proposed to consider the synergy 
between actors such as the university and the industry, from a holistic vision of the systems. 
In this sense, and making use of the Scopus, Web of Science and Google Scholar databases, 
through the implementation of a methodology in which three main phases of search, selection 
and reading of scientific publications were generated, a set of documents was obtained, and 
through these it was possible to identify: concepts on innovation systems, aspects that 
intervene in transfer processes of technology especially related to the articulation of the 
actors that are part of the innovation systems, as well as the way in which these issues can 
be adopted, taking the agro-industrial sector as a reference. Thus, through this research, the 
existence of structural gaps in the networks of actors is highlighted as a key factor, which, 
when trying to be moderated through the intervention of government actors, also require the 
participation of intermediary innovation agents, that facilitate the articulation and flow of 
data, information and communication between those who develop technology and those who 
require these developments to mitigate a need in the productive sectors. 
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1. Introduction  

This paper is an extension of the work “Innovation systems 
supported in technology transfer processes" that is published in 
2020 International Congress of Innovation and Trends in 
Engineering (CONIITI) [1]. 

 In Colombia, agribusiness is identified as a key sector for the 
sustainable development of the country [2], which is why the Law 
1876 of 2017 has been approved, to support the creation of the 
National Agricultural Innovation System of Colombia where 
articulation, market orientation, sustainable development, 
associativity, intellectual property, development and innovation, 
and producers as research agents are highlighted as principles [3]. 
Additionally, this study seeks to contribute from the approach of 
technology transfer processes associated to the promotion of 

innovation, initiatives that seek the consolidation of actions related 
to the fulfillment of the Sustainable Development Goals [4], and 
the adoption of challenges that try to contribute to the food 
assurance of the population by 2050, which is contemplated to be 
close to 9,100 million people [5]. 

In this sense, it is proposed that it is from the academic and 
industrial actors, as well as the identification of intermediary 
agents, mechanisms, or tools, that actions aimed at the articulation 
of actors in innovation systems are adopted; and the generation of 
research results, as well as their dissemination and appropriation, 
contribute both, to the sustainable development of the territory and 
the strengthening of innovation activities in the agro-industrial 
sector. Dissemination of research results is understood as the 
activity that makes known to the public or interested third parties, 
the results of the research carried out by a knowledge-generating 
actors [6]. 
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Therefore, and based on the importance that technology 
transfer processes have in the development of innovation systems 
of different geographical or spatial location, and sectoral scope, 
this work presents a set of concepts highlighting as a key aspect 
identified in the research carried out, the need to take into account 
the incorporation of innovation intermediary agents who through 
their contacts, networks, capacities, and experience are seen as 
those facilitators that can mitigate the gap of social distancing 
between the actors that can be part of the technology transfer 
processes in different sectors. Likewise, the novelty of this 
document is also associated with the analysis of the case of an 
agroindustrial innovation system that is visualized from 
government initiatives as a potential system to generate 
opportunities for articulation around innovation initiatives, which 
may finally arrive to have an impact in the markets. 

2. Analysis Scenario 

In the understanding of the complex nature of innovation 
systems in the agribusiness sector, within the framework of 
technology transfer processes, the intermediary agents are 
identified as actors of special interest for the analysis of 
synergies, because they assume a key role in the articulation of 
the various actors that make up these systems [7]. In this regard, 
universities should disseminate their research results through 
their technology transfer offices, which can contribute or be 
aligned with the needs and requirements of the industry. 
However, there are barriers related to the connections or 
articulation between actors of an innovation system [8], which 
hinder the development of dissemination activities. 

Likewise, and based on the interaction between the 
university-industry-goverment and civil society actors that are 
part of the innovation systems [9], there are other barriers 
identified in the literature, which at a technological level hinder 
the implementation of activities of innovation-oriented to 
generate products and services with added value in the markets. 
One of the barriers is the asymmetry of information, which refers 
to the fact that both, the receiver and the sender in a technology 
transfer process do not have complete information on the 
technology developed and its exploitation possibilities to be able 
to reach a transfer agreement that satisfies the parties involved 
[10]. 

Based on the above, it is possible to identify problems 
associated with the knowledge and information necessary to 
establish a common language among the actors that participate in 
the technology transfer processes [9], which can lead, for 
example to lack of financing for technological development by 
potential investors, and the low opportunity for 
commercialization of technologies from universities. 

Consequently, it is proposed that the lack of articulation of 
actors such as the university and industry in an innovation 
system, can negatively influence the generation of information 
flows between these two actors and, consequently, raise the 
levels of information asymmetry in a technology transfer process. 

                                                           
1 For more information: 

https://guiasbuh.uhu.es/Google_Scholar_Citations/Ventajas_y_desventajas_de
_GSC 

3. Methodology 

The results obtained in this work have been framed in the 
execution of the phases presented in Figure 1. 

 
Figure 1: Research methodology.. 

In the first phase, the search for information was carried out 
with the purpose of identify the first set of documents related to 
technology transfer and intermediation in innovation systems. 
Consequently, from this information, key terms were identified for 
structuring the search equation and relevant authors on the 
aforementioned topics. In this search, the Google Scholar1 tool 
was used, understanding that it is a global search engine that is 
constantly being updated, and in which recognized authors and 
leading institutions in the publication of various topics can be 
identified. 

In the second phase, the selection of the specialized databases 
Scopus and Web of Science was carried out2. These databases are 
considered robust in the global scope of publications they handle, 
as well as the multidisciplinary of the areas they cover, which 
allows addressing the issue of intermediation in technology 
transfer processes in a broad way. Likewise, it is highlighted that 
both Scopus and Web of Science handle quality documents, that 
is, the documents that are published are reviewed and validated by 
experts.  

The search was executed on October 26, in 2019, and the used 
general equation was: TITLE-ABS-KEY (("technolog* transfer" 
OR "know* transfer" OR  "technolog* exchang*"  OR  "know* 
exchang*")  AND  ("structur* mediat*"  OR  intermediar*  OR  
gatekeep*  OR  broker*  OR  liaison*  OR  betwenness  OR  bridg*  
OR  mediat*  OR  coordinat*)  AND  (universit*  OR  academic) 
). The selection criteria applied to the results of this review were: 
1) Spanish and English languages; 2) Include indexed articles in 
peer-reviewed scientific journals; 3) Articles belong to the citation 
databases: Social Sciences Citation Index (SSCI); 4) Select 
documents that are classified as articles or reviews, foreseeing that 

2 For more information: 
https://www.recursoscientificos.fecyt.es/licencias/productos-contratados/wos 
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they must necessarily be reviewed by peer reviewers, representing 
an aspect of quality. 

In the third phase, the results were grouped into two sets, which 
were: (i) Documents in the period from 2017 to 2019, which were 
read title and abstract, to select those associated with the subject 
under study, giving a total of 15 documents to be read completely; 
and, (ii) Documents obtained by adding (rev * OR meta *) to the 
equation, to which the title and summary were read to select those 
associated with the subject under study, giving a total of 52 
documents that would be completely read. 

In the last phase of the methodology, the complete documents 
were read, and information related to the topics of innovation 
systems, technology transfer, agro-industrial innovation systems, 
and intermediation was obtained. Finally, government-type 
sources associated with science, technology, and innovation issues 
and the agro-industrial sector in Colombia were reviewed. 

In short, the protocol of the review to identify works associated 
with technology transfer and intermediation processes, included 
the following steps: 

• Preliminary search in the Google Scholar database in order to 
identify relevant studies and keywords. 

• Definition of keywords to search, establish and refine the 
search equation. 

• Search for information in Web of Science and Scopus. 
• Categorization and tabulation of results, including the number 

of publications according to countries, years, areas, in addition 
to the analysis of the most relevant journals, authors and 
keywords, in order to identify the guidelines followed by 
research on the subject of interest. 

• Identification of articles to be analyzed applying the selection 
criteria, by reading the abstracts, titles and keywords. 

• Reading and analysis of the documents. 

4. State of the Art 

Based on the results obtained from the methodology, two 
approaches have been found; the first, associated with the behavior 
of scientific knowledge as well as those publication sources that 
are relevant when reviewing works associated to the subject, and 
secondly, the most relevant issues associated with the action of the 
intermediary agents in technology transfer processes. 

4.1.  Scientific publications 

On the one hand, regarding scientific publications, as 
reflected in Figure 2, technology transfer issues and 
intermediation actions related to the aforementioned processes 
have gained momentum during the last decade, highlighting the 
years 2017 and 2018 (until the moment of the search) as those 
spaces of time where the researchers found the topic more relevant. 
An example is found in the university context, where through 
intermediary agents such as their technology transfer offices, they 
seek to bring the inventions developed in the academy to the 
markets [9]. 

                                                           
3 For more information: https://www.springer.com/journal/10961 

On the other hand, with respect to the most prominent journal 
sources obtained from the Scopus and Web of Science search, are 
shown in Table 1. 

 
Figure 2: Publication in the time. Own elaboration based in Scopus and Web of 

Science. 

Table 1: Most Outstanding Publication Sources. Own elaboration based in 
Scopus and Web of Science. 

Source title Number of 
Publications 

Journal of Technology Transfer 5 
Journal of Knowledge Management 4 

Administrative Sciences 2 

Technology Analysis & Strategic 
Management 2 

Technological Forecasting and Social 
Change 2 

Regarding the Journal of Technology Transfer3, it is identified 
that its focus is given by issues related to the study of technology 
transfer, from multiple dimensions of analysis, which can range 
from the identification of cases to issues of regulations or policies 
associated to technology transfer processes. 

Another journal that has been highlighted is the Journal of 
Knowledge Management 4  which relates mainly to knowledge 
management and innovation derived from different analysis 
contexts. 

the following section is presented based on the results obtained 
from reading the documents found in the search for information, 
including those mentioned in the previous journals and during the 
period from 2008 to 2021. 

4.2. Key information identified 

For this second part, the following information compendium 
has been proposed, related to the topics of technology transfer, 
intermediation and agro-industrial innovation systems. 

4.2.1. Technology Transfer 

Technology transfer is understood as the process in which 
knowledge and technologies are disseminated between a holder 
and an interested party to be appropriated, used, or exploited [11], 

4 For more information: https://www.emeraldgrouppublishing.com/journal/jkm 
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[12], [13], generally seeking to be brought to the market [14], in 
exchange for an incentive or monetary value [15]. 

Within the framework of these technology transfer processes, 
the following factors are taken into account: the generation of 
innovation in organizations [16], social capital [17] involved in the 
social networks of the actors who participate in the technology 
transfer [18], their interactions [19] and their previous 
relationships [20]; the university-industry relationships [21], the 
formality of the process (which can be formal or informal) 
according to knowledge management and the interactions between 
actors [17], [22], the limits of organizations and incentives [23], 
economic benefits e.g. profits on patents [24], technological 
cooperation between organizations [24], patents seen as a transfer 
mechanism [18], [25], the business culture that universities can 
adopt [21], the option of allowing students to participate in 
industry [17], the culture of the parties [17], legal frameworks [24], 
the uncertainties of innovations involved in technology transfer 
processes [26], and the importance of considering the intellectual 
property in the processes [13], [27]. This intellectual property can 
be seen materialized in the adoption of technology transfer 
mechanisms such as the creation of spin-off, patent licensing, 
collaboration actions between academia and industry [28], and the 
training of professionals with knowledge that contribute to the 
solution of industry needs [29]. 

Besides, when seeking to identify whether the technology 
transfer has been successful or not, it is found that depends of the 
accumulation or assimilation of knowledge in organizations that 
adopt the technologies that have been transferred [17]. In turn, at 
the macroeconomic level, technology transfer can be measured 
through business creation and job creation [30]. Additionally, 
other ways of identifying the success of technology transfer have 
been through the licensing of inventions [20], [24], incentives for 
personnel who participate in technology transfer processes [23], 
the indicators of patent families [24], and knowledge intensive 
entrepreneurship at universities [30].  

However,  in addition to factors in the technology transfer 
process, barriers are also identified that should be mitigated, some 
of these are: the lack of incentives from universities [9] and 
industry [16], cognitive and organizational distances between the 
university and industry [20], the time required to implement 
technological development activities, absorption capacity, the 
characteristics of knowledge, context and actors, and the culture of 
the parties participating in the process [17], the common language 
between the actors [9], the level of trust [17], [31], and the 
asymmetries of information between the parties [32], [33]. 

Finally, based on both the factors and the barriers that must be 
managed, it is necessary to understand that among the actors and 
medium involved in the process, it is possible to distinguish the 
sender that seeks to transfer the technology to a receptor, through 
a medium or mechanism, known as a channel [12]. In some 
scenarios, the channel may not exist, generating in the 
aforementioned process, a structural void that indicates the need 
for an agent to mitigate the gap in the flow of information, 
knowledge, and technologies between those who participate in the 
technology transfer processes. This agent is known as an 
intermediary [34], [35]. 

 

4.2.2. Intermediaries in the technology transfer 

Intermediaries are agents that connect the components that 
structure an innovation system [36], also known as facilitators 
[37], who within their objectives seek to optimize interaction [38] 
to generate trust among the system's actors [39], strengthen 
interrelation processes, and at the same time mitigate the structural 
gaps that are identified in the social network of its actors [34]. 

At a general level, intermediaries are recognized as actors of 
special interest in innovation systems, for their intervention in 
actions aimed at mitigating barriers in technology transfer 
processes. They have key elements that help to the technology 
transfer process such as contacts, previous relationships with 
inventors, and experiences in technology commercialization [20]. 
In the case of the academic context that seeks to transfer 
technology to the industrial sector, the commercialization 
processes of the research results of a university, are more probable 
to achieve if there are links with industry [40]. In some cases, these 
links can be facilitated through the intervention of intermediary 
agents. 

Thus, with regard to intermediation, the following variables 
have been analyzed in studies associated to the articulation 
between the university and industry actors: the experience of the 
technology transfer offices, which influences research and 
development agreements in the university [41], the previous 
relationships between intermediary agents and actors that 
participate in technology transfer processes [20], the performance 
of knowledge transfer offices measured through a number of 
supported patent applications, monetary income obtained from 
university-industry collaborations, and the creation of spin-offs 
[42], the efficiency of the technology transfer offices of the 
universities based on their age [43], [44], and the performance of 
technology transfer offices measured through support in licensing, 
patenting and Spin-off creation activities  [45]. 

An example of intermediation is the case of technology and 
science parks. They support the creation of networks, especially 
those where university plays an important role due to both its link 
to the park and the legitimacy they provide to companies through 
their image of reliability and reputation [46]. Another example are 
the technology transfer offices, which within their functions 
provide advice on legal protection issues [45] of the technologies 
that are waiting to be brought to the market, in addition to 
providing support in the creation of technology-based companies, 
technological marketing [45], and assessment and due diligence in 
commercialization tasks of technological developments. 

However, some studies have focus on the idea that an 
intermediary agent could only have a particular interest in 
obtaining economic benefits from technological results [37], 
beyond considering its action as positive in aspects of knowledge 
transfer, articulation [7] and interaction [47]. Consequently, the 
purpose of the intermediary agent could be an important barrier 
that has been associated to their nature, whether they really seek to 
generate linking actions, or simply act with individual commercial 
or political interests [48]. 

Therefore, it is from the nature of the intermediary agents and 
the objective they pursue, that they act in the configuration of the 
different innovation systems, especially when taking into account 
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the different barriers that limit the successful result in terms of 
technology transfer [20]. 

4.2.3. Agro-industrial innovation systems 

The concept of agro-industrial innovation systems considers 
the definition of a system that refers to the set of components that 
are interrelated with a defined objective in a given context [49], in 
accordance with the synergy that it experiences [50], [51]. 
Furthermore, when systems are complemented with the term 
innovation, they open the space to identify the possible 
achievement of competitive advantages [52]. When it comes to 
competitive development issues in the countries, innovation 
should be aimed at promoting the transfer of knowledge to reality 
considering the results of research, observation, discoveries, or 
intuitions that are generated in the nation [53]. 

Therefore, the conceptualization of innovation systems is open 
and unfinished [54]. However, some characteristica are critical 
such as it incorporates actors of different nature with the purpose 
of exchange of technologies [55], have different scope at the 
geographical or sectoral level [51], [56], [57] it is associated with 
social networks [58], and other aspects such as synergy 
management [58], knowledge management processes [59], [60], 
and the procurement of economic advantages [61]. 

In the case of sectoral innovation systems, which are those of 
interest for this research associated with the agro-industrial sector, 
the following stand out: 

• Actors are related based on the economic sector to which their 
activities are associated [62]. 

• A differential element of these systems is the knowledge 
associated with innovation processes [63] in the sector. 

• The key factor for the development of these innovation 
systems is the group of companies involved in accordance to 
the conditions of the sector [64]. 

• A set of elements of interest that sustains the development of 
innovation systems at the sectoral level are related to social 
networks, capacities of industry actors, the policies that direct 
their development [65], assimilation and knowledge 
dissemination [66], and finally, the supply chain [67]. 

According to the analysis level different study dimensions can 
be proposed as possible approaches to understand the innovation 
processes and its possible obstacles [53]. 

A representation of the set of dimensions and elements that 
can be considered for study purposes of innovation systems in the 
agro-industrial sector, and that have been previously adopted in 
the research activities [68], [69] in Colombia, can be seen in 
Figure 2. 

Figure 2 shows that the dynamics of the innovation system is 
supported by the integration of different elements, such as a 
specific context, dimensions that make it possible to study the 
dynamics of the system from different perspectives, agents that 
externally intervene in the system, system behavior, and a set of 
interrelated actors represented under the concept of the quadruple 
helix [70] within the framework of a knowledge economy [71], 
[72]. These interrelationships are shown as a key attribute of the 
system, since from them, it is possible to identify realities of the 
different sectors [53] and generate networks or strengthen those 
that already exist, thus enabling information flows, knowledge and 
technology transfers, the realization of agreements, the 
establishment of collaborations, and articulation actions organized 
around a purpose. However, these interrelationships may require 
the intervention of facilitating agents, which generate links 
between the actors of the system [39], [73], [74]. These agents 
identified as intermediaries, facilitate the creation of networks of 
actors promoting collaboration and the flow of knowledge and 
information [20], [36], [37], [39], [42], [75]-[82]. 

 
Figure 3: Dimensions and elements in innovation systems. Based on [53], [69].
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Based on what is illustrated in Figure 2, it is found that there 
are similarities with other models of innovation systems, (e.g. the 
Tropical Agriculture Platform) [83]. The following are highlighted 
as common key elements: 
 
• The proposal of a specific context, made up of institutional 

actors and innovation policies, which interact to achieve 
innovation objectives applied to the agricultural sector. In this 
regard, public and private research and technological 
development organizations stand out as key actors [22]. 

• The existence of institutions that act as intermediaries between 
the actors that carry out research, and the industry that 
commercialize the research output. An example is the 
technology transfer offices, whose mission is to promote 
technology-based entrepreneurship [74], [77], [84], [85], 
facilitate the commercialization of knowledge, manage 
intellectual property [9], [86], provide advice on inventions, 
manage academic human capital, promote contract research 
and promote articulation between the different actors of the 
university, industry, and government [86]. 

• Interaction with actors from other sectors, which according to 
their own purposes come to influence the synergy of 
innovation activities that take place in the sector system. 

• The proposal of a political dimension, which guides both the 
planning and the execution of the guidelines that regulate the 
synergy of the system. 

 
From the articulation of actors in the innovation systems, the 

sectoral innovation system like the agro-industrial, can achieve 
results in processes of diffusion, adoption, and appropriation of 
technologies among the university, industry, government, and 
society in general.  

In addition, the value of including intermediary agents in 
technology transfer processes is also recognized, anticipating the 
possible existence of gaps in terms of social networks that emerge 
from the dynamics of these systems, understanding that within 
their role as articulatory agents, they allow generating a higher 
level of cohesion in the relationship of the various actors in the 
system. 

5. Discussion 

Faced with the development of innovation processes and 
technological management, in 2019 Colombia ranks 67th out of 
129 countries in the global innovation index, from which aspects 
such as infrastructure, market, business sophistication, institutions, 
knowledge and technology production, human capital, 
researching, and creative production, were analyzed [87], [88]. In 
addition, as a result of this evaluation, in terms of collaboration 
activities between the university and the industry to develop 
research, the country ranks third in the Latin American region [88]. 
In the same orientation towards technology management 
processes, at the national level, it finds that most of the innovations 
in Colombia are developed from the research actions of the 
universities [89]. 

However, despite identifying that innovation represents an 
opportunity for economic development, the country requires an 
optimal infrastructure and necessary conditions to carry out 
technology transfer processes. In addition, it was identified in the 

science, technology, and innovation policies, that there is a low 
level of intermediary agents such as technology transfer offices, 
incubators, and science and technology parks, which by their 
nature support the linkage, interaction, and flow of information and 
knowledge between the actors of the quadruple helix [90]. The 
existence of a low capacity of the industrial sector to articulate and 
transfer knowledge and technologies among the actors of the 
innovation system in Colombia is pointed out in this policies. 
Thus, in the national development plan of Colombia, it is identified 
that only 3.8% of companies work collaboratively with 
universities, a figure that has influenced the proposal to reach a 
goal of 59 technology transfer agreements between the university 
and the industry in the country, in the period 2018-2021 [91]. 

From the approach of sectoral innovation systems associated 
with agribusiness in Colombia, the Strategic Plan for Agricultural 
Science, Technology and Innovation has been established [92], 
which takes into account the need to generate strategies aimed at 
promoting programs of transfer and adaptation of technologies 
associated with the different productive sectors, in which the 
proposal of mechanisms oriented to generate articulation between 
the different actors of the agricultural innovation system should be 
included. In this sense, from the Colombian Agricultural Research 
Corporation (Agrosavia), the Ministry of Agriculture and Rural 
Development of Colombia, and the Ministry of Science, 
Technology, and Innovation of Colombia, in the formulation of the 
Strategic Plan for Agricultural Science, Technology and 
Innovation [92], formulate two actions focusing on science, 
technology and innovation in the area of technology transfer, 
technical assistance and innovation [92], which are: (i) “the 
development, adjustment, and validation of extension tools and 
specialized comprehensive technical assistance ”, and (ii) “the 
generation of collaborative workspaces through territorial 
innovation systems”. 

Based on the previous approaches, and understanding the value 
chain made up of the primary sector associated with agricultural 
activities, and  the secondary sector related to agribusiness 
activities, the Santander agro-industrial innovation system is 
proposed as an example, in which numerous technological 
developments and research results carried out by universities have 
been identified, which tend to be unknown by the sector and have 
not had the possibility of being commercialized, particularly due 
to the lack of articulation between the actors that are part of the 
innovation system [93]. In addition, there are shortcomings in the 
information flows required from both the receiver and the sender 
side, to develop technology transfer processes from the university 
to the agro-industrial sector. 

Another case of the agricultural sector in which similar 
problems have been studied in technology transfer processes, and 
in which the intermediary actions of science parks, technology 
transfer offices, consultants, and in general, intermediary 
innovation agents have favored its mitigation in the productive and 
market contexts, is reflected in the Dutch case [37] where 
intermediaries act as facilitators or forgers of networks of actors 
that interact under the synergy of transfer processes. 

Based on the above, it is necessary to understand that when 
technology transfer processes are developed, elements associated 
with information and knowledge are involved. Therefore, it is 
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necessary to take into account the existence of cognitive 
differences between the actors who seek to interrelate [80] around 
these processes. These cognitive differences can be related to the 
information asymmetry barrier, since it represents the gaps in 
terms of the information that a technology owner requires to 
determine the interest of a second party in its appropriation, as well 
as the information that the recipient needs to adopt it [10] and 
therefore use, exploit or commercialize it. In this sense, this barrier 
can lead to inefficiencies in technology commercialization 
activities between the university and industry [94]. 

Overcoming the asymmetry of information can facilitate the 
investment activities of industry players in the technological 
developments of the university, which can be considered as 
university ventures [95], thus opening the possibility of promoting 
commercial management actions among inventors or holders of 
technological developments and representatives of the industry, 
where intellectual property rights play a key role [20]. 

Additionally, it is important to bear in mind how the 
information asymmetry barrier is mitigated in the technology 
transfer process between the university and the industry, and how 
it will depend on the inventors' ability to disseminate [74], the 
absorption capacity of industry representatives [96], and the 
participation of intermediary agents that moderate information 
flows. 

Therefore, it is proposed that the experience in 
commercialization and the social networks of intermediaries, as 
well as their previous relationships with inventors, can help reduce 
the information asymmetry between the senders and recipients of 
a technology transfer process [20]. In the case of universities 
among the factors that can be taken into account in the process of 
reducing the level of asymmetry of information is its prestige, 
since it generates more trust among the actors of the different 
economic sectors [97]. 

6. Conclusions 

Based on the information presented above, it is necessary to 
highlight the importance of encouraging the different actors of the 
agribusiness innovation systems, to develop articulation that in 
addition of being focused on technology transfer processes, also 
generate alliances between the university and the industry, both in 
research processes and in the dissemination and exploitation of 
their results. Likewise, and anticipating the possible existence of 
structural gaps in the social networks of these systems, the option 
of identifying and interacting with intermediary actors is proposed 
as an alternative, understanding that their intervention in the 
technology transfer processes between the university and the 
industry can be assumed as a strategic factor that would contribute 
to the economic development of a region. 

In front of this scenario, it is also necessary for government 
sector actors to contribute to the strengthening of the synergy of 
innovation systems, through regulatory mechanisms focused on 
expanding articulation actions and alliances between the actors of 
the aforementioned systems, to promote territorial development 
from the different economic sectors of the regions. 

When it comes to contributing to economic sectors, including 
the agro-industrial sector, innovation is evidenced as a key factor 

in strengthening the markets. In addition to generate competitive 
advantages in the market, it can be associated to the processes of 
technology transfer between the university and the industry. A 
whole development takes place that starts from the scientific 
research and matures until reaching a viable product or service to 
be offered to the industry. Therefore, in this scenario, it is proposed 
that the university should have capacities to disseminate its 
technologies, and the industry must have capacities to adopt the 
technologies that are transferred to it, the foregoing to achieve, as 
a result, the use, exploitation, or commercialization of inventions 
and technological developments generated by universities. 

In addition, the level of connectivity that the actors 
representing the university and industry can achieve also affects 
technology transfer processes, which is influenced by the 
asymmetry of information generated by the parties involved in the 
process of technology transfer, which is why an agent that acts as 
an intermediary between the university and the industry is 
identified as a third actor, that manages to moderate the asymmetry 
of information and at the same time make the transfer process 
effective by facilitating the flow of information between the parties 
involved in the process. 

Based on the above, and on what was stated during the 
document, it is necessary to take into account that technology 
transfer processes can use different mechanisms that range from 
the creation of spin-offs to the generation of agreements between 
universities and companies, where the human capital of the 
universities brings their knowledge to the industry and reinforces 
their capacities through the presumption of real market scenarios. 
However, it is also relevant to understand that technology transfer 
processes include a set of factors and barriers that must be viewed 
from a multidisciplinary approach, for which hybrid capabilities 
between the university and industry require an effort to be 
developed by the actors that participate in these processes, thus 
allowing the intervention of intermediary agents who, due to their 
nature, can support the management of actions against the factors 
and barriers mentioned. 

7. Future work 

It is recommended to generate research actions around topics 
such as: 

The evaluation of the effect generated by the different types of 
intermediary actors in the technology transfer processes in the 
agro-industrial sector, and also in other sectors of interest to the 
various actors that make up the innovation systems at the national, 
regional, or sectoral level. 

Generate alliance options around various research and 
technological development projects, executed between the 
university and the industry, in such a way that their effectiveness 
can be evaluated in terms of technology transfer processes. 

The dissemination of the results that the different types of 
intermediary agents have achieved in technology transfer 
processes, in such a way that in the second phase of this activity, 
an initial set of indicators can be proposed that allow measuring 
the impact of the intervention of these actors in the development 
of the systems of innovation. 
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Regarding future lines of research, it is important to focus 
towards the study of the nature of the actors that are part of the 
technology transfer processes, in such a way that it can be 
evidenced the types of academic, industrial and hybrid capacities 
that allow facilitating the transfer of inventions that are developed 
in the university to the market. 

Another alternative study is identified in the need to generate 
university-industry articulation methodologies, in which the 
objective is to identify market challenges that can be developed by 
the academy. 
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 The aim of this research was to prove the effect of online learning on interest and 
motivation to learn and its effect on student achievement in the Educational Technology 
Study Program - Ibnu Khaldun University, Bogor. This research method uses descriptive 
analysis and verification with a quantitative approach. The source of this research uses 
primary data. Collecting data using a questionnaire. The sample of this study was 40 
students at the Education Technology Study Program IK University Bogor by 
performing both descriptive and path analysis for the random sampling technique.of this 
study indicate that online learning has a positive and significant effect on interest and 
motivation to learn. It is known that the total effect of online learning on students' interest 
in learning is 79.03%, while the total effect on student learning motivation is 79.74%. 
Interest in learning has Both interest in learning and learning motivation have 
contributed on student achievement which are measured by 29.6% and 51.07% 
respectively, with a total effect of 29.61%. While learning motivation has a positive and 
significant effect on student achievement, with a total effect of 51.07%. 
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1. Introduction 

Coronavirus is an infectious disease, which spreads very 
quickly in Indonesia. Corona Virus 19 is a new disease that has 
been transmitted from Wuhan, China, in December 2019. This 
disease spreads in animals, however the virus can also be 
transmitted to humans [1]. Indonesia’s Ministry of Education 
and Culture has instructed, that one way to implement the 
physical distancing program is to apply online learning to to 
suppress the sudden rise of COVID disease. Both students and 
education practitioners are asked to switch the face-to-face 
learning process to online [2]  

In light of the ongoing covid health crisis, educators and 
students are in a state of uncertainty. In the conditions of 
uncertainty online learning, of course lots of questions arise 
regarding lots of question regarding to the deliverable and 
measurable impacts for both students and education 
practitioners. One of the fundamental questions for us in this 
research is student motivation in a new virtual platform that 
applies to all stakeholders. Understanding the variety that will 
impact student perceptions can also help administrators to make 
informed decisions about coursework and organizational design 
as well as hold professional development workshops for 
instructors. 

This online learning policy applies to all educational 
institutions. This is done by changing the studying process 
which initially was in a personal approach to a remote online 
study. This significant adjustment has become a debate about 
quality. Several research in the past mentioned the significant 
cost of the online learning practice. Although other studies 
stated that it is disadvantageous, online learning is found to 
have many positive impacts which are shown by the interaction 
within the learning process and the flexibility of time and 
location, while other studies stated that it was a loss. Moreover, 
this is seen as an opportunity to adapt to an online learning 
experience [3]  

In addition, high interactions also occur in In addition, high 
interaction also occurs in the digital space between educators 
and participants, and among participants which gives rise to the 
ability to share information and bread experiences [4]. The 
online learning process uses computer technology, this 
increases the interest of both educators and participants which 
also implies to the increase of computer literacy competence. 

The digital study focuses on learning materials and 
deliverables. First, the learning materials affect student learning 
outcomes. This should involve distance learning This should 
involve distance learning according to the information 
technology by the cloud service with various medium of 
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deliverables such as audio and visuals. Content capacity can be 
adjusted to the needs of students in bringing out their 
competence to understand the learning material and be ready to 
move on to new topics [5]. Second, instruction is done online 
where students can explain their assignments directly. 
Similarly, the deliverable is aligned to the needs of pedagogy, 
both hardware equipment and the communication rules will be 
aligned to the policy of the education provider [6] .  

Instructions are given by teachers online as well as video 
conferencing using popular video conference applications and 
other messaging services. These platforms must be accessible 
from any time and anywhere.. 

Several studies on student learning motivation have been 
carried out, including by examining the influence of learning 
methods and learning motivation, student learning motivation 
on the learning process, the influence of the internet on student 
learning outcomes, factors that influence student learning 
motivation, the contribution of learning media in increasing 
student learning motivation. , information technology-based 
learning media and much more. However, research on the effect 
of online learning on student learning motivation is rarely done 
[7] . 

Learning motivation is an individual learner's opinion 
about the desire, then the learner will present different 
knowledge acquisition needs because of different opinions. 
Learning motivation is a belief that is embedded in the heart in 
directing individual learning goals, encouraging learning 
behavior to make continuous efforts, strengthening the history 
of cognition, and strengthening and improving learning 
outcomes [8] . 

Leaning motivation is an individual learner’s opinion about 
the desire, then the learner will offer a various processes of 
extracting, structuring, and organizing knowledge from one 
source due to a different personal need. A drive to learn is 
widely known coming from the heart in directing individual 
learning goals, encouraging learning behavior to make 
continuous efforts to learn, this is a student's choice of certain 
learning activities and efforts in these activities. Thus, this 
study defines learning motivation as guiding students to 
continue learning and efforts at learning goals set by the teacher 
in the learning process [9].  

For online-learning environments [10]  proves that 
students' positive emotions in various online learning activities 
are higher than negative emotions, especially during 
synchronous activities with teachers and with peers. They also 
proved that positive emotions experienced during exam 
preparation are closely related to student motivation which 
supports the learning process and student learning outcomes. 

The emotion of student achievement is related to the 
domain to a large extent. However achievement emotions were 
analyzed in different content domains (such as school subjects, 
mathematics) [11], [12], research in teacher education broadly 
did not emerge. For example, there have been several studies 
on pre-service primary school teacher-specific math anxiety 
and student emotions in teaching internships [13] .  

In this study, the authors discuss the internal psychological 
factors, namely interest and motivation. Interest is a powerful 
motivation that energizes learning, guides academic and career 
trajectories, and is critical to academic success. Interest is a 
psychological state of attention and influence on a particular 

object, and tends to last a long time to re-engage from time to 
time [14].  

Recent research about brain functions demonstrates the 
value of interest and motivation in the development of 
academic skills, specifically for secondary students. FMRI 
have allowed researchers to study the activation of different 
areas of the brain during specific tasks. This research suggests 
that students need to be interested and motivated to learn in 
order for true learning, or activation of necessary brain regions, 
to take place [15]. On the other hand, students under stress or 
faced with a perceived threat are known to show decreased 
interest and motivation. The human brain is wired for survival, 
and, when presented with a perceived threat, the brain will 
transform into a reflex survival response.  

This research aims to show the implication of the online 
education activity on learning enthusiasm and motivation and 
its impact on student achievement at Ibn Khaldun University 
Bogor majoring in Educational Technology 

2. Method 

The method in this research is a descriptive and verification 
method with a quantitative approach, because of the variables 
that will be examined in relation to the purpose of providing a 
structured, reliable, and carefully the description of the facts 
and the relationship between the variables studied online 
learning on interest and learning motivation and its impact on 
student achievement at Educational Technology Study Program 
– Ibn Khaldun University Bogor.  

The type of data in this study used primary data, the data 
processed and used in this study were sourced from 
questionnaires/questionnaires. The sample for the study was 40 
students at School X using a simple random sampling 
technique. The verification analysis used in this study is path 
analysis. Path analysis has a close relationship with Multiple 
Regression.  

3. Result 

3.1. Descriptive Analysis 

Based on the descriptive analysis carried out, the findings 
of the percentage score of each online learning variable, 
learning interest, learning motivation and student achievement 
are shown in Table 1. 

Based on the descriptive analysis above, it shows that 
online learning, learning interest, learning motivation and 
student achievement are categorized as sufficient. The indicator 
which has the highest percentage score at online learning 
variable, about using of self-learning materials with a 
percentage of 68.5%, but regarding the utilization of electronic 
technology services has the lowest percentage, which is 64.8% 
this is because there are still students who are constrained by 
internet signals, internet quotas or inadequate gadgets. 

In the interest in learning variable, the indicator that has the 
highest percentage score is about having curiosity with a 
percentage of 68.5%, but regarding perseverance and 
enthusiasm in learning has the lowest percentage, which is 
66%. While on the motivation variable, the indicator that has 
the highest percentage score regarding the motivation to learn 
and the hopes in the future with a percentage of 67.5%, but there 
are still students who lack motivation or desire to succeed. 
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Table 1: Descriptive Analysis 

 
 

In the Student Achievement variable, the parameter with 
the highest percentage score is in the Affective domain with a 
percentage of 67.5%, but the psychomotor domain has a low 
percentage score of 64% this is due to the lack of student 
activity due to distance/online learning during the pandemic. 
This shows that the perceptions of students in Educational 
Technology Study Program regarding Online Learning, 
Learning Interest, Learning Motivation and Student 
Achievement are considered less than optimal. 

The next analysis is verification analysis, The results of the 
analysis can determine the impact of online learning on interest 
and learning motivation and its implications for Student 
Achievement in Educational Technology Study Program A 
series of data analysis processes using path analysis include 
testing the normality assumption, analysis of path coefficients 
and coefficients of determination, analysis direct and indirect 
effects and hypothesis testing.  

3.2. Normality Assumption Test 

Based on the table of Kolmogorov Smirnov test results, it 
can be seen that the significance value of the unstandardized 
residual in the substructure model 1, 2 and 3 has a significance 
greater than 0.05, thus it can be proved that the data is normally 
distributed. 

Table 2: Kolmogorov Smirnov Test 

 
3.3. Path Coefficient Analysis and Coefficient of 

Determination 
Sub Structure 1: Online Learning on Learning Interests 

Path coefficient analysis will analyze the causal 
relationship between online learning and interest in learning. 

Start from results of the questionnaires which have been 
distributed assisted with SPSS, the following results are 
obtained: 

Table 3: Testing the Coefficient of Sub-Structural Paths 1 

 
The structural model based on the standardized coefficients 

of Online Learning on Learning Interest is as follows: 

 Y1 = 0.889(X) + ε1               (1) 
 

The magnitude of the residual coefficient (ε1) and the 
magnitude of the effect can be known through the calculation 
results as follows: 

Table 4: Coefficient of Determination of Substructure 2 

 
Based on the table above, it can be seen that the influence 

of Online Learning on Interest in Learning has a coefficient of 
determination of 0.790. These results indicate that the online 
learning variable has an influence of 79% on learning interest, 
while the remaining 21% is influenced by other variables 
outside the known model.  

Sub Structure 2: Online Learning on Learning Motivation 

Path coefficient analysis would like to analyze the causal 
connection between online learning and learning motivation. 
After Seeing the results of the questionnaires which have 
distributed assisted with SPSS, the following results are 
obtained: 

One-Sample Kolmogorov-Smirnov Test 

 
Unstandardized 

Residual 

Unstandardized 

Residual 

Unstandardized 

Residual 

N 35 35 35 

Normal Parametersa,b Mean .0000000 .0000000 .0000000 

Std. Deviation 6.13382878 6.40788798 5.97092413 

Most Extreme Differences Absolute .141 .126 .081 

Positive .096 .099 .078 

Negative -.141 -.126 -.081 

Test Statistic .141 .126 .081 

Asymp. Sig. (2-tailed) .078c .176c .200c,d 

     

    

    

          
 

Model 

Standardized 

Coefficients 

t Sig. Beta 

1 (Constant)  .400 .692 

Pembelajaran Online .889 11.949 .000 
 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .889a .790 .784 3.52822 

a. Predictors: (Constant), Pembelajaran Online 

b. Dependent Variable: Minat Belajar 
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Table 5: Testing the Path Coefficient of Sub Structure 2 

 
The structural model based on the standardized coefficients 

of Online Learning on Learning Motivation is as follows: 

 
 Y2 = 0.893(X) + ε2                          (2) 

 
The magnitude of the residual coefficient (ε2) and the 

magnitude of the effect can be known through the calculation 
results as follows 

Table 6: Coefficient of Determination of Substructure 2 

 
From the table above, seems like the influence of Online 

Learning on Learning Motivation has a coefficient of 
determination of 0.797. These results have proved that the 
online learning variable has an effect of 79.7% on learning 
motivation, while the remaining 20.3% is influenced by other 
variables outside the known model. 

Sub Structure 3: Interest and Learning Motivation on Student 
Achievement 

Path coefficient analysis would mind analyzing the causal 
connection between Interest and Learning Motivation on 
Student Achievement. After seeing the results of the 
questionnaires which have distributed assisted with SPSS, the 
following results are obtained: 

Table 7: Testing the Path Coefficient of Sub Structure 3 

 
 

The structural model based on standardized coefficients of 
Interest and Learning Motivation on Student Achievement is as 
follows: 

 
 Z = 0,344 (Y1) + 0.577 (Y2) + ε3                       (3) 

 
The magnitude of the residual coefficient (ε3) and the 

magnitude of the effect can be known through the calculation 
results as follows: 

From table 8, it can be proved that the influence of Interest 
and Learning Motivation on Student Achievement has a 

coefficient of determination of 0.808. These results indicate that 
the variables of Interest and Learning Motivation have an 
influence of 80.8% on student achievement, while the 
remaining 19.2% is influenced by other variables outside the 
known model.  

Table 8. Coefficient of Determination of Substructure 2 

 
3.4. Direct and Indirect Effect 

Based on the three equations above, the path of each 
variable is used to find the magnitude of the direct and indirect 
influence on each independent variable on the dependent 
variable, it could be seeing in below: 

From table 9, we find that the online learning variable has 
a direct consequence on influencing learning motivation of 
79.74%, which is greater than its direct effect on learning 
interest, which is 79.03%. Interest in learning has a direct effect 
of 11.83% smaller than the indirect effect of 17.78% on student 
achievement. Meanwhile, learning motivation has a direct 
effect of 33.39% greater than the indirect effect of 17.78% on 
student achievement. Therefore, it shows that in influencing 
student achievement, learning motivation has a higher influence 
than learning interest. Finally, we are able to say that if online 
learning is carried out properly supported by high interest and 
motivation in students, it will have an effect on high student 
achievement. 

4. Discussion 

4.1. The Effect of Online Learning on Interest in Learning  

The Impact of online learning on interest in learning give 
the results of testing the first hypothesis, namely online learning 
on Interest in Learning, obtained a significant value (0.000) < 
0.05 so that H0 is denied, so we are able to say that online 
learning has a positive and important effect on Interest in 
Learning, with a positive direction indicating that it will be 
better learning done online, When students' interest in learning 
is getting higher, and conversely the worse the learning done 
online it is going to have an impact on the low interest in 
learning.  

Research that has been carried out is in accordance with 
previous research which states that Interest plays a very 
important role in learning. Interest will lead to motivation to 
learn and improve learning outcomes. The strategy used by 
teachers in increasing students' interest in learning is to provide 
students with an understanding of the importance of learning, 
make learning materials simple, clear, and interesting, use 
interesting media, then carry out regular and continuous 
learning[1].  

Table 9: Direct and Indirect Effect 

 
 

Model 

Standardized 

Coefficients 

t Sig. Beta 

1 (Constant)  1.058 .297 

Pembelajaran Online .893 12.202 .000 
 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .893a .797 .791 2.68370 

a. Predictors: (Constant), Pembelajaran Online 

b. Dependent Variable: Motivasi Belajar 
 

Model 

Standardized 

Coefficients 

t Sig. Beta 

1 (Constant)  .905 .371 

Minat Belajar .344 2.118 .041 

Motivasi Belajar .577 3.550 .001 
 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .899a .808 .797 2.04500 

a. Predictors: (Constant), Motivasi Belajar, Minat Belajar 

b. Dependent Variable: Prestasi Belajar 
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It was found that there were differences in learning interest 
between male and female students where girls had a higher 
interest in learning than boys[16] . 

4.2.  The Effect of Online Learning on Learning Motivation  

The results of testing the second hypothesis, namely Online 
Learning on Learning Motivation, obtained a significant value. 
(0.000) < 0.05 so H0 is denied, it can be say that online learning 
has a positive and important effect on Learning Motivation, 
with a positive direction indicating that it will be better online 
learning, the higher student's motivation, and vice versa. Bad 
learning is done online, it is going to have an impact on the low 
learning motivation. 

The findings of this study are reinforced in 2019. The use 
of specific learning strategies did not strongly relate to student 
performance in their course. Given the increasing popularity of 
online courses and programs, more attention should be paid to 
the way students approach and experience these courses, how 
student characteristics (such as different types of motivation) 
and activities (the way they learn and master the material) are 
closely related to their success [17]. 

The results of this study are not in accordance with the 
research conducted in 2017. The study proved that participants' 
extrinsic and intrinsic motivation were lower in online 
education when compared to face-to-face education and the 
researchers gave the reason students were less motivated in 
online courses was the lack of interaction with peers and 
teachers. Students stated that the higher level of motivation was 
due to the satisfying role of the teacher and adequate 
communication with the teacher [18]. Yantrapracorn et al. 
(2018) also stated that the negative impact of online learning 
courses in Thailand was discouraging teacher feedback [19]. 

The results of this study are not in accordance with the 
research conducted in 2021. Students' views are mostly 
negative in terms of online education based on the results of 
semi-structured interviews and students' creative writing 
assignments. The participants expressed various reasons for 
their lack of motivation in the online learning process including 
being dissatisfied with course content and materials, lack of 
discipline in attending courses, lack of communication with 
teachers and other students, in addition they stated that there 
was a lack of private space to take courses [20]. 

Motivation has proven to be an important, though not the 
most essential, element in supporting academic success. As 
many and as good as the tools and methods given to students to 
learn, there will be no progress in them, if they are not 
motivated to apply them [21]. 

4.3. The Influence of Learning Interest on Student 
Achievement  

The results of testing the third hypothesis, namely Learning 
Interest on Student Achievement, obtained a significant value 
(0.000) < 0.05 so that H0 is denied, can be say that Learning 
Interest has a positive and significant effect on Student 
Achievement, with a positive direction indicating that the 
higher students' interest in learning it will have an impact on 
high student achievement, and conversely the lower student 
interest in learning are going to have an impact on low student 
achievement. 

The result of research in 2017 is a close relationship 
between student achievement and the interest of learning and 

student learning motivation, high learning achievement is 
resulted from the interest and motivation to learn that is owned 
by a student [22]. There is a mutual influence on learning 
motivation, learning interest, family environment and learning 
models together on student achievement in the Department of 
Economic Education of UIN Suska Riau [23]. 

This finding is in accordance with the research conducted 
in 2019. There is a significant effect of interest in learning and 
perceptions of teacher competency on social studies learning 
achievement. Thus, the interest in learning and teachers’ 
pedagogic competency plays a very important role to determine 
and improve the learning achievement of Social Sciences [24]. 

4.4. The Effect of Learning Motivation on Student 
Achievement  

The results of testing the fourth hypothesis, namely 
Learning Motivation on Student Achievement, obtained a 
significant value (0.000) < 0.05 so that H0 is denied, wa could 
say that Learning Motivation has a positive and significant 
effect on Student Achievement, with a positive direction 
indicating that the higher students' motivation to learn it will 
have an impact on high student achievement, and conversely 
the lower student motivation to learn will have an impact on 
low student achievement. 

The findings are in line with the study conducted in 2017. 
Motivation has a slightly positive effect on student 
achievement. The moderator variables, year of publication, type 
of publication, country, culture of research place, school 
subjects and sample groups will act as moderators in terms of 
the influence of motivation on student achievement [25]. 

The findings are accordance with 2020 study. Learning 
motivation has a positive and significant effect on the learning 
achievement of state high school students in the city of Padang. 
Stimulating learning and providing a more collaborative 
learning experience is generated through the integration of 
technology with face-to-face teaching. It is time for higher 
education to adapt to these changes to keep up with the 
increasing demands of both students and the workplace. The 
involvement, motivation, and interaction of students are the 
determining factors in order to achieve the success of the 
learning process. Students become more intrinsically 
motivated, when they can relate what they are learning to real 
life and personalize it [26]. 

5. Conclusion 

Online learning has a positive and significant effect on 
learning interest. and Learning Motivation. Learning 
motivation also has a positive and significant effect on student 
achievement at the Educational Technology Study Program – 
Ibn Khaldun University Bogor.  

Lecturers are expected to be able to motivate students and 
create interesting learning, and always pay attention to students 
in the online learning process that takes place. In addition, 
lecturers also need to improve professional competence through 
training activities, seminars, and trainings so that they can use 
the media professionally in learning activities. Parents of 
students need to provide support for their children to learn and 
always pay attention to the condition of the child, 
accompanying the child in the learning process. 
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 The main objective and contribution of the paper is to describe the creation of a model to 
support recruitment using social media information and its deployment in practice. The 
model includes the design of an automated solution for downloading social media data and 
a proposal for the subsequent analysis and creation of a predictive model based on the 
evaluation of user behavior on a social network. A final assessment of the effectiveness of 
the proposed model was made through formal validation and a case study. For the case 
study validation, the proposed model was implemented through use of the recruitment 
application called Prace Na Miru (PM; Tailored Work) for Facebook data extraction. A 
Myers Briggs Type Indicator (MBTI) personality test was used to determine the predictors 
of user social network behavior. Using cluster analysis and machine learning (or decision 
trees), a stochastic predictive model was developed to determine the personality type of 
candidates—the accuracy of MBTI personality category prediction ranges between 68% 
and 84% for individual cases, with a confirmation rate ranging between 43% and 81%. The 
case study confirmed the model’s usefulness for supporting recruitment in a real-life 
deployment of the PM model. 
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1. Introduction  

At the beginning of the twenty-first century, communication 
platforms that allow users to interact with each other have 
proliferated globally. These platforms gradually began to replicate 
the social structures of the real world. Within barely five years 
(2001–2005), social networks as we understand them today took 
on an established form. 

These networks are no longer mere communication channels 
but are permeating more and more areas and blurring the 
boundaries between private and professional life. Social networks 
have also shown their potential in human resources management 
(HRM), especially in recruitment. Research [1] has found that 43% 
of organizations use social media sites to research candidates, and 
approximately 50% of employers report rejecting job applicants 
because of social media content. [2] 

The current state of the labor market is not very favorable for 
recruitment from the point of view of organizations struggling to 
find suitable employees. Low unemployment and high demand for 
employees are forcing organizations to look for new and more 

effective recruitment solutions. In this respect, the use of social 
networks brings an advantage in two ways: they are economically 
advantageous, and they are an innovative solution [3]-[5]. 

Social media such as Facebook, Twitter, and LinkedIn are used 
by recruiters to attract talent by sharing the company culture and 
information related to career opportunities. For example, 
Microsoft has developed a specific website for recruitment, using 
job blogs and life at work videos to provide relevant information 
to both active and passive job seekers. Similarly, Deloitte places 
employee testimonials on social media (e.g., YouTube videos) to 
allow potential job applicants to learn more directly from the 
insiders. A shortcoming is the question of whether these job 
messages can reach the target audiences [6]. 

The results of research [7] confirmed that recruiters intended 
to use social media as it provides pre-hire benefits. Similarly, 
results showed social media recruitment is more compatible and 
less complex, and it ensures better trialability and observability. 
The study proved that social media recruitment was cost-effective 
while attracting and retaining better talent [8]. 

The combination of HRM and social networks in the context 
of recruitment issues expects an interdisciplinary approach based 
on applied informatics (as it is primarily based on the use of ICT), 
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but its implications extend to the fields of management and human 
resources (HR) [4]. 

In the field of applied informatics, our research primarily uses 
data analysis of social networks through our own designed 
application called Prace Na Miru (abbreviation PM; literal 
translation into English—Tailored Work), which allows for 
automated data acquisition. It is further related to applied 
informatics by the selected research design, called “design science 
research” [9], and the resulting artifact, which is a model verified 
not only by meeting the theoretical assumptions but, largely, by its 
application in practice [10]. 

1.1. Research problem  

The generally defined research problem is the support of 
recruitment in modern HRM through the use of social networks.  

The authors propose a solution in the form of a recruitment 
support model—the PM model. 

1.2. Objectives and research questions  

The main objective was to create and verify the effectiveness 
of a model for supporting recruitment through social networks 
which would be generally valid and applicable to any type of 
organization and job position.  

In order to achieve the main objective, sub-objectives (SOs) 
and sub-research questions (SRQs) were identified as follows: 

• SO 1: Create and deploy the PM model to support recruitment 
using a specific social network within a selected problem 
context and validate its effectiveness.  

• SRQ 1: What is the design of the PM model and the process 
of its deployment in practice?  

o SO 1.1: Create a custom application to extract data from a 
specific social network.  

o SRQ 1.1: How can we create an application to mine data from 
social networks?  

o SO 1.2: Identify appropriate parameters to evaluate user 
behavior on social networks.  

o SRQ 1.2: What are the appropriate parameters to evaluate user 
behavior on social networks?  

o SO 1.3: Identify predictors of user behavior on social 
networks using appropriate analytical methods.  

o SRQ 1.3: What are the predictors of user behavior on social 
networks? And what are the appropriate analytical methods to 
determine them? 

1.3. Methods used  

In this paper, the authors used methods according to [10] and 
[11] in the publication Design Science Research, which consists of 
five phases:  

• Phase 1—problem awareness: This is based on an analysis 
of the current state of knowledge on the issue, especially best 
practices and literature research. The output is the basis for the 
design of the artefact.  

• Phase 2—design/theme: the result is a general tentative 
design of the artefact in Figure 1.  

• Phase 3—development: the development of the indicative 
design of the artefact from phase 2 into the final form of the 
artefact, the result of this phase.  

In terms of conceptual development, the development and 
design/idea phases are intertwined—the case here.  

• Phase 4—evaluation: the artifact is evaluated in order to 
obtain information indicative of the artifact’s behavior and 
quality and useful to the artifact’s future development. 
Scientific methods are used in the evaluation of the artefact —
formal verification—by creating an instance in the form of the 
PM model. These scientific methods are of three types: 

o data analysis; 

o cluster analysis;  

o predictive modelling using decision trees (or machine 
learning).  

Validation is done through quantitative research in the form 
of a questionnaire survey among experts in practice.  

Evaluation is done through qualitative research in the form of 
a case study and subsequent practical deployment.  

• Phase 5—Conclusion: the last phase summarizes the 
research’s conclusions.  

This paper is primarily concerned with description of the fourth 
phase. 

Phase 1—Problem Awareness (Background) 

The main starting point for the development of the model is a 
recruitment application for extracting user data from a social 
network (or custom work).  

Another important starting point for model construction is the 
parameters for evaluating user behavior on the social network. In 
the context of recruitment, the most appropriate parameters are 
those based on a personality test.  

Therefore, it was necessary to specify requirements for 
selecting an appropriate test according to the purpose of the PM 
model, which are [2, 12] as follows:  

• assessment of personality characteristics;  

• assessment of interpersonal characteristics;  

• evaluation of work characteristics;  

• relevance for recruitment;  

• speed;  

• transparency;  

• the ability to complete the online test from anywhere; 

• immediate evaluation without the need for multiple specialist 
(e.g., psychologist) costs.  

There are several psychological models and personality tests 
for assessing jobseekers that can serve as parameters to evaluate 
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behavior [13]-[16]. Classic tests include the Eysenck’s Personality 
Inventory (EPI), which is primarily aimed at identifying 
temperament based on measures of introversion (or extroversion) 
and stability (or lability); the Achievement Motivation Inventory 
(AMI), used to measure various dimensions of performance 
motivation in a professional context and useful in the selection of 
employees, team creation, or sport psychology; the Personal 
Competence Profile, which takes into account findings on 
emotional intelligence and social competence; and the Myers-
Briggs Type Indicator (MBTI) model of personality types, which 
is widespread among organizations and is mainly used by HRM in 
recruitment, by health professions, and by educational programs to 
address the diversity of personalities that exist [2], [17]. 

Based on the analysis of the abovementioned characteristics, 
the MBTI personality test was chosen as the most suitable and was 
therefore used in the PM model [17]-[19]. The MBTI personality 
test meets all the above requirements—this is explored in more 
detail in section 1.6 “Predictors for user behavior evaluation on 
social media.” 

This implies the need to identify predictors using appropriate 
analytical methods to assess user behavior on the social network. 
The most suitable predictors in this work were found to be areas of 
interest, such as favorite book, TV series, film, or sports 
personality.  

The PM model development procedure is based on a model 
abstraction technique which allows the projection of alternatives 
through a model experiment. This, in effect, helps to track changes 
in individual parameters and their relationships at the desired level 
of simplification. The model is then used to explore, in particular, 
relationships, causes, and analogies. The methodological 
framework for the development of the recruitment support model 
is based on the CRISP-DM methodology [20]. 

The fundamental constraints in the creation of the model are 
mainly based on legislation. Organizations must comply with the 
General Data Protection Legislation (GDPR) and other 
employment legislation when identifying and verifying candidate 
information on social media. At the same time, it must not engage 
in discriminatory behavior. Therefore, such sensitive information 
about candidates is omitted from the model, even though it can be 
obtained from social networks relatively easily. 

1.4. Validity and reliability of MBTI  

We know from discussions of psychological and personality 
tests that critics have pointed out these tests may not be universally 
valid, and the results may not be reliable. For example, the popular-
science journal Scientific American has published articles in recent 
years (e.g., “How Accurate Are Personality Tests?” [21] and 
“Personality Tests with Deep-Sounding Questions Provide 
Shallow Answers about the True You” [22]) that question the 
validity of personality tests.  

However, peer-reviewed scientific journals, most recently the 
Journal of Best Practices in Health Professions Diversity: 
Education, Research and Policy, have published systematic (meta-
analysis) reviews of the literature concerning its validity and 
reliability. The article “Validity and Reliability of the Myers-
Briggs Personality Type Indicator: A Systematic Review and 

Meta-analysis,” on the contrary, confirms the validity of MBTI 
tests on a large sample of 221 studies [23], [24]. 

Authors agree that the MBTI instrument has reasonable 
construct validity. Their results indicate that the extravert-
introvert, sensing-intuition, and judging-perceiving subscales have 
satisfactory reliabilities of .75 or higher and that the thinking-
feeling subscale has a reliability of 61 [23]. 

The only mentioned problem is that the majority of studies are 
usually conducted on college-age students; thus, the evidence to 
support the tool’s utility applies more to this group, and careful 
thought should be given when applying it to other individuals.  

This limitation is not a problem in our research since the 
respondents in our case were also primarily students and young 
alumni.  

Phases 2 and 3: Design and Development 

The authors’ application Prace Na Miru is the essential 
component in developing the PM model. Running on the website 
prace-na-miru.eu/en/, the application harvests user data.  

The collected data is saved in JSON format within the 
MongoDB database. Heroku is used to host both the page and the 
database. JavaScript and Node.js frameworks were used to write 
the code. Candidates use the Facebook login button to access the 
website and to approve the download/export of his data into our 
database. 

The sample selection is derived through self-selection among 
students and graduates of the Prague University of Economics and 
Business. Information about the application Prace Na Miru was 
distributed through an email newsletter to the target student and 
alumni groups. The application was also published on social media 
in suitable groups, during a university job fair called Šance, and on 
the web page of the college career center. There were 960 unique 
candidates who registered with and logged in to the application 
from October 2016 to January 2017. 624 of them responded to the 
subsequent email invitation to complete the MBTI test and 484 
completed the questionnaire in full. This data has been used for 
further analysis. 

1.5. Data analysis 

The data collected by the Prace Na Miru application was 
processed in the SW called Knime [25]. The spectrum of publicly 
available data was organized into categories. Gender, log-in 
device, list of friends, date and year of birth, and other details were 
provided by users. Some of this data, such as favorites, are 
important for recruitment (or, more accurately, for the construction 
of the model), for example, favorite TV series, favorite athletes, 
and so forth. Some basic demographic data about users, such as 
gender, age, and education, was also available.  

Table 1: Correlation of Publicly Accessible User Information to Categories 

Categories 
of publicly 
available 
data  

Friend 
lists  

TV 
series  Athletes  Books  Events  Games  Music  Likes  Films  

Friend lists  1  0.09  0.11  0.09  0.31  -0.06  0.16  0.29  0.04  

TV series  0.09  1  0.17  0.32  0.11  0.23  0.57  0.09  0.57  

Athletes  0.11  0.17  1  0.15  0.07  0.25  0.16  0.03  0.12  
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Books  0.09  0.32  0.15  1  -0.09  0.32  0.27  0.07  0.52  

Events  0.31  0.11  0.07  -0.09  1  -0.01  0.14  0.47  0.03  

Games  -0.06  0.23  0.25  0.32  -0.01  1  0.11  0.04  0.31  

Music  0.16  0.57  0.16  0.27  0.14  0.11  1  0.22  0.49  

Likes  0.29  0.09  0.03  0.07  0.47  0.04  0.22  1  0.12  

Films  0.04  0.57  0.12  0.52  0.03  0.31  0.49  0.12  1  

Spearman’s correlation coefficient was used to detect 
correlations within the collected data (Table 1). The existence of 
low bond tightness for the categories “favorite book” and “series” 
(0.32) and “favorite game” and “book” (0.32) was proven. 
Medium-bond tightness was found in the categories “likes” and 
“events” (0.47) and “favorite movie” and “book” (0.52). 
Significant-bond tightness was in the categories “favorite music” 
and “series” (0.57) and “favorite music” and “movie” (0.57). It 
turns out that users sharing information about their favorite series 
also share information about their favorite music and movies. 

 
Figure 1: Social media hiring model 

1.6. Predictors for user behavior evaluation on social media 

An important part of the specification for the construction of a 
functional PM model is identifying predictors to evaluate user 
behavior within the social media environment. The MBTI 
personality test [12], [26], [27] was used in the PM model. The 
MBTI personality test combines four criteria: 

• approach to the surrounding environment—introversion (I) or 
extroversion (E); 

• way of obtaining information—intuition (N) or sense (S); 

• way of evaluating information—feeling (F) or thinking (T); 

• lifestyle—perception (P) or judging (J). 

Merging the four criteria mentioned above results in 16 
personality types. Figure 2 shows the number of persons 
represented by MBTI type. The most represented type is ENTJ, for 
whom employment in leadership positions such as leader or 
manager is suitable. This is followed by INTJ (scientist, builder), 
ENFJ (teacher), and INFJ (writer, creator). 

 

 
Figure 2: Number of persons represented by MBTI type 

1.7. MBTI test and its evaluation 

All users logged into Prace Na Miru were tested by the MBTI 
test. The response rate at this point was 50.4%. This fact helped to 
determine personality types and characteristic features of the 
questioned users and compared them with their online approach to 
social media. The sample size was 484 unique respondents.  

1.8. PM model creation 

For the creation of the PM model, the authors used training data 
(N=960) upon which the model learned how to decide the 
personality types of the candidates. The result of the modeling 
phase—Model PM—is shown in Figure 3. 

 
Figure 3: PM model 

Phase 4: Model PM Evaluation 

The model validation is realized by its implementation in a 
specific problem context: the recruitment of suitable candidates for 
positions at the University Development and Counselling Centre 
and internship programs at the University xPORT Business 
Accelerator. The target user group upon which the model is 
validated are students and recent university graduates.  

The evaluation is performed by obtaining valuable and reliable 
information proving the quality of the PM model. 
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1.9. Formal verification 

The formal verification is based on the construction of the PM 
model. Scientific methods included are as follows: 

• data analysis and cluster analysis;  

• predictive modelling using decision trees (or machine 
learning).  

In developing the PM model, the authors used the MBTI 
personality test to determine predictors of user behavior on the 
social network, which helps to diagnose candidate characteristics 
such as perception of the environment or the way they acquire and 
process information. In addition, the PM model includes 
instructions for an automated solution for downloading user data 
from Facebook using a customized recruitment application called 
Jobs. Also included is a proposal for data analytics. Specifically, 
the PM model describes cluster analysis, decision trees, and 
predictive model(s) for determining personality type (which is 
based on the MBTI test). 

After preprocessing the data, the authors segmented users into 
clusters, which are used in the PM model as predictors of behavior 
according to MBTI categories. Due to the large amount of data, it 
was necessary to select only some clusters that have predictive 
power. Out of 28 possible attributes, the author identified four with 
the highest predictive power as predictors: 

• favorite music; 

• favorite TV series; 

• favorite movie; and 

• favorite athlete. 

For each attribute, the author created decision trees using the 
BigML [28] software tool, which allowed for their categorization 
according to the MBTI personality categories. 

For each decision tree, the author includes a graphic illustration 
of the main tree branch that is the strongest and a ray graph that 
shows the overall decision tree with the relative representation of 
number of persons (according to the circle plot) and the 
confidences for the given personality category. The individual 
circles represent the path of the tree through the number of 
occurrences in the clusters. The color represents the amount of 
confidence of the decision tree. The darker, more saturated the 
color in the ray graph, the more confident is the decision tree. If 
confidence is 0%, the result is equivalent to random selection [29], 
[30]. 

PM model for the Attribute “Favorite Music” 

For the creation of decision trees, clusters were created for 
individual attributes using the software tool Pajek [31]. As an 
example, the author presents in Table 2 the first five most 
frequently occurring items in each cluster. 

Table 2: Cluster Overview for the Attribute “Favorite Music” 

Cluster A  Cluster B  Cluster C  Cluster D  Cluster E  Cluster F  Cluster G  Cluster H  Cluster I  

AC/DC  Bruno 
Mars  

Snoop 
Dogg  

Ed 
Sheeran  

Electro 
Swing  

Walk Off 
The Earth  

Linkin 
Park  

The 
Beatles  

Ben 
Cristovao  

Calvin 
Harris  

Wiz 
Khalifa  

Britney 
Spears  

Fedde Le 
Grand  

OneRepub
lic  

Universal 
Music CZ  

Tomáš 
Klus   

Radiohead
  

Taylor 
Swift  

Yellow 
card  

Monika 
Bagárová   Fergie  INNA  Philip 

Glass  
George 
Ezra  Nightwish  Kings Of 

Leon  Rihanna  

The 
Prodigy  

Adam 
Levine  T-Pain  Johny 

Machette  Coldplay  Lindsey 
Stirling  

Apocalypti
ca  

Queens of 
the Stone 
Age  

Beyoncé  

Christina 
Perri  

Tyrese 
Gibson  Sean Paul  Ellie 

Goulding  

River  
Hollywoo
d Undead  

Thirty 
Seconds to 
Mars  

Avril 
Lavigne  

The Black 
Keys  Kryštof  

1.10. Decision tree for category “extroverted (E) or 
introverted (I) perception of the environment”  

Below is the text notation of the predictive model for the 
category “extroverted (E) or introverted (I) perception of the 
environment”: 

 
Figure 4: PM model for the attribute “favorite music”—decision tree for category 

“extroverted (E) or introverted (I) perception of the environment” 

 
Figure 5: PM model for the attribute “favorite music”—decision tree bar graph 
for category “Perception of the environment extroverted (E) or introverted (I)” 

• Data distribution 

    E: 70.75% (104 instances) 

    I: 29.25% (43 instances) 

• Predicted distribution 

    E: 73.47% (108 instances) 

    I: 26.53% (39 instances) 

• Field importance 

http://www.astesj.com/


L. Böhmová et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 6, 88-97 (2021) 

www.astesj.com     93 

    1. cluster I: 28.47% 

    2. cluster F: 23.07% 

    3. cluster D: 19.41% 

    4. cluster G: 11.36% 

    5. cluster C: 5.59% 

    6. cluster E: 5.16% 

    7. cluster H: 4.48% 

    8. cluster B: 2.45% 

1.11. Decision tree for category “sensory (S) or intuition (N) 
information acquisition” 

Below is the text notation of the predictive model for the 
category “sensory (S) or intuition (N) information acquisition”: 

 
Figure 6: PM model for the attribute “favorite music”—decision tree for 

category “sensory (S) or intuition (N) information acquisition” 

 
Figure 7: PM model for the attribute “favorite music”—decision tree bar chart 

for category “Sensory (S) or intuition (N) information acquisition” 

• Data distribution 

    N: 82.31% (121 instances) 

    S: 17.69% (26 instances) 

• Predicted distribution 

    N: 82.99% (122 instances) 

    S: 17.01% (25 instances) 

• Field importance 

    1. cluster D: 47.21% 

    2. cluster A: 12.80% 

    3. cluster I: 11.08% 

    4. cluster B: 9.43% 

    5. cluster E: 7.05% 

    6. cluster G: 6.97% 

    7. cluster C: 2.82% 

    8. cluster F: 1.88% 

    9. cluster H: 0.75% 

1.12. Decision tree for category “thinking (T) or feeling (F) 
information processing”  

Below is the text notation of the predictive model for the category 
“thinking (T) or feeling (F) information processing”: 

• Data distribution 

    F: 49.66% (73 instances) 

    T: 50.34% (74 instances) 

• Predicted distribution 

    F: 48.30% (71 instances) 

    T: 51.70% (76 instances) 

• Field importance 

    1. cluster F: 18.69% 

    2. cluster E: 16.51% 

    3. cluster C: 15.07% 

    4. cluster G: 14.95% 

    5. cluster H: 8.88% 

    6. cluster D: 8.50% 

    7. cluster I: 6.85% 

    8. cluster B: 6.21% 

    9. cluster A: 4.32% 

1.13. Decision tree for category “inference (J) or perception 
(P) lifestyle” 
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What follows is the textual notation of the predictive model for 
the category “inference (J) or perception (P) lifestyle” 

• Data distribution 

    J: 76.87% (113 instances) 

    P: 23.13% (34 instances) 

 
Figure 10: PM model for the attribute “favorite music”—decision tree for 

category “inference (J) or perception (P) lifestyle” 

 
Figure 11: PM model for the attribute “favorite music”—decision tree bar chart 

for category “inference (J) or perception (P) lifestyle” 

• Predicted distribution 

    J: 76.87% (113 instances) 

    P: 23.13% (34 instances) 

• Field importance 

    1. Cluster D: 17.31% 

    2. Cluster F: 16.94% 

    3. Cluster I: 16.50% 

    4. Cluster B: 14.91% 

    5. Cluster G: 13.03% 

    6. Cluster E: 9.45% 

    7. Cluster C: 7.37% 

    8. Cluster H: 3.43% 

    9. Cluster A: 1.06% 

2. PM model Validation 

The validation of the PM model was carried out on 198 people 
from the target group.  

The results of the individual predictive models are specified 
below in terms of the percentage of cases confirming the accuracy 
of the PM model and the average confidence of each predictive 
model. 

2.1. Predictive PM model for attribute “favorite music”:  

• Category “extroverted (E) or introverted (I) perception of the 
environment” 

The model confirmed the correct result 83% of the time. The 
average confidence of the model is 66%. 

• Category “sense (S) or intuition (N) information acquisition” 

The model confirmed the correct result in 82% of cases. The 
average confidence of the model is 81%. 

• Category “thinking (T) or feeling (F) information processing” 

The model confirmed the correct result in 77% of cases. The 
average confidence of the model is 63%. 

• Category “inference (J) or perception (P) lifestyle” 

The model confirmed the correct result in 80% of cases. The 
average confidence of the model is 51%. 

2.2. Predictive model PM for attribute “favorite TV series”:  

• Category “extroverted (E) or introverted (I) perception of the 
environment” 

• The model confirmed the correct result in 80% of cases. The 
average confidence of the model is 56%. 

• Category “sense (S) or intuition (N) information acquisition” 

• The model confirmed the correct result in 70% of cases. The 
average confidence of the model is 57%. 

• Category “thinking (T) or feeling (F) information processing” 

• The model confirmed the correct result 74% of the time. The 
average model confidence is 43%. 

• Category “inference (J) or perception (P) lifestyle” 

• The model confirmed the correct result in 81% of cases. The 
average confidence of the model is 49%. 

2.3. Predictive model PM for attribute “favorite movie”:   

• Category “extroverted (E) or introverted (I) perception of the 
environment” 
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The model confirmed the correct result in 79% of cases. The 
average confidence of the model is 56%. 

• Category “sense (S) or intuition (N) information acquisition” 

The model confirmed the correct result in 84% of cases. The 
average model confidence is 49%. 

• Category “thinking (T) or feeling (F) information processing” 

The model confirmed the correct result in 78% of cases. The 
average confidence of the model is 51%. 

• Category “inference (J) or perception (P) lifestyle” 

The model confirmed the correct result in 75% of cases. The 
average confidence of the model is 59%. 

2.4. Predictive model PM for attribute “favorite athlete”:  

• Category “extroverted (E) or introverted (I) perception of the 
environment” 

The model confirmed the correct result in 71% of cases. The 
average confidence of the model is 53%. 

• Category “sense (S) or intuition (N) information acquisition” 

The model confirmed the correct result in 80% of cases. The 
average confidence of the model is 44%. 

• Category “thinking (T) or feeling (F) information processing” 

The model confirmed the correct result in 79% of cases. The 
average confidence of the model is 53%. 

• Category “inference (J) or perception (p) lifestyle” 

The model confirmed the correct result in 68% of cases. The 
average confidence of the model is 44%. 

Using cluster analysis and machine learning (or decision trees), 
a stochastic predictive model (see Figure 12) was developed to 
determine the personality type of the candidates—the accuracy of 
the MBTI personality category prediction ranges from 68% to 84% 
for individual cases, with a confirmation rate ranging from 43% to 
81%. The case study confirmed the model’s usefulness for 
supporting recruitment, and it has been put into practice. 

 
Figure 12: Decision tree bar chart for category “inference (J) or perception (P) 

lifestyle” 

2.5. Validation and evaluation 

Validation and evaluation are an important part of the PM 
model deployment for actual use at the University Counselling 
Centre (CC UEP) and the Universtity xPORT Business 
Accelerator (xPORT) as described in the case study below. In so 
doing, we used the processing method described in [32] to create 
the case study. The proposal and case study preparation process 
were separated into four steps: 

1. At the March 2017 employment fair Šance, we reached out to 
employers on behalf of CC UEP with an offer to use the PM 
model to assist in the recruitment of interns.  

2. Companies sent out job descriptions and completed surveys 
for each vacancy. There was a link in the survey to a 
dashboard that searched the app (Prace Na Miru) data for 
certain qualities that are available on Facebook. 

3. The PM model was tested and verified on an agreed-upon 
employment position from Šance and the internship program. 
According to the survey’s specifications, the authors 
contacted chosen users from the application Prace Na Miru 
and offered them a job. Users interested in the opportunity 
submitted their CV to the perspective employers. 

4. Feedback from employers about the quality of the proposed 
candidates was collected via an online survey containing 11 
questions. The feedback response rate was 54%. 

Implementation of steps one through four occurred between 
March and May 2017. In total, 95 companies were involved.  

The survey provided feedback from professional HR recruiters 
on the PM model. 88% of respondents were positive/liked the PM 
model. 

For recruiters the primarily relevant demographic information 
from social media was, for example, birth date and place, 
education, and social media network behavior, such as wall posts, 
photos, and videos. 

Other information (favorite series, movie, music, athlete) 
which we use in the PM model as predictors were perceived by 
respondents as less important. Therefore, the PM model has an 
additional value in the user's behavior evaluation. 

3. Discussion 

The article has shown how the PM model can be successfully 
deployed in practice. The case study has proven that the PM model 
is generally valid and feasible for various companies and job 
positions. 

It has been shown that the use of PM model requires extensive 
technical and analytical knowledge, especially in the data analysis 
phase. Therefore recruiters (specifically HR departments) should 
receive a functional version of the PM model, matching the needs 
of their particular segment, job position, and candidate target 
group. 

Theoretically, the recruiting app Prace na Miru (Tailored 
Work) can gather data from any social media network with an open 
API. Different personality tests or other typological evaluation 
tests can be chosen as well.  

Practically any reasonable test can be used to set parameters to 
evaluate predictors, providing the authors select the correct 
analytical method as well. 

This article has shown the same results as [33]. 
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Benefits of the Model  

The PM model predicts the inclusion of a candidate within a 
personality type according to the MBTI categorization based on 
the candidate’s behavior on Facebook. The PM model is 
assembled upon the sophisticated creation of clusters that are based 
on data categorization automatically obtained via a custom-created 
Facebook app, Prace Na Miru; its data analysis; and MBTI test 
evaluation.  

The establishment of predictors is a major benefit of this 
research. Employers will be able to choose and target more 
accurate applicants on social media. Another advantage of the 
research is the model’s usage in practice. The authors have verified 
this within the case study and also deployed it in the recruiting 
solution for CC UEP and the xPORT internship program.  

Finally, this proposed solution has the benefit of being 
adaptable to multiple target groups depending on the needs of the 
organization. 

Research limitations: 

• Because social media is a rapidly changing and continually 
evolving medium, the major problem is the application’s long-
term viability. 

• Only applicants with social media profiles can be evaluated 
by the PM model. 

• The focus is limited to the Czech/Slovak labor market and its 
legal framework [34]. 

• Despite testing the model on real data, the authors are aware 
of possible model distortions [33].  

Possible further research and activity: 

• Involve students and alumni from additional Czech 
universities, as well as from other countries. 

• Include other social media such as Instagram or Twitter. 

4. Conclusion 

The main output of the thesis is an artefact in the form of a 
model for recruitment support, its validation, and a practical 
application (the PM model).  

The article primarily describes the fourth phase of verification, 
which consists of two stages: formal verification and case study. 
In the formal verification, a concrete instance of the artifact (in the 
form of a recruitment support model) is created based on the 
artifact—the PM model.  

The stochastic predictive model confirmed the accuracy of the 
MBTI personality category prediction as ranging between 68% 
and 84% for individual cases, with confounding ranging between 
43% and 81%. The case study confirmed the effectiveness of the 
model at supporting recruitment and the real-life deployment of 
the model. 
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 The focus of this work is first to establish the effect of the chip temperature and thermal 
feedback on the determination of the power loss in a three-phase propulsion inverter, then 
to demonstrate the possibility of achieving an improved heat spreading through the 
different layers inside a SiC power module by using graphene assembled films in the 
packaging of the power module. The power loss analysis has been carried out for two 
Silicon Carbide (SiC) modules in a vehicle inverter, incorporating the MOSFET’s reverse 
conduction as well as including the impact of blanking time on the inverter on-state losses. 
This data for calculating the losses is determined at an operating situation below the field 
weakening speed with a high torque for a permanent magnet synchronous machine 
(PMSM). The operating point is found to be the worst operating condition point when 
looking at the power loss point. First, it can be noted that not accounting for the thermal 
feedback, the power loss is considerably underrated, i.e.,11-15% on the on-state converter. 
Following, the analysis of utilizing the graphene layer in the SiC module reveals a reduction 
of 10°C per SiC chips in the junction temperature of the SiC MOSFET is achievable. The 
reduction is calculated based on an applied power loss per SiC chips in steady-state 
simulation. Furthermore, up to 15°C decrease in the transient computation over the 
Worldwide Harmonized Light Vehicles Test Cycle (WLTC) per SiC chip is noticed. 
Moreover, a reduction up to 50% for the junction to case thermal resistance (Rth,JC) is 
observed by adding the graphene layer in the power module.  
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1. Introduction  

Increasing the efficiency of vehicle inverters for electrified 
powertrains is becoming a significant demand [1]. Improved Wide 
Band Gap silicon carbide (SiC) MOSFETs are promising 
replacements of the standard silicon insulated gate bipolar 
transistors (Si IGBTs) in EV applications [2–4]. This is a result of 
lower switching losses due to quicker switching transitions, as well 
as good thermal properties in the SiC MOSFETs, superior to those 
of Si IGBTs. Moreover, lower the on-state losses can be reduced 
through the utilization of the MOSFET’s ability to also conduct 
current in the opposite direction [5, 6]. Therefore, improving the 
efficiency of the propulsion inverter utilizing SiC MOSFETs, can 
lead to reduced losses in the powertrain, which results in a higher 
power density, to some extent also through the reduction of cooling 

circuitry. However, the development of switching devices towards 
miniaturization, causes severe temperature stresses that 
significantly threaten the performance and lifetime of the 
semiconductor chips and dies in high power applications. A 
possibility to tackle this issue is enhanced thermal conduction in 
various directions inside the power module with effective cooling 
of the semiconductor chips. Integrating heat spreading materials 
with excellent mechanical and thermal properties for the power 
electronics packaging can efficiently move the heat away from the 
power devices, resulting in a lower operating temperature of the 
system [7]. 

Compared to metal materials, nano-scaled carbon materials, in 
especial, graphene, have a thermal conductivity up to 5300 W/m.K 
[8], ten times higher than that of the metals [7, 9] as well as an 
amazing lightweight property, 2.2 g/cm3 and good stability [7], 
[10, 11]. Particularly, compared with the single layer graphene, 
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there is the incentive in fabricating graphene assembled films 
(GFs) as new heat spreading materials [12–15] due to their 
promising electrical and thermal properties. Consequently, 
research community as well as manufacturers have put intensive 
efforts into the research on new high-thermally conducting 
materials like graphene as an effective heat spreader and these 
efforts have been reported in literature [16–21]. In [22–24] 
research on the usage of graphene as a spreader of heat in power 
modules packaging have been conducted. Further interesting 
research are in [25–27] and a procedure for studying graphene 
transistors using standard TCAD tools is brought forward in [28]. 
However, these applications have their own limited scope 
regarding the design and do not satisfy the comprehensive aspects 
of the combined electrical and thermal analysis of the SiC 
semiconductor power module from the chip level towards the 
different material layers. 

To fill this knowledge gap, a research effort conducted is 
presented in this paper. The specific novel contribution of this 
article (which is an addition of the research originally provided at 
the IEEE Industrial Electronics Society (IECON) 2020 conference 
[29]) is: How can the temperature distribution through the SiC 
MOSFET’s chips as well as the Direct Bonded Copper (DBC) 
layers in the power module be efficiently spread, through the 
utilization of graphene with its excellent thermal properties. The 
finite element method (FEM) in the COMSOL Multiphysics 
software is very useful when it comes to determining the thermal 
aspects and has accordingly been utilized. First, a comprehensive 
numerical analysis quantifies to what extent incorporating and 
omitting the thermal feedback will affect the losses in a SiC-based 
propulsion inverter when including the blanking time and the 
MOSFET’s conduction in its opposite direction [29]. Then the 
graphene solution is proposed to boost the heat dissipation in the 
SiC power module. 

The analysis is caried out for two SiC half-bridge modules, 
CAB450M12XM3, a recently introduced 3rd generation [30], and 
the previous module, CAS300M12BM2 also with 1200V rating 
[31] from Wolfspeed /Cree. Figure 1 shows the procedure used for 
the power loss determination. 

2. Reverse Conduction and Blanking Time 
In Si IGBTs the flow of the current in opposite direction is 

through an anti-parallel diode, while MOSFETs can conduct this 
current through their ‘conduction channel’. In the inverter, when 
the current and voltage in one leg does not have the same signs, 
one of the upper or the lower diodes in the phase leg is conducting. 
When Vds of the corresponding MOSFET exceeds the diode’s 
threshold voltage, both will conduct in parallel. The diode can 
either be the intrinsic inbuilt diode or a separate one. This ability 
affects the distribution of on-state losses in a SiC MOSFET 
module, with the consequence of lower losses. 

In order to prevent a short-circuit of the dc-link, a time duration 
when the lower as well as upper transistor is off at the same time, 
is needed in a PWM-controlled inverter, a so-called blanking time. 
The result is that, the risk of a short circuit of the dc-link can be 
kept to a minimum. The total on-state loss of the modules is 
affected by the conduction of the diode as a consequence of the 
blanking time, increasing the losses slightly. 

 

 
Figure 1: Overview of the system simulation model. 

3. Conduction Losses including the MOSFET’s Reverse 
Conduction and Blanking Time  

3.1. Conduction Losses in the SiC Power Module 

The on-state losses for the investigated inverter are determined 
numerically using MATLAB. The methodology used in this work 
is based on the procedure presented in [6] and [32] for calculating 
the SiC MOSFETs’ conduction losses. In this procedure, the 
MOSFET on-state loss over a machine line period is determined 
according to 

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑀𝑀𝑀𝑀𝑀𝑀 = 1
2𝜋𝜋 ∫ 𝑅𝑅𝑐𝑐𝑐𝑐𝐼𝐼𝑀𝑀2 (𝛼𝛼)𝜏𝜏(𝛼𝛼)2𝜋𝜋

0 𝑑𝑑𝛼𝛼                             (1) 

here 𝑅𝑅𝑐𝑐𝑐𝑐  is the MOSFET on-state resistance,  𝐼𝐼𝑀𝑀  the MOSFET 
current, 𝛼𝛼 = 2𝜋𝜋𝜋𝜋𝜋𝜋  where 𝜋𝜋  is the machine fundamental 
frequency and 𝜏𝜏 is the duty cycle found as 

   𝜏𝜏(𝛼𝛼) = 1
2

(1 + 𝑚𝑚 sin𝛼𝛼)               (2) 

here 𝑚𝑚 is the modulation index [33]. Similarly, the on-state losses 
of the diode can be formulated as 

 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝐷𝐷 = 1
2𝜋𝜋 ∫ (𝑅𝑅𝑐𝑐𝐼𝐼𝐷𝐷2(𝛼𝛼) + 𝑉𝑉𝑐𝑐𝐼𝐼𝐷𝐷(𝛼𝛼))𝜏𝜏(𝛼𝛼)2𝜋𝜋

0 𝑑𝑑𝛼𝛼                  (3) 

From the data sheet, 𝑉𝑉𝑐𝑐 , the voltage drop and, 𝑅𝑅𝑐𝑐 , the on-state 
resistance can be found, 𝐼𝐼𝐷𝐷 is the current through the diode. 

The resulting expressions for the current through the 
MOSFET and the diode thus becomes 

                        𝐼𝐼𝑀𝑀 = 𝑅𝑅𝑑𝑑𝐼𝐼𝑝𝑝 sin(𝛼𝛼−𝜑𝜑)−𝑉𝑉𝑑𝑑
𝑅𝑅𝑑𝑑+𝑅𝑅𝑜𝑜𝑜𝑜

                             (4) 

   𝐼𝐼𝐷𝐷 = 𝑅𝑅𝑜𝑜𝑜𝑜𝐼𝐼𝑝𝑝 sin(𝛼𝛼−𝜑𝜑)+𝑉𝑉𝑑𝑑
𝑅𝑅𝑑𝑑+𝑅𝑅𝑜𝑜𝑜𝑜

               (5) 

where 𝜑𝜑 is the angle of fundamental power factor and 𝐼𝐼𝑝𝑝 is the 
peak value of the phase current [32]. 

The losses when incorporating and not incorporating the 
MOSFET reverse conduction are displayed in Figure 2 for the 
upper diode /MOSFET combination in a phase leg of a CAS300, 
SiC inverter. A substantial decrement of up to 83% in the diodes’ 
total on-state losses originating from the parallel conduction was 
found. In Table 1 the operating condition used for calculating the 
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losses is given. Likewise, a reduction up to 97% is noticed in the 
total diodes’ conduction losses of the CAB450 SiC inverter. 

3.2. Blanking Time 

The influence of blanking time is incorporated in the 
calculation of the on-state losses by formulating a representative 
duty cycle. The resulting formulation becomes, 

𝜏𝜏𝑒𝑒𝑒𝑒(𝛼𝛼) = 𝜏𝜏(𝛼𝛼) − 𝜋𝜋𝑏𝑏𝑏𝑏𝑏𝑏𝑐𝑐𝑏𝑏𝑏𝑏𝑐𝑐𝑏𝑏𝜋𝜋𝑠𝑠𝑠𝑠 = 1
2

(1 − 2𝜋𝜋𝑏𝑏𝑏𝑏𝑏𝑏𝑐𝑐𝑏𝑏𝑏𝑏𝑐𝑐𝑏𝑏𝜋𝜋𝑠𝑠𝑠𝑠 + 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝛼𝛼) 
                                              (6) 
where 𝜋𝜋𝑠𝑠𝑠𝑠 is the switching frequency [32]. 

The calculated currents of the diodes and MOSFETs in a phase 
leg of the CAS300 inverter are presented in Figure 3, without (top 
one) and with (bottom one) utilizing blanking time, also 
incorporating the MOSFET reverse conduction. As can be seen in 
the bottom figure, there is current only in the diode for the 
blanking time intervals. This leads to an increase of 20 W (12%) 
in the diodes’ conduction losses for the CAS300 inverter which is 
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Figure 2: MOSFET and diode conduction losses with (RC), and without MOSFET reverse conduction (no RC), in CAS300 SiC inverter for upper MOSFET and 
diode in a phase leg. 

Table 1: Chosen Operating Point of PMSM for Power Loss 
Calculations 

Variable Value Unit 
Current magnitude 565 [A] 
DC voltage 300 [V] 
Blanking time 0.5 [µs] 
Switching Frequency 10 [kHz] 
Modulation index 0.084 [-] 
Torque 160 [Nm] 
Mechanical speed 500 [rpm] 
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Figure 3: Influence of blanking time on the diode and MOSFET currents as a 
function of 𝛼𝛼 = 2𝜋𝜋𝜋𝜋𝜋𝜋 in one phase leg of a CAS300 equipped inverter. Both 
when incorporating the MOSFET’s reverse conduction and not. Upper figure, 
no blanking time, lower figure with blanking time. 
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illustrated in Figure 4 (right one). The impact on the MOSFETs’ 
conduction losses is very low. Likewise, for the CAB450, a rise 
of up to 70 W, of the diodes’ conduction losses is noted. Figure 4 
presents the upper diode conduction loss in a phase leg of the 
CAS300, with and without blanking time, when incorporating the 
MOSFET reverse conduction. In Table 1 the operating condition 
used for the determination of the conduction losses are provided. 

4. Switching Losses in SiC MOSFET  

In the MOSFETs and its anti-parallel/body-diode, a resulting 
loss is created from each turn off and turn on. The switching losses 
in a MOSFET and diode can be obtained analytically by the 
expression as 

𝑃𝑃𝑠𝑠𝑠𝑠.𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,𝐷𝐷𝑏𝑏𝑐𝑐𝑐𝑐𝑒𝑒

= 𝜋𝜋𝑠𝑠𝑠𝑠 ∙ 𝐸𝐸𝑠𝑠𝑠𝑠(@𝐼𝐼𝑜𝑜𝑜𝑜𝑛𝑛,𝑉𝑉𝑜𝑜𝑜𝑜𝑛𝑛) ∙ (
1
𝜋𝜋

𝐼𝐼𝑝𝑝
𝐼𝐼𝑐𝑐𝑐𝑐𝑛𝑛

)𝑏𝑏𝑖𝑖 . (
𝑉𝑉𝑐𝑐𝑐𝑐
𝑉𝑉𝑐𝑐𝑐𝑐𝑛𝑛

)𝑏𝑏𝑣𝑣                             (7) 

In the expression 𝐸𝐸𝑠𝑠𝑠𝑠 represents the switching energy loss, 𝐼𝐼𝑝𝑝 the 
peak phase current, 𝐼𝐼𝑐𝑐𝑐𝑐𝑛𝑛  and 𝑉𝑉𝑐𝑐𝑐𝑐𝑛𝑛  the nominal current and 
voltage values and 𝑘𝑘𝑏𝑏 , and 𝑘𝑘𝑣𝑣 the current and voltage exponents 
[34]. In this study, in the numerical implementation, the switching 

loss is established at each switch-off and switch-on occasion of the 
module as 

   𝑃𝑃𝑠𝑠𝑠𝑠 = ∑𝑀𝑀𝑠𝑠𝑠𝑠
𝑡𝑡

                                (8) 

with 𝜋𝜋 being the simulation time. 
 
5. Electro-Thermal Calculation Network 

Due to that several parameters in the modules are temperature-
dependent, for instance the on-state resistances, forward voltage 
drops, switching and reverse recovery energies, the inverters’ 
power losses are determined through the usage of a thermal model, 
that is given in Figure 5. 𝑇𝑇𝑗𝑗, are the junction temperatures of the 
MOSFET and the diodes, while 𝑇𝑇𝑐𝑐 is the case temperature, 𝑇𝑇𝑠𝑠 and 
𝑇𝑇𝑓𝑓  are the heatsink and fluid temperatures. In order to have a 
representative comparison, the same heatsink is utilized for both 
inverters. Noteworthy is that, for the inverters’ design, three SiC 
half-bridge modules were needed. All set-ups are normalized to a 
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Figure 4: Diode conduction loss, without blanking time (left figure), with blanking time (right figure) in a phase leg of CAS300 SiC inverter. 

Figure 5: Thermal calculation model to find the power losses and temperatures. 
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rated current of 600 A following the specification of the inverters. 
The temperature and flow rate of the coolant is 65 ℃ and 10 
L/min. Worth mentioning is that the latest 3rd GEN MOSFET dies 
have been used in the CAB450 module which have an intrinsic 
body diode, and accordingly the module does not need an 
antiparallel diode, as can be observed in Figure 5. In comparison, 
the CAS300 module is equipped with an anti-parallel Schottky 
diode. 

6. Power Losses Analysis in SiC Inverters with and without 
Accounting for Thermal Feedback 

As mentioned before, an operating point of a PMSM at high 
torque, low speed and high current magnitude is used to analyze 
the power losses of the two investigated SiC power modules. The 
chosen operating point can be noticed as the toughest operating 
condition in the urban driving cycles. MPTA/MTPV field-oriented 
control is utilized to generate the inverter currents. Based on this 
control strategy, the machine operates in the constant torque speed 
range and in the partial and full field weakening speed ranges 
[35,36]. Table 1 gives the chosen operating point and key machine 
parameters are given in Table 2. As depicted in Figure 1, an 
iterative approach is used to find the losses based on the 
temperature in which, the devices’ steady-state and transient 
parameters (𝑉𝑉𝑀𝑀 ,  𝑉𝑉𝑐𝑐 , 𝑅𝑅𝑓𝑓 , 𝑅𝑅𝑐𝑐 ,  𝑅𝑅𝑐𝑐𝑐𝑐 , 𝐸𝐸𝑠𝑠𝑠𝑠  and 𝐸𝐸𝑟𝑟𝑟𝑟 ) are interpolated 
using the feedback of the junction temperature. The losses and the 
temperatures are looped until they have converged. Worth 
mentioning is that the switching energies of the devices are 

interpolated as a function of junction temperature and current to 
fulfill both the current and temperature dependency of the 
switching energies. The results of the investigations are given in 
Table 3. It is worth to note that, for a fair comparison, a power loss 
scaling factor is utilized on the SiC modules in order to form them 
into 600 A modules. 

As shown in Table 3, a significant reduction in diode 
conduction losses is observed for the two SiC modules. As was 
explained in sections 2 and 3, this is due to the MOSFET’s reverse 
conduction ability to utilize the diode and the MOSFET to share 
the current. In the SiC modules, the increase of on-state losses for 
the built-in diodes as a function of an increase in junction 
temperature is substantially lower compared to that of the 
MOSFETs’ channel. This is due to a more moderate rise in the 
diode dynamic resistance with respect to the temperature increase. 
Moreover, for the two investigated modules, in SiC-MOSFETs, a 
temperature increase has almost zero effect on the switching 
losses. 

For the comparison of the two SiC modules, a substantial 
decrease is noticed in the on-state losses in the CAB450’s diodes. 
This is due to the fact that, the CAB450 module is using the latest 
3rd GEN MOSFET dies with a very robust intrinsic body diode and 
reliable operation in the 3rd quadrant. This feature is weaker in the 
CAS 300 Module. 

All in all, the analysis shows that the thermal feedback has a 
considerable impact on the losses and leads to an increase of up to 
11% for CAS300 and 15.6% for CAB450 on the inverters’ total 
conduction losses at the chosen operating condition. This leads to 
that the demand for effective cooling strategies of the 
semiconductor power modules is increasing continuously, 
especially for traction applications which can typically have a high 
ambient temperature, particularly in SiC-MOSFETs where the 
temperature variations have larger magnitudes compared to those 
of Si-IGBTs [37]. Hence, in the following sections, utilizing 
graphene, a novel thermal conductive, cost-effective, and eco-
friendly material is proposed in the power module packaging and 

Table 2: PMSM Rating Parameters 

Variable Value Unit 
DC-Link voltage 300 [V] 
Rated current 400 RMS [A] 
Pole Pairs 4 [-] 
Max. speed 12000 [rpm] 
Max. torque 160 [Nm] 

 

Table 3: Calculated Average Values of Conduction and Switching Losses of the SiC Inverters utilizing and not utilizing Thermal Feedback, 
Considering Blanking Time and using the MOSFET’s Reverse Conduction at 160 Nm, 500 rpm Mechanical Speed and 𝑇𝑇𝑓𝑓 = 65℃. 

 

CAB “600”M12XM3 (CAB450) 
 Cond. 

[W] 
Cond. 

Thermal 
Feedback 

[W] 

Diff. 
[W] 

Diff.% Sw. 
[W] 

Sw. 
Thermal 
Feedback 

[W] 

Diff. 
[W] 

Diff.% Tjunc. 
Thermal 
Feedback 

[℃] 
MOSFETs 977.8 1140.5 162.7 16.6 206.6 206.8 0.2 0.09 99.8 

Diodes 74.4 75.4 1 1.35 3.51 3.52 0.01 0.28 99.8 
Tot. Inverter 1052.2 1215.9 163.7 15.6 210.1 210.3 0.22 0.1  

CAS “600”M12BM2 (CAS300) 
 Cond. 

[W] 
Cond. 

Thermal 
Feedback 

[W] 

Diff. 
[W] 

Diff.% Sw. 
[W] 

Sw. 
Thermal 
Feedback 

[W] 

Diff. 
[W] 

Diff.% Tjunc. 
Thermal 
Feedback 

[℃] 
MOSFETs 1072 1164 92 8.6 196.3 196.5 0.2 0.1 95.6 

Diodes 140.1 182.1 42 29.9 0 0 0 0 88.2 
Tot. Inverter 1212.1 1346.1 134 11 196.3 196.5 0.2 0.1  
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analyzed by FEM in the COMSOL Multiphysics software intended 
to improve the heat spreading inside the module. 

7. 3D-CAD Model and Thermal Modeling Set-up of the 
Power Module using SEM and EDS Analyses 

As was mentioned before, to enhance the heat spreading and 
cooling of the semiconductor chips in the chosen half-bridge SiC 
power module, CAB450M12XM3, a thermal model is built up as 
close as possible to the real module starting from CAD and then 

FEM simulation in COMSOL Multiphysics. Even though the 
thermal packaging aspects of the module was mostly unknown 
due to confidentiality. However, the key features were known 
from the reverse engineering effort, which showed that the base 
plate and insulator have been made of copper and silicon nitride, 
respectively. Therefore, a Scanning Electron Microscopy (SEM) 
together with an Energy Dispersive X-Ray Spectroscopy (EDS) 
investigation were conducted on the available similar voltage 
class SiC power module, CAS300M12BM2, as a reference to 
approximate further material information. EDS is a chemical 
micro-analysis technique, which identifies the x-rays released 
from the sample through a bombardment process with electrons, 
so that the element arrangement of the analyzed volume can be 
found. The above-mentioned analyses have been conducted on a 
cross-sectional cut off piece of the module. As illustrated in 
Figure 6 (top), the chips are all silicon-carbide, the base plate is 
made of copper and an aluminum nitride (AIN) insulator has been 
used as one of the DBC layers. The other two DBC layers are 
made of copper. Moreover, the solder Sn90Ag10 is used for both 
solder layers. The thickness of the layers which is shown in Figure 
6 (bottom), is given in Table 4. 

In the next step, the CAD geometry of the CAB450 SiC power 
module including the thermal aspects is meshed in COMSOL 
Multiphysics based on the SEM and EDS analyses data from the 
reference CAS300 module as well as the CAB450 datasheet 
information. Instead of AIN, silicon nitride (Si3N4) is used as the 
ceramic material in the DBC substrate based on the CAB450 
datasheet. Figure 7 (left) presents a 3D-geometry of the CAB450 
half-bridge power module including the chips in which each 
group of five chips is representing one SiC switch place. The 
dimensions are implemented according to the datasheet 
information. 

8.  Automized FEM Computation in COMSOL for 
Steady- state/Transient Heat Dissipation 

As mentioned before, to be able to capture all the heat 
dissipation surface interactions, a 3D FEM simulation in 
COMSOL Multiphysics is performed. Each of the power module 
materials and their thicknesses were accounted for in the meshing 
procedure as separate computational domains including the 
solders, copper, DBC, etc. In order to take the thermal coupling 
and heat spreading effects into consideration, the contact 
resistances among the material layers were also modelled using 
the provided realistic values by material datasets. As the focus of 

 

 
Figure 6: The Layer materials of the reference SiC module CAS300 from 
SEM and ESD analyses (top) and the materials respective thickness of 
CAS300 from SEM and ESD analyses (bottom) (given in Table 4). 

Table 4: Power Module Layers’ Thicknesses and Thermal Properties 

Layer Material Thickness 
(μm) 

Thermal  
conductivity, 
K (W/m.K) 

Density, 
ρ (kg/m3) 

Heat capacity, 
C (J/kg.K) 

Chip SiC 178  490 3216 690 
DBC Cu 288 400 8940 385 
DBC ceramic AIN/Si3N4 386 20 3100 700 
Solder (below the chip)/ (below the DBC layer) Sn90Ag10 79/129 50 9000 150 
Baseplate Cu 3 400 8940 385 
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the analysis is on the thermal distribution through the chips and 
DBC layers, a manually refined mesh is applied in these domains. 
Overall, a uniform mesh distribution is built up as depicted in 
Figure 7 (right). The boundary conditions are caried out by 
considering the chips as heat sources and a selected power losses 
of 1262 W, i.e., 126.2 W per chip from the previous power loss 
calculations of the investigated module is applied to these heat 
sources. 

To mimic a liquid cooling solution, the bottom surface of the 
baseplate is given a heat transfer coefficient of 3000 W/(m2.K) to 
represent the convective heat flux as a boundary condition with a 
liquid flow of water with a rate of 1 m/s (one meter per second) 
and a temperature of 65°C. All other boundaries are set to have a 
heat transfer coefficient of 10 W/(m2.K), which is the convection 
of low-speed air flow above a surface [38]. 

In general, the transportation of heat can be described as the 
transportation of the thermal energy as a result of a gradient in 
temperature. Then the heat flux can be expressed by Fourier’s law 
as  

𝑞𝑞 =  −𝑘𝑘 ∇𝑇𝑇      (9) 

which defines the theory behind the heat conduction. The equation 
shows that the thermal conductivity, 𝑘𝑘  in (W/m.K), is 
proportional to the magnitude of the temperature gradient. 𝑞𝑞 is the 
heat flux measured in (W/m2) and ∇𝑇𝑇 is the temperature gradient. 

The heat convection, which can either be natural or forced, is 
added to the boundaries of the system, and is dependent on the 
geometry and its length. When natural convection is implemented, 
the system is cooled naturally through air. The steady-state heat 
flux density is calculated as the following equation  

𝑞𝑞𝑠𝑠 = ℎ (𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑛𝑛)                (10) 

when the convective cooling/heating is involved. ℎ  is the heat 
transfer coefficient in W/(m2.K), 𝑇𝑇𝑠𝑠  represents the surface 
temperature and 𝑇𝑇𝑛𝑛 is the media temperature. 

Since there are different materials involved in this study, then 
the heat conduction or heat diffusion must be taken into account 
by the expression as  

𝜌𝜌𝜌𝜌 𝛿𝛿𝑀𝑀
𝛿𝛿𝑡𝑡

= ∇𝐾𝐾(𝑇𝑇)∇T + 𝑞𝑞𝑣𝑣                (11) 

where 𝜌𝜌 is the density, C is the heat capacity, 𝛿𝛿𝑀𝑀
𝛿𝛿𝑡𝑡

 represents the 
difference of temperature over time, and ∇T is the temperature 
gradient. 

Finally, the model is ready for analyzing the time variations of 
the temperature inside the different layers of the power module 
and the temperature profiles across it, within the boundary layers. 
The first results will illustrate the thermal performance of the 
investigated power module which is built up as close as possible 
to the real model and in the next phase an assembled graphene 
film layer is placed under the first copper layer as close as possible 
to the chips as heat sources to demonstrate the improvement of 
the heat distribution inside the module from the chip level towards 
the different layers. 

9. Results of Steady-state Thermal Computation of the 
Power Module 

The stationary solver in COMSOL is used to evaluate the 
steady-state temperature distribution across the power module 
from the chips towards the bottom layers. The heat distribution is 
measured by applying a 3D-cutline from the middle chip to the 
baseplate as depicted in Figure 8. The reason for choosing the 
middle chip is since this one will experience the highest thermal 
stress. As it can be seen in Figure 9 (top), the result shows an 
average maximum temperature of around 99°C for the chips for 
the applied power loss of 126.2 W per chip which is 
approximately close to the junction temperature calculated by the 
electro-thermal model presented in section 6, Table 3. The lowest 
temperature of 70°C is also noticed around the edges of the 
module. The temperature profile across all the layers is illustrated 
in Figure 9 (bottom). 

In addition, the thermal resistance of the junction to case 
( 𝑅𝑅𝑡𝑡ℎ𝐽𝐽𝐽𝐽) of 0.2 K/W has been obtained from the simulation. 

     

Figure 7: 3D-geometry of CAB450 SiC module built for simulation (left) and the mesh visualization of the module (right). 
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10. Using the Graphene Assembled Film in the module 
Packaging 

As mentioned before, a novel solution to efficiently transport 
the heat away from the power devices, especially in high power 
applications can be achieved by integrating ultra-high thermal 
conducting as well as flexible and robust materials into the cooling 
path [7]. Therefore, graphene which is one of the most promising 
materials that can provide the above-mentioned properties, has 
been used in this study to optimize the thermal impedance of the 

power module as well as to make a uniform and fast heat spreading 
over the module. 

To prove this goal, the graphene layer has been placed as close 
as possible to the chips which are the heat sources, with an in-plane 
thermal conductivity of 2900 W/m.K in x and y directions and a 
cross-plane thermal conductivity of 14 W/m.K in the z direction. 
The directions as the design parameters should be chosen in such 
a way that they conduct and spread the heat flow as fast and 

 
Figure 8: 3D-cutline across the module for temperature measurements, top view (left) and side view (right). 

Figure 9: Temperature distribution across the power module (top) and temperature profile across all the layers (bottom). 
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efficient as possible on the surface of the module and then towards 
the bottom layers. 

Worth mentioning is that, to reach high performing thermal and 
mechanical properties, the fabricating freestanding graphene films 
(GFs) have shown a promising potential compared to using 
single/few layer graphene for the thermal management of high-
power electronics [7]. Hence, in this work, 1 μm thick graphene 
films are utilized to make an appropriate layer thickness in respect 
to the thermal conductivity which is challenging since the thermal 
conductivity levels are very much dependent on the thickness of 
the graphene layer [7]. The layer is placed under the first copper 
layer as a realistic placement in order to not weaken the electrical 
conductivity through the module which otherwise might happen as 
a result of a poor insulating ability of the graphene material.  

In addition, in the fabrication processes, in order to minimize 
the thermal contact resistance between the graphene layer and 

other different substrates, a molecular functionalization method is 
used in which the small molecules are utilized to functionalize the 
surface of the graphene film which is in contact with the device 
surfaces. The small molecule, as the functional agent, gives as 
result a formation of molecular bridges between the device 
substrates and the grapheme-based surface and in this way the 
thermal resistance between these layers is strongly reduced [39]. 

Therefore, based on this method, the contact resistance is set to 
1.1 × 10−8  K.m2/W in this work to achieve the appropriate 
thermal coupling between the layers [39]. Table 5 gives the 
material properties of graphene. 

11. Results of Steady-state Thermal Computation of the 
Power Module with Graphene Layer 

To investigate the thermal behavior in the presence of the 
graphene layer in the power module, a 3D-cutline from the middle 
chip to the baseplate, similar as in section 9 is applied to the 
module. 

The result reveals a reduction of 10°C in the average 
temperature per chip for the applied power loss of 126.2 W per 
chip, as depicted in Figure 10, and Figure 10 (bottom) which 
illustrates the temperature profile across all the layers. Moreover, 
as can be seen in Figure 11, a comparison between the two cases, 

Figure 10: Temperature distribution across the power module (top) and temperature profile across all the layers (bottom) with graphene. 

Table 5: Graphene Thermal Properties 

Material Thermal  

conductivity, 

K (W/m.K) 

Density 

ρ 
(kg/m3) 

Heat 
capacity, 

C 
(J/kg.K) 

Graphene (x,y,z) = (2900,2900,14) 2267 720 
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with and without using graphene, confirms the expected results, 
i.e., a noticeable difference in the temperature distribution in the 
module. With graphene (top figure), the temperature is spreading 
flatter and more homogeneously in each layer, which means that 
each layer is absorbing the heat uniformly. Consequently, the heat 
is more distributed across the baseplate compared to that of the 
case without graphene (bottom figure) in which the heat is mostly 
concentrated in the middle where the chips are located. Therefore, 
this temperature uniformity leads to a significant improvement, 
54.3%. The junction to case thermal resistance ( 𝑅𝑅𝑡𝑡ℎ𝐽𝐽𝐽𝐽) equals to 
0.0913 K/W, using the graphene layer compared to that of 0.2 
K/W without graphene.  

Moreover, Figure 12 depicts the temperature distribution 
across each layer which clearly shows the temperature difference 
of more than 10°C between the two cases for the applied power 
loss per chips. 

12. Transient Thermal Computation of the Power Module, 
with/without Graphene layer using WLTC Driving Cycle 

Since the load of the inverter is constantly varying, hence the 
real-time thermal computations are necessary to more accurately 
quantify the thermal behavior and reliability of the inverters.  

Therefore, the time-dependent solver in COMSOL is used to 
evaluate the transient temperature distribution across the power 
module from the chips towards the bottom layers over the WLTC 
driving schedule consisting of both the urban and highway phases. 
Currently in many countries including the EU, WLTC is the main 
drive test procedure for light-duty vehicles. First based on the 
vehicle model used in this study, the required torque and speed 
values for the PMSM model are determined. The values are then 
utilized for the power loss calculation over the WLTC drive test 

Figure 11: Temperature distribution with graphene (top) and without graphene (bottom). 
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and thereafter for the thermal loading in COMSOL. Table 6 gives 
the vehicle model parameters. 

In order to measure the transient heat distribution, a 3D-cutline 
from the middle chip to the baseplate is used similarly as done in 
the steady-state simulation and then the calculated power losses 
over WLTC are applied to the chips as the heat sources.  

Figure 13 illustrates the calculated power losses in the WLTC, 
and Figure 14 shows the temperature distribution across the power 
module for the two cases (with/without) graphene. The thermal 
profile comparison per chip between the case of the power module 
with the assembled graphene film and without the graphene film is 
depicted in Figure 15. As can be seen in Figure 13, the highest 
calculated power losses are observed around 1000 second for the 
related speeds and torques of the PMSM based on the used vehicle 
model parameters. Therefore, the temperature distributions for the 
two cases, with/without graphene are considered at 1033 s. 

Figure 12: Temperature distribution across each layer with/without graphene. 

Table 6: Vehicle Parameters 

Vehicle Parameter Value Unit 
Total mass of the vehicle 1700 [kg] 
Aerodynamic drag coefficient 0.35 [-] 
Vehicle cross section area 2 [m^2] 
Rolling friction coefficient 0.007 [-] 
Wheel radius 0.3 [m] 

 

Figure 13: Calculated power losses over WLTC 
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According to Figure 14, a temperature reduction of about 15°C 
per chip at 1033 s is observed in case of using the graphene layer 
in the power module. Moreover, a close look into the heat 
distribution over the module shows a flatter distribution in case of 
using graphene. Also, with graphene the heat is more distributed 
across the baseplate compared to the case without graphene in 

which the heat is more concentrated in the middle, where the chips 
are located. Quite clearly proven, graphene as a heat conductor is 
improving the heat spreading across the module and this leads to 
an effectivization of the cooling of the semiconductor power 
module. 

Figure 14: Temperature distribution across the power module without the graphene layer (top) and with the graphene layer (bottom) at 1033 s. 

Figure 15: Comparison of the average junction temperature profile of each chip over the WLTC drive cycle. 
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Finally, Figure 15 illustrates the thermal profile comparison 
over the WLTC driving schedule per chip between the two cases, 
with and without the graphene layer. As depicted, the graphene 
layer gives a lower average junction temperature per chip and this 
can lead to a lower operating temperature of the semiconductor 
power module in general. Worth mentioning is that this effect can 
be more apparent in high-power applications where due to the high 
voltage and current levels used, a high number of chips are needed. 
Also, as observed before in the steady-state simulation, boosting 
the heat dissipation performance in the chips and power module by 
using graphene, leads to a noticeable reduction in the junction to 
case thermal resistance of the power module and decreasing the 
operating temperature accordingly. 

13. Conclusion 

In this paper, the impact of neglecting the thermal feedback on 
the conduction losses for two SiC inverters were determined. The 
effect is demonstrated for a chosen heavy operating point of a 
PMSM, high torque and low speed, which is a difficult operating 
point from a power loss perspective. Since accounting for the 
thermal feedback shows a considerable increase in the inverter 
total conduction losses, therefore, graphene as a novel thermal 
management material is utilized as a layer in the power module 
packaging to improve the thermal dissipation and cooling of the 
SiC chips in the power module. A steady- state as well as a 
transient thermal computation in COMSOL Multiphysics are 
carried out on the investigated SiC power module which is created 
in a way to be as close as possible to a real module in terms of 
layers material, electrical and thermal aspects. 

The thermal computation results imply a noticeable 
improvement in thermal spreading over the module which leads 
to a lower thermal resistance from junction to case of the module 
and a lower operating temperature in both the steady-state and 
transient computations. The transient computations have been 
applied over a WLTC drive cycle to investigate the thermal 
variations of the SiC chips when the load varies in a hybrid vehicle 
powertrain. 

Worth mentioning is that, inserting the graphene assembled 
films in the SiC power module and functionalizing the films to 
reduce the contact thermal resistances in a standard electronics lab 
is very challenging due to a very thin and flexible texture of the 
graphene material. In addition, different variables including the 
inner temperatures, the heat distribution, and the streamlines, etc., 
within the multiple layers from the SiC chips down to the whole 
bottom layers cannot be easily measured on the hardware 
implementation even with many sensors. Therefore, using FEM 
in COMSOL Multiphysics is found to be a reliable method to 
simulate the thermal aspects precisely and prove the concepts of 
this paper. 

To sum up, with this study, the application of using graphene 
in the building of the power module demonstrates a promising 
potential to boost the heat spreading in the semiconductor power 
modules especially in the high-power applications where also 
lightweight is required as priority in the light-duty vehicles. 

As most important future work, measurement verification is 
the next step. 
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1. Introduction  

Similarly, to the EU and other countries, the power network in 
Poland is split into a transmission network and a distribution 
network. In Poland, the transmission network consists of extra high 
voltage (EHV) lines with a  rated voltage of 400 kV and 220 kV. 
The distribution network is made up of: 

• high voltage (HV) lines with a rated voltage of 110 kV, 

• medium voltage (MV) lines with rated voltage of 15-30 kV, 

• low voltage (LV) lines with a rated voltage of 0.4 kV. 

In Poland, there is one transmission system operator, whereas 
distribution networks are controlled and managed by five large 
distribution system operators (DSO) and several smaller local 
DSOs. Correct operation of the DSOs is supervised by the Energy 
Regulatory Office (ERO). This is a central governmental 
administration authority to regulate the fuel and energy market in 
Poland. The electricity market in Poland comprises more than 17.8 
million consumers that consume approx. 175 TWh of electricity 
every year [1]. 

 The medium voltage distribution networks in Poland consist 
of overhead lines with a length of more than 225 thousand 
kilometres and cable lines with a total length of more than 85 
thousand kilometres. In 2018, the number of medium voltage 
substations exceeded 265 thousand.[1]. 

The condition of automation of MV networks in Poland has 
significantly improved in recent years due to the increase in the 
number of installed remote control and monitoring systems and as 
the extension and retrofit of SCADA systems. This is caused by 
the requirements to ensure the reliability of supply and keeping of 
the appropriate quality of electricity supplied. Currently, virtually 
all newly built substations installed within medium voltage 
distribution networks are equipped with telemechanics systems. A 
number of the existing substations are overhauled and equipped 
with telemechanics systems as well. These actions result from the 
DSO’s seeking the reduction of the time of restitution of consumer 
supply in case of failure, and thus the improvement of the area CTP 
(duration of the outage) and CP (frequency of the outage) 
indicators defined and required by the ERO. CTP is the area 
indicator for the interruption of electricity supply to consumers 
(the equivalent of SAIDI), whereas CP is the indicator for the 
frequency of interruptions of electricity supply to consumers in 
each area (the equivalent of SAIFI). 

 The requirements of the ERO towards the DSOs in the area of 
improvement of CTP and CP indicators in the coming years are 
included in the document [2]. 

 The duration of interruptions in electricity supply to consumers 
is reduced by installing automation systems in MV networks 
within cable network substations and at load switches in overhead 
lines. These systems allow for remote control of switches and 
reconfiguration of MV networks so that at the moment of failure, 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author Janusz Gurzyński, j.gurzynski@ien.gda.pl 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 6, 112-118 (2021) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj060615  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060615


J. Gurzyński et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 6, 112-118 (2021) 

www.astesj.com     113 

the largest possible number of consumers can be supplied with 
electricity while shutting down the smallest possible fragment of 
the MV network. 

2. Automation systems installed in the MV network 

Telemechanics systems in medium voltage substations to 
which MV/LV transformers are connected are installed in parallel 
with devices that are elements of the Advanced Metering 
Infrastructure (AMI), such as balancing meters to measure energy 
on the low voltage side of MV/LV transformers. At certain DSOs, 
data concentrators are installed at the stations to enable 
communication with electricity meters installed at consumers and 
prosumers on the low voltage end, using the Power Line 
Communication (PLC) technique. Together with the telemetric 
control and monitoring systems, these devices use the 
communication system shared with the monitoring centres. 

Along with the telemechanics systems, in medium voltage 
substation equipped with  MV / LV transformers devices that are 
AMI (Advanced Metering Infrastructure) elements, such as 
balancing meters and data concentrators are installed. 

Balancing meters measure energy on the low side of MV / LV 
transformers while data concentrators gather information from 
electricity meters installed at consumers and prosumers on low 
voltage, using the PLC (Power Line Communication) technique. 
For communication with the control centre, a common 
communication channel is used both by AMI and the 
telemechanics system. 

The automation systems used for the control of MV overhead 
line load switches (as shown in Figure 1) and in MV cable network 
distribution substations (as shown in Figure 2) are made up of the 
below components: 

• A telemetric control and monitoring system (telemechanics 
controller (RTU)) - allows for remote control and monitoring 
of load switches (LS) and MV circuit breakers (CB) equipped 
with an autonomous protection device (A.RELAY). The 
system collects and provides to the monitoring system 
(SCADA) binary signals (BI/BO) and additional information, 
e.g. concerning the status of fuses in the low voltage  
substation supplied from the MV/LV transformer (TR), and 
the operation of the guaranteed supply system and the 
condition of the overall facility (OVERALL) where it is 
installed. 

• Fault detection systems (FD) - detect and indicate single-
phase short circuits (ground faults) and phase-to-phase short 
circuits in the MV network. The system also allows for the 
measurement of voltage and current in the medium-voltage 
network. The fault detection systems may be independent 
devices or the fault detection function may be implemented in 
the telemechanics controller (as shown in the Figure 2). The 
current and voltage transformers or sensors (VT) (CT) are the 
source of measurement signals. 

• Primary communication system (TETRA) based on the 
dedicated modem, connected with a controller using a serial 
link (COM) - provides communication with the dispatch 
centre. 

• The backup communication system (GSM) ensures 
communication with the dispatching centre in case of failure 
of the primary communication system. It may be installed as 

a controller module (as shown in Figure 1) or as a separate 
GSM router (as shown in Figure 2) connected to the controller 
using the Ethernet link (ETH). 

• Guaranteed power supply system (PS) with a 24 VDC battery 
(ACCU) - allows for the operation of the entire system in case 
of 230 V AC power supply voltage loss. 

• At least one of the communication systems (primary, backup 
system) also functions as an engineering monitoring channel, 
which enables access to the configuration of some station 
devices (i.a. the telemechanics controller) through a WWW 
server or dedicated software. 

• Except for the above, in a more extended version, the 
automation systems may contain the below additional systems 
(as shown in Figure 3): 

• Advanced field terminals and protection devices (RELAY) 
that communicate with the controller using a serial link or 
Ethernet link  and send statuses and measurements to the 
dispatcher system. 

• Metering system for power quality parameters on the medium 
and low voltage sides. 

• The balancing meter or AMI data concentrator with a 
balancing meter (AMI DC), that reads the indications of the 
subscriber energy meters and sends measurements to the 
settlement system (AMI). 

 
Figure 1: MV overhead switch control system 

 
Figure 2: MV/LV substation control system 
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The automatic voltage control system (OTLC REG) - allowing 
for low voltage control through control of the on-load tap changer 
of the transformer (TR OTLC). This is one of the methods for 
limiting the voltage problems indicated above [3]. 

Some consumers are prosumers, e.g. have photovoltaic panels 
connected to the LV network through inverters (PV INV). The 
number of PV systems in Poland are increasing dynamically, that 
results in voltage problems, i.e. exceeded threshold voltage values 
in the LV network permitted under the regulations. 

 
Figure 3: MV/LV station control system - extended option 

3. Telemetric control and monitoring systems and systems 
for fault detection in the MV network 

Failures in the medium voltage distribution network are the 
main reasons for the lack of energy supply to consumers [4], [5]. 
On average, 75% of the duration interruptions are associated with 
failures in the MV network, in particular with single-phase (earth) 
faults. The correct location of the fault within the network is of 
primary significance for the process of isolation of the damaged 
network section and restoration of the power supply in the 
remaining area. 

The detection of earth faults based on current measurement 
only is sometimes ambiguous. The emergence of the low power 
voltage transformers (LPVT) and low power current transformers 
(LPCT) on the market allowed the application of conductance 
criteria (Y0, G0, B0) which required the voltage measurement 
additionally [6]. LPVTs installed directly in the separable 
connectors of MV switchgear act as the resistant or capacity 
voltage dividers. As for the LPCT the Rogowski coils are used 
most frequently. Due to the size and safety of use (low voltage on 
the secondary side), these devices are particularly suitable for use 
in MV switchgears installed within the network and in overhead 
line load switches. 

Implementing within the MV network monitoring of current 
and voltage and reliable detection of short circuit current flow for 
earth faults and phase-to-phase faults enables quick detection of a 
damaged network section.  Remote control of switches makes it 
possible to isolate the damaged network element and supply 
power, as far as possible, to other network sections within a 
timeframe of no more than 3 minutes. This duration was imposed 
by the Energy Regulatory Office in the requirements presented in 

[2], according to which power supply interruptions of up to 3 
minutes are not included in the interruption duration indicator. It is 
not always possible to adhere to this time interval because the 
network operator has to have time to identify the existing situation, 
develop the switching strategy, assess the consequences of actions 
it wants to undertake, and carry out the sequence of switching 
operations. 

The time needed for the performance of these actions may be 
reduced by implementing restitution automatics known as the 
Fault Detection, Isolation and Restitution (FDIR) [4], also referred 
to as the Self-Healing Grid (SHG) or Fault Location, Isolation and 
Service Restoration (FLISR). The task of the FDIR systems is to 
automatically analyze the network configuration [7] and perform 
the necessary switching operations within a timeframe of no more 
than 3 minutes. 

The purposes of the FDIR are, i.e.: 

• Reduction of the faulty network area. 
• Reduction of the time of failure to supply electricity to 

consumers. 
• Support for the organization of work of the fault-clearing 

services teams. 
• Reduction of the interruption duration indicator and 

interruption occurrence frequency. 

The FDIR is most often implemented in one of the three 
methods described below: 

• Central automation system - the switches within the network 
are equipped with controllers with fault indicators. 
Information on the current network status (i.e. on the status of 
switches) and occurrence of faults is sent to a central system 
on an ongoing basis, where the sequence of switching 
operations to be carried out is developed to isolate the fault 
location and restore the power supply to the maximum number 
of consumers. 

• Local automation system -  within the MV network, circuit 
breakers (CB) are installed equipped with protection devices 
with different time delay settings, allowing for CB operation's 
time selectivity in case of a fault circuit. Only the circuit 
breakers closest to the fault location are opened and the tie 
switch downstream the fault location is closed. More 
advanced mode of load switches operation is based on the 
exchange of the information related to the switch status 
between the controllers to develop and perform the switching 
sequence. 

• Mixed automation system - uses both central and local 
automation system features. Its main advantage is the 
possibility to change the protection devices settings fitting 
them to the new network scheme, which was created after the 
switching operation. The new settings are calculated by the 
central system.    

In Poland, the FDIR automation system implemented centrally, 
locally or in a mixed manner has been tested by the largest DSOs 
in pilot systems and is currently at the production deployment 
stage. 

4. Automatic voltage control systems and measurement of 
electricity quality indicator 

The installation of a large number of Distributed Energy 
Resources (DER), mainly PV, in the LV network, results in the 
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DSO facing new challenges relating to compliance with the 
parameters of voltage supplying the consumers [8]. Even small 
power generating units connected directly to the low voltage 
network may result, in the case of low network load, in the 
increase in voltage above the permitted range. In turn, the 
decrease in LV at the MV/LV transformer output will fail to 
comply with the minimum voltage level when the DER sources 
do not operate. 

One of the planned solutions implemented on a pilot basis to 
facilitate compliance with the permissible voltage levels in the LV 
network is the use of the transformer with an on-load tap changer 
[3]. 

 
Figure 4: MV/LV station control system - voltage control in the LV network 

 
Figure 5: Algorithm for voltage control in the LV network 

The algorithms for voltage maintenance in the permitted range 
are implemented in the telemechanics controller, which may 
source metering data from voltage measurements of the LV 
switchgear (as shown in Figure 4), measurements of electricity 

quality installed in LV outlet circuits and measurements from 
within the network obtained from the AMI system devices.  

The telemechanics controller may also set the tap changer 
according to the command from the dispatcher system (as shown 
in Figure 5). 

Other methods to maintain the voltage in the permitted range 
may comprise, e.g. the use of a symmetrizing transformer within 
the LV network to balance voltage in the particular phases [8] or 
remote control systems for DER sources, allowing for the 
limitation of the energy generated thereby, as described in more 
detail in [9]. Currently, the exceeded values of permitted voltage 
levels in the LV network result in the deactivation of PV 
microgeneration units as a result of activation of overvoltage 
protection devices in PV inverters, causing the reduction of 
prosumer profit and voltage oscillations in the network due to 
subsequent microgeneration activation and deactivation cycles. 
The extension of the telemechanics controller to include PV 
microgeneration unit control functions (control of reactive power 
consumption and reduction or disconnection of active power 
generation) will allow for the elimination of uncoordinated 
deactivation of PV microgeneration units and the related voltage 
oscillations. 

In the locations with a large share of PV microgeneration units, 
the planned use of the metering systems for electricity quality 
indicators in the LV network, monitored by the telemechanics 
controller with communication with the SCADA system in the 
dispatcher centre, will allow for increasing the observability of the 
LV network and will provide data necessary for technical and 
economic analyses associated with the extension of LV networks. 

5. Communication with dispatcher systems 

The most common communication method used by the DSO 
involves the connection with the telemechanics controller through 
access using the cellular network purchased from an external 
provider. The communication may be affected through the modem 
installed in the telemechanics controller or through an external 
router with an appropriate modem. The solution including the 
external router is most often used when the same communication 
channel is also used by other systems installed in a substation. 
Another communication system often used by the DSO is the 
Terrestrial Trunked Radio (TETRA) system. This system is used 
for voice communication between the dispatchers and the 
personnel working in the field, but also enables the transmission of 
data, hence it is used in the control and monitoring systems of 
medium voltage networks of several DSOs in Poland. TETRA is 
not a generally available system. It is intended for public services 
and entities performing strategic tasks, such as the power sector. In 
particular, it is to provide reliable and safe communication when 
public networks are not available or overloaded (large-scale 
catastrophes or failures resulting in long-term loss of power supply 
for cellular network base stations). 

In most of the substations located in cities or their vicinity, it is 
not necessary to install external GSM antennas. Usually, internal 
antennas are sufficient to establish a stable and efficient 
connection. The only exception is substations located in cellars of 
buildings several meters below the ground level. In such places, it 
is necessary to use antennas outside the building. External GSM 
antennas are also used in telemechanics systems of over-head line 
load switches which are often located outside urbanized areas. 
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The situation is different in the case of the TETRA 
infrastructure which uses lower frequency - approx. 450 MHz, 
which allows for the installation of base stations at greater 
distances. Due to the smaller number of base stations, in all 
facilities equipped with the TETRA infrastructure, antennas are 
installed outside buildings and, if possible, above the roofline (to 
ensure the “visibility” of the base station). 

Irrespective of the communication system applied the 
communication with the dispatching systems always uses one of 
the protocols used in Poland: DNP 3.0 or IEC 60870-5-104. 

It is expected that like the primary MV substations, in the future 
solutions for the secondary substations, the integrated 
telemechanics controller will be replaced with devices installed in 
the individual MV substation bays (as shown in Figure 6).  

In each MV substation bay, autonomous devices will be 
installed for the implementation of all functions in this bay: remote 
and local control of the load switch or circuit breaker, handling the 
set of sensors for the measurement of voltage and current, 
detection of faults and faults and events recording. 

The division of the telemechanics controller into several 
independent devices requires the use of an efficient and easy to 
implement communication system. The use of the standard 
described in IEC 61850 for the communication between the central 
controller and the field controllers is one of the solutions which 
attracts great interest. This standard uses the Ethernet interfaces 
that ensure high transmission speed and low delays in data 
transmission. It has been used for several years at high voltage and 
extra high voltage stations. At present, the second edition of the 
IEC 61850 standard is most often implemented in the devices, as 
numerous errors occurring in the first edition have been corrected 
and the number of modelled devices has been significantly 
extended. 

 
Figure 6: Distributed MV/LV station control system under IEC61850 

The central controller located in the substation will be 
responsible for collecting general information (not associated with 
the individual medium voltage substation bays), e.g. information 

on the power supply system operation and door opening, and will 
function as a concentrator of data from field controllers and 
translator of protocols from IEC 61850 to DNP 3.0 or IEC60870-
5-104. Currently, pilot projects for this type of system are carried 
out, one of them being a demonstrative system implemented in 
Poland within the EUniversal project, in which the authors of this 
paper are participating. 

6. Security in communication systems 

The power system is a critical infrastructure system, hence its 
protection against external threats is particularly important. One of 
the protection elements is the provision of ICT security to process 
(OT) systems, which comprise the dispatcher system along with 
the used remote transmission system and smart field devices that 
communicate with the dispatcher system [10]. 

The modern telemechanics systems implemented in Poland in 
the MV networks, as the OT system components, are equipped 
with mechanisms protecting against possible cyber-attacks. The 
security mechanisms implemented in the telemechanics controllers 
enable the implementation of the OT system security policy 
adopted at a given DSO and ensure, i.e.: 

• Mutual authentication and authorization of the 
communicating parties. 

• Confidentiality and integrity of transmitted data. 

Most of the Polish DSOs require the implementation of the 
above mechanisms to be compliant with the IEC 62351 standard 
commonly applied in the power sector. For the authentication and 
authorization, it is required to implement the support for the Public 
Key Infrastructure (certificates) (IEC 62351-9) in the 
telemechanics controllers, and to ensure data confidentiality and 
integrity, the support for the Transport Layer Security (TLS) 
protocol implementation is required in the presentation and 
transport layer (IEC 62351-3) of the communication architecture. 

The authors of the paper envisage that in addition to the above-
mentioned mechanisms, in the telemechanics controllers, 
additional functions relating to ICT security will be implemented 
to enable adjustment of controller configuration to the changing 
requirements of a given DSO, such as: 

• Automation of certificate exchange, e.g. the use of the Simple 
Certification Enrollment Protocol (SCEP). 

• Support for the Internet Protocol Security (IPSec) using 
certificates and for the Virtual Private Network (VPN). 

• Support for the IEEE 802.1X standard – the function of a 
supplicant that initiates the request for authentication using 
certificates. 

• Possibility of disabling not supported communication ports. 

• Possibility of changing configuration concerning: addressing, 
TCP numbers, admissible master server addresses, etc. 

• Update of internal software with source authorization and 
confirmation of new software integrity. 

• Implementation of SNMP version 3. 

At present, the DSOs, when preparing technical requirements 
for telemechanics controllers installed in the MV networks, 
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demand the implementation of command authentication in the 
application layer following the IEC 62351-5 standard for network 
protocols such as DNP 3.0 over TCP and IEC 60870-5-104. For 
authentication and authorization purposes, the Public Key 
Infrastructure (PKI) certificate mechanism and TLS protocol are 
used. The protocol ensures a sufficient protection level for the 
communication that uses the TCP, due to which the requirement 
for additional authentication in the application layer seems 
redundant. 

7. Guaranteed power supply systems 

Concerning issues relating to the guaranteed power supply 
systems for the telemechanics systems installed in the MV network 
nodes, particular attention should be paid to the method of supply 
of secondary circuits of the MV switchgear and switch drives. This 
is usually a system comprising of a power supply unit with a 
battery charger and a battery bank. Most DSOs require that the 
battery capacity be adjusted to ensure the system operation for 24 
hours after the power supply voltage loss. In the telemechanics 
systems installed in MV substations and load switches in overhead 
lines, batteries with a rated voltage of 24 V and capacity of several 
to 26 Ah are used. In the case of the majority of larger facilities 
with a greater number of feeders or equipped with additional 
devices, e.g. analyzers of network parameters or failsafe relays, 
larger capacity batteries are used. 

In Poland, two solutions for guaranteed power supply systems 
that ensure sufficient inrush current and current of switch drive 
operation in the MV network are popular. 

In the first solution, the telemechanics system is equipped with 
a power supply unit with a rated current lower than that required 
for the switch drive motors, and the backup power supply battery 
is at the same time a buffer for the power supply of the drive motors 
also when the primary 230 VAC voltage is present. 

In the second solution, the telemechanics system is equipped 
with a power supply unit that enables current consumption 
sufficient for the supply of drives, and the battery is only a source 
of emergency power supply. 

The first solution is cheaper and more popular and is suitable 
for the supply of drives and switchgears that do not consume 
energy when drives are at rest (switchgears without additional field 
instrumentation or overhead load switches). In this system, the 
telemechanics controller is connected to the main power supply 
unit (with battery charger) output and the drive is connected 
directly to the battery. When the primary power supply is in place, 
a temporarily increased current consumption from the battery by 
the drive motor does not significantly disturb the operation of the 
charging system of the power supply unit with a battery charger. 
In the case of primary power supply loss after the battery 
discharge, the power supply unit will disconnect the main output 
supplying the telemechanics controller, and the MV switchgear 
connected directly to the battery terminals will not cause its deep 
discharge, since it does not consume energy when the drives are 
not operating. The first solution becomes no longer functional 
when the MV switchgears are equipped with devices consuming 
current on a continued basis. These devices include field 
controllers, MV field protection devices, as well as power supply 
and control systems for drive operation. In such a situation, the 

second solution is used. At present, due to better availability and 
lower prices of power supply units with battery charger with a high 
input current, this solution is becoming increasingly popular. 

A solution with supercapacitors is also implemented, as super-
capacitors buffer energy to supply the drive, which according to 
the developers of this solution allows for maneuvering the switch 
when the batteries are worn out. The use of such a system is 
proposed mainly for overhead load switches. 

8. Conclusions 

The above described control and monitoring systems for 
switches in MV networks implemented in the form of centralized 
telemechanics controllers are typical systems used in recent years 
by Polish distribution network operators. However, in the nearest 
future, it is expected that the approach will change, and instead of 
centralized controllers, distributed telemechanics systems will be 
applied, which consist of field controllers placed in the particular 
MV switchgear feeders and a central controller. One of the 
possible communication solutions that may be used in MV 
substations is the connection of field controllers and the central 
controller using an Ethernet communication bus and the IEC 
61850 communication standard, and GOOSE communication to 
send events. 

Due to the current and planned dynamic development of PV 
micro-systems connected to the LV network in Poland and 
problems with the occurrence of exceeded voltage levels in the LV 
network, it is assumed that in section of the MV/LV transformer 
stations, it will be necessary to install automatic low voltage 
control systems, the various options of which are currently 
implemented and tested in pilot systems. The DSOs have not 
specified their requirements for such systems yet. The solution 
indicated in the paper, based on the use of the on-load tap changer, 
is one of the possible methods that may improve the parameters of 
the supply voltage in the LV network. 
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 To determine the risk factors associated with the development of extensively resistant 
pulmonary tuberculosis in the DIRIS Lima Sur, 2017. The type of research was 
observational, quantitative, analytical, retrospective case-control approach. The population 
consisted of 158 patients with MDR-TB treatment schedule between 2016 and 2017. The 
sample consisted of 24 cases diagnosed with extensively drug-resistant pulmonary 
tuberculosis (XDR-TB) and 48 controls with MDR-TB. The survey was used for both groups 
(cases - controls) as a data collection technique and a questionnaire as an instrument. 5 risk 
factors associated with XDR-TB were identified. Among the internal factors associated at 
the bivariate level were: drug use, previous history of MDR-TB/TB treatment, having taken 
MDR-TB treatment for less than one year, history of failure to primary and individualized 
scheme for MDR-TB/TB (p<0.05); and the multivariate analysis confirmed the influence of 
the factor "history of failure to primary and individualized scheme for MDR-TB/TB". Among 
the external factors most associated at the multivariate level were: having a history of family 
contact deceased by XDR-TB/MDR-TB and extra domiciliary contact in the neighborhood 
deceased by TB (p<0.05) It was concluded that the factors associated with the development 
of extensively resistant tuberculosis are "failure to follow the primary and individualized 
MDR-TB regimen" and "history of deceased family contact with XDR-TB-MDR-TB". 
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Risk factor 
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1. Introduction 

Tuberculosis (TB) is a disease caused by bacteria 
corresponding to the Mycobacterium tuberculosis complex, which 
usually attacks the lungs, but are not exclusive to them, is 
considered infectious to have the ability to be transmitted from a 
sick person to a healthy one, when the first expectora flugge drops 
in the form of aerosols [1]. 

TB, according to the World Health Organization (WHO), is 
among the ten leading causes of death worldwide, being in 2016 
an approximate of 1.7 million deaths, of which 0.4 million had 
association with HIV, likewise, its statistics reveal that about 10.4 
million individuals became ill with TB; as for its resistant forms, 
in the same year, an estimated 480,000 (360,000 to 600,000) 
incident cases of MDRTB, where approximately 190,000 (120,000 
to 260,000) would have died from this cause.  

 

Only 123,000 cases were diagnosed, of which 12,240 
developed XDR-TB (9% of MDR-TB cases), where countries such 
as India, the People's Republic of China and the Russian 
Federation account for 50% of all extremely resistant cases; 
likewise, in Latin America, Peru, is among eight countries 
reporting presence of XDR-TB in a total of 117 cases, followed by 
Brazil, Mexico, Haiti, Argentina, Ecuador, Colombia and Bolivia 
[2], [3]. 

Likewise, in 2017 our country detected 31,518 incident cases 
of TB in all its forms, 27 578 incident cases of pulmonary TB, 16 
877 cases of smear-positive TB (FP), 1335 of MDR TB and 83 of 
XDRTB, representing TB morbidity statistics of 99.0 per 100 
thousand inhabitants, an incidence of 86.7 per 100 thousand 
inhabitants and a smear-positive incidence of 53.0 per 100 
thousand inhabitants.  
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Peru accounts for 14% of the estimated cases of TB in the 
Region of the Americas; Metropolitan Lima and Callao report the 
highest percentage of TB patients in all its forms in the country 
with 64%, in relation to multidrug-resistant TB (MDR-TB) it 
reaches 79% and extensively drug-resistant TB (XDR-TB) 70%.  

The Metropolitan Lima region is divided into four Integrated 
Health Network Directorates (DIRIS), which are responsible for 
the overall health of the population. The Lima City DIRIS is one 
of the main TB hotspots, as it has the highest concentration of TB 
cases in all its forms and resistances [4], [5]. 

The growing incidence of primary resistance and acquired 
resistance to XDR-TB in the DIRIS Lima Sur, which categorizes 
it as an epidemiological scenario of high risk of TB transmission, 
leads us to the particular analysis of the following factors: 
Prolonged contact with bacilliferous patients and substance abuse 
(tobacco, alcohol, drugs), whose development is carried out 
throughout our study and lead us to the decision to execute it and 
achieve the identification of those risk factors that are associated 
with the emergence of XDR-TB in MDR-TB patients, and that this 
useful and accurate information will support the approach of 
appropriate health policies in order to decrease the morbidity and 
mortality of the population vulnerable to MDR-TB and XDR-TB 
and contribute to the control and eradication of TB. 

The study of risk factors is of great importance because they 
will allow to predict or prevent the development of TB disease, 
which are present in each individual and their variability is 
according to the socioeconomic development of their nation and 

the social status they have, so they can be classified into factors 
attributable to the individual, environmental factors or 
environment and socioeconomic factors [6]. 

Within the typology of risk factors they found two: the risk 
factors of the external environment or associated with the disease 
and the risk factors of the internal environment or predictors of a 
disease [7]. 

The consumption of harmful substances such as tobacco and 
alcohol are considered health risks and influence the therapeutic 
regimen of TB, the former being a common risk factor and of great 
importance in TB, with negative repercussions on public health 
[8]. 

The previous treatment of TB in its resistant forms as an 
incurable disease, together with the inadequate management of the 
follow-up of the cases, and an untimely and ineffective treatment, 
generated the mutation and appearance of new strains with greater 
resistance, thus the emergence of XDR-TB [9]. 

The deficiencies in the therapeutic regimen and its non-
compliance, bring as a consequence the appearance of more 
resistant forms of TB (XDR-TB), which circulate freely in the 
community, increasing the transmission of these strains and their 
potential increase in morbidity and mortality [10]. XDR-TB 
statistics do not provide accurate official figures, but each country 
reports high and increasing figures for the lethality of this type of 
TB [11]. 

 
Figure 1: Cause Effect Diagram 
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The progressive emergence of XDR-TB is of great concern 
because of its contagiousness and the difficulty to combat and 
control, which classifies it as potentially irreversible, where the 
vulnerable population is the most affected, followed by the 
economically active, in addition to conditions such as previous 
history of having received treatment and epidemiological 
background that allow a mechanism of transmission to the person, 
family and community, exacerbating the deterioration of the health 
of the entire population; this situation leads to great repercussions 
not only at the individual level but economic and social for the 
country, considering it as a public health problem.  

To date, XDR-TB remains in the new millennium, the most 
dangerous human infectious disease, generating high numbers of 
deaths in the world, however, the production of resistant strains, is 
not yet defined to what extent would constitute a health problem 
today, so this article represents the extension of the work originally 
presented at the 4th International Conference on Medical and 
Health Informatics [12]. 

2. Analysis y Method 

2.1. Type of research 

A retrospective case-control study was developed, with 
quantitative approach, observational and analytical level, where 
we identified the risk factors of extensively drug-resistant TB 
(XDR-TB), applying the epidemiological method [13], [14].    

2.2. Variables 

The factors are events or phenomena from different sources 
that predispose people, belonging to a certain region, whose effects 
could generate the initiation of a disease, that is, that individual 
who is exposed to a greater number of risk factors will have a 
greater chance of developing a disease in relation to another less 
exposed, therefore, will have a high health risk in contrast to one 
who is away from those factors. [7]  A risk factor is an agent that 
interacts with others; it is a series of detectable particularities in an 
individual or group way in people, related to the possibility that 
they are potentiated in influencing the state of health of people. 
These factors are usually accompanied by three elements and an 
exposure that predisposes to the development of a certain result (a 
disease) [15].  

Risk factors associated with XDR-TB: These are those 
characteristics discernible in individuals or groups that are 
associated with an increased likelihood of developing an 
unfavorable effect on their health. That is, the exposed individual 
contracts and develops extensively resistant tuberculosis 
(XDRTB), this has extended the pattern of resistance to at least two 
of the most effective drugs of each second line group: the 
fluoroquinolone group and the second-line injectable group; 
having among them ciprofloxacin, levofloxacin and moxifloxacin 
for the first group and amikacin, kanamycin or capreomycin for 
the second group respectively. [16]  

Presence of XDR TB: patients diagnosed with XDR TB, with 
positive smear or culture results and with a susceptibility panel 
showing resistance to the most potent first-line antituberculotic 
drugs and to a fluoroquinolone and aminoglycoside as second-line 
drugs. TB in this form of presentation has virtually no cure, reflects 
a high mortality rate and keeps the same transmission mechanism 

as in its simple form, being its potential affected also their family 
and close environment [17]. 

2.3. Population, sample and sampling 

The population confirmation for this study was 158 MDR-TB 
patients diagnosed between 2016 and 2017; and 24 cases who were 
diagnosed as XDR-TB under treatment. The study area covered 
health facilities belonging to the Directorate of Integrated Health 
Networks Lima South (DIRIS). This total was subdivided into two 
groups of cases and controls. Using Open Epi software, a sample 
of 24 cases and 48 controls was obtained for unpaired case-controls 
[18], [19]. For the control group, simple random probability 
sampling was used, because as this is a subgroup of the population, 
each constituent element has the same possibility of choice.  

2.4. Instruments 

The survey was used as a technique and the questionnaire as an 
instrument, which was applied to both groups: control and cases, 
in some cases support was sought from medical records, follow-up 
records, treatment cards and home visits for verification of the 
information. The validity of the instrument was obtained through 
expert judgment made up of thematic, methodological and 
statistical specialists with academic degrees of Doctorate, likewise, 
it was validated by the technical standard and in other research 
studies carried out in Peru [20] (The instrument has a reliability of 
0.730 (acceptable higher than 0.600) for all items. 

2.5. Data collection and analysis procedure  

The study began by reviewing the MDR-TB and XDR-TB case 
follow-up books of thirty-five (35) health facilities of the DIRIS 
Lima Sur that have a National Health Strategy for the Prevention 
and Control of Tuberculosis (ESN-PCT), and then selected those 
patients who met the inclusion criteria and through home visits 
proceeded to the application of the instruments after informed 
consent of the participants, having knowledge of the objectives and 
aims of the study. The data collected were processed by means of 
the statistical software STATA version 15, and presented in tables, 
parameters or measures for a better description and analysis of 
each study variable. In the hypothesis testing, the Odds Ratio (OR) 
was used in both simple logistic regression and multivariate 
regression, with a confidence interval (CI) of 95%. 

3. Result  

3.1. Descriptive analysis 

Table 1: Distribution of sociodemographic factors of patients with XDR-TB and 
MDR-TB in DIRIS Lima Sur, 2017 

 

Cases Controls Total 

n1 % n2 % n % 
Age 10 – 19                1 4.2 4 8.3 5 6.9 

20 – 25 5 20.8 13 27.1 18 25.0 

26 – 60  17 70.8 25 52.1 42 58.3 

61 to more 1 4.2 6 12.5 7 9.7 
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Genre Male 14 58.3 23 47.9 37 51.4 

Female 10 41.7 25 52.1 35 48.6 

Level of 
education 

Primary  5 20.8 17 35.4 22 30.6 

Secondary  15 62.5 18 37.5 33 45.8 

Technical 
superior 

4 16.7 8 16.7 12 16.7 

Superior 
Univ.  

0 0.0 5 10.4 5 6.9 

Occupation Does not 
work or 
study 

14 58.3 19 39.6 33 45.8 

Work 7 29.2 16 33.3 23 31.9 

Study 2 8.3 8 16.7 10 13.9 

Other 1 4.2 5 10.4 6 8.3 

Source: DIRIS Lima Sur, 2017 

Table 1 describes the sociodemographic factors of the patients 
enrolled in the study. It can be seen that the age from 26 to 60 years 
is found in 70.8% of the cases and 52.1% of the controls, 58.3% of 
the cases were males and 52.1% of the controls were females, the 
secondary education level is found in 62.5% of the cases and 
37.5% of the controls and the condition of not working or studying 
is found in 58.3% of the cases and 39.6% of the controls. 
Table 2: Distribution of clinical factors of patients with XDR-TB and MDR-TB 

in DIRIS Lima Sur, 2017. 
 

Cases Controls Total 

n1 % n2 % n % 
Body Mass 
Index 
  

Normal  17 70,8 32 66,7 49 68,1 

Overweight 7 29,2 12 25,0 19 26,4 

Obesity 0 0,0 4 8,3 4 5,5 

Smear test 
result (BK) 

+ 9 37.5 25 52.1 34 47.2 

++ 7 29.2 13 27.1 20 27.8 

+++ 8 33.3 10 20.8 18 25.0 

Cultivation 
result 

+ 8 33.3 23 47.9 31 43.1 

++ 13 54.2 13 27.1 26 36.1 

+++ 3 12.5 12 25.0 15 20.8 

Condition of 
entry 

Previously 14 58.3 20 41.7 34 47.2 

Never 
treated 

10 41.7 28 58.3 38 52.8 

Hematocrit 
result 

Under 

7 29,2 8 16,7 15 20,8 
Normal 

17 70,8 40 83,3 57 79,2 
Source: DIRIS Lima Sur, 2017. 

Table 2 shows that normal BMI was present in 70.8% of the 
cases and 66.7% of the controls, smear microscopy (+) was present 
in 37.5% of the cases and 52.1% of the controls, on the other hand, 
the culture result for 54.2% of the cases was (++) and 47.9% of the 
controls, (+). As for the admission condition, 58.3% of the cases 
were previously treated and 41.7% of the controls were never 
treated. Normal hematocrit was present in 70.8% of cases and 
83.3% of controls. 
Table 3: Distribution of internal risk factors associated with MDR-TB in DIRIS 

Lima Sur, 2017. 
 

Cases Controls Total 

n1 % n2 % n % 
Harmful 
Habits 

Alcohol 
consumption 

Yes 5 20.8 6 12.5 11 15.3 

No 19 79.2 42 87.5 61 84.7 

Drug Use Yes 7 29.2 4 8.3 11 15.3 
No 17 70.8 44 91.7 61 84.7 

Tabaco use Yes 4 16.7 4 8.3 8 11.1 

No 20 83.3 44 91.7 64 88.9 

History of 
comorbidities 

Positive HIV 
serology  

Yes 2 8.3 1 2.1 3 4.2 

No 22 91.7 47 97.9 69 95.8 

Diagnosis of 
Diabetes 
Mellitus 

Yes 5 20.8 4 8.3 9 12.5 

No 19 79.2 44 91.7 63 87.5 

Cortico prior 
therapy                        

Yes 2 8.3 0 0.0 2 2.8 

No 22 91.7 48 100.0 70 97.2 
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Source: DIRIS Lima Sur, 2017. 

Table 3 shows the distribution of internal risk factors for the 
appearance of XDR-TB. Regarding harmful habits, 79.2%, 70.8% 
and 83.3% of the cases and 87.5%, 91.7% and 91.7% of the 
controls did not consume alcohol, drugs or tobacco, respectively.  

The history of comorbidity such as a history of positive HIV 
serology, diagnosis of diabetes and use of corticotherapy were not 
present in the majority of cases or controls. 
Table 4: Distribution of risk factors related to treatment history associated with 

MDR-TB in DIRIS Lima Sur, 2017. 
 

Cases Controls Total 

n1 % n2 % n % 
 
Treatmen
t History 

Previous TB/ 
MDR-TB 
treatment  

Yes 17 70.8 19 39.6 36 50.0 

No 7 29.2 29 60.4 36 50.0 

Poor adherence 
to TB/ MDR-
TB treatment  

Yes 9 37.5 10 20.8 19 26.4 

No 15 62.5 38 79.2 53 73.6 

TB/ MDR-TB 
treatment less 
than one year  

Yes 11 45.8 6 12.5 17 23.6 

No 13 54.2 42 87.5 55 76.4 

Failure to 
adhere to 
primary and 
individualized 
TB/TB-MDR-
TB régimen  

Yes 12 50.0 4 8.3 16 22.2 

No 12 50.0 44 91.7 56 77.8 

TB/MDR-TB 
treatment 
dropout  

Yes 4 16.7 7 14.6 11 15.3 

No 20 83.3 41 85.4 61 84.7 

Early relapse in 
less than 6 
months at 
discharge as 
cured of 
TB/MDR-TB  

Yes 2 8.3 4 8.3 6 8.3 

No 22 91.7 44 91.7 66 91.7 

Previous 
Fluoroquinolon
e treatment  

Yes 1 4.2 0 0.0 1 1.4 

No 23 95.8 48 100.
0 

71 98.6 

Self-
administered 
home treatment 
for TB/TB-
MDR.  

Yes 2 8.3 0 .0 2 2.8 

No 22 91.7 48 100.
0 

70 97.2 

Adverse 
reactions to 
antituberculosis 
treatmen  

Yes 1 4.2 1 2.1 2 2.8 

No 23 95.8 47 97.9 70 97.2 

Source: DIRIS Lima Sur, 2017. 

Table 4 shows that 70.8% of the cases were previously treated 
for TB/MDR-TB, 79.2% of the controls did not have poor 
adherence to TB/MDR-TB treatment. In 54.2% of the cases and 
87.5% of the controls, no less than one year of previous treatment 
was required; 83.3% of the cases and 85.4% of the controls did not 
have a history of abandonment of MDR-TB/MDR-TB treatment; 

no early relapse within 6 months of discharge as cured was present 
in 91.7% of cases and controls; self-administration of treatment 
was not present in 91.7% of cases and 100% of controls; and the 
presence of RAFAS was not present in the majority of cases and 
controls (>95%). 
Table 5: Distribution of external risk factors associated with MDR-TB in DIRIS 

Lima Sur, 2017. 

 

Cases Controls Total 

n1 % n2 % n % 
Contact 
history 
 

Family 
member at 
home with 
XDR-
TB/MDR- 

Yes 14 58.3 27 56.3 41 56.9 

No 10 41.7 21 43.8 31 43.1 

Had family 
members who 
died of XDR-
TB/MDR-TB  

Yes 10 41.7 7 14.6 17 23.6 

No 14 58.3 41 85.4 55 76.4 

Have you had 
neighbors or 
friends in the 
neighborhood 
with 
tuberculosis?   

Yes 11 45.8 25 52.1 36 50.0 

No 13 54.2 23 47.9 36 50.0 

Have you had 
neighbors or 
friends in the 
neighborhood 
who died from 
TB?  

Yes 5 20.8 2 4.2 7 9.7 

No 19 79.2 46 95.8 65 90.3 

Prison history 
for the past 
two years.  

Yes 5 20.8 4 8.3 9 12.5 

No 19 79.2 44 91.7 63 87.5 

Previously 
worked in 
hospital or was 
a health 
science student  

Yes 0 0.0 3 6.3 3 4.2 

No 24 100.0 45 93.8 69 95.8 

Hospitalized in 
the last two 
years before 
becoming ill 
with TB, for 
more than 15 
days.  

Yes 1 4.2 1 2.1 2 2.8 

No 23 95.8 47 97.9 70 97.2 

Source: DIRIS Lima Sur, 2017. 

Table 5 presents the external factors associated with XDR-TB. 
Intradomiciliary contact with XDRTB/MDR-TB was present in 
58.3% of the cases and 56.3% of the controls; history of a deceased 
family member with XDR-TB/MDR-TB was not present in 58.3% 
of the cases and 85.4% of the controls. The majority of cases and 
controls did not have out-of-home contact with TB, were not 
former prisoners did not work in health facilities, were not students 
of health sciences, and had not been hospitalized in the last two 
years for TB. 
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3.2. Hypothesis testing 

General hypothesis  

H0: Risk factors are not significantly associated with 
extensively resistant tuberculosis in multidrug-resistant patients. in 
the Health Directorate Lima Sur, 2017. 

H1: Risk factors are significantly associated with extensively 
resistant tuberculosis in multidrug-resistant patients. in Health 
Directorate Lima Sur, 2017.  

The association of risk factors with the development of XDR-
TB was contrasted from the sub-hypotheses, to which each factor 
separately was applied simple logistic regression (bivariate) and 
multivariate, for subsequent determination of the existence or non-
existence of significant association; using the Odds Ratio (OR) 
with a confidence interval (CI) of 95% and considered as a 
statistically significant result at a level =0.05 

 
Figure 2: Factores de riesgo internos y externos asociados significativamente a la 

TB-XDR 

According to the figure, 50% of the cases if they failed the 
primary and individualized scheme for TB / MDR-TB and 41.7% 
of the cases if they had relatives who died from XDR-TB / MDR-
TB; in controls, 91.7% did not fail the primary and individualized 
regimen for MDR-TB / TB and 85.4% had no relatives who died 
from XDR-TB / MDR-TB. 

Specific Hypothesis 1 

H0: Internal risk factors are not significantly associated with 
the presence of extensively drug-resistant tuberculosis in 
multidrug-resistant patients.  

H1: Internal risk factors are significantly associated with the 
presence of extensively drug-resistant tuberculosis in multidrug-
resistant patients 

Table 6 shows that the factors associated with XDR-TB in the 
DIRIS Lima Sur were: drug use, previous history of having used 
MDR-TB/TB treatment, having received MDR-TB treatment for 
less than one year and history of treatment failure for MDR-
TB/TB, since their p-value is < 0.05, rejecting the H0 and 
concluding that these factors are significant. The multivariate 
analysis reaffirmed the influence of the variable: history of failure 
to primary and individualized treatment for MDR-TB/TB. In this 
sense: The odds of presenting XDR-TB in the group of cases with 
failure to the primary and individualized scheme for MDR-TB/TB 
is 6.81 times the odds of presenting XDR-TB. In the controls with 
primary and individualized TB/TB-MDR-TB scheme failure.  

Table 6: Statistical test of internal risk factors associated with XDR-TB in DIRIS 
Lima Sur, 2017. 

 p 
value 

Bivariate Multivariate 
OR IC95% OR IC95% 

Harmful 
Habits 

Alcohol 
consumption 

0,354 1,84 0,49-
6,79 

  

Drug use 0,021 4.53 1,17-
17,47 

  

Tabaco use 0,289 2,2 0,49-
9,69 

  

History of 
comorbidities 

Positive 
serology for 
HIV 

0,211 4,27 0,37-
49,68 

  

Diagnosis de 
Diabetes 
Mellitus 

0,131 2,89 0,69-
11,98 

  

Corticosteroid 
therapy                        

0,108* - -   

Treatment 
History 

Previous TB/ 
MDR-TB 
treatment  

0,012 3,71 1,29-
10,63 

  

Poor adherence 
to TB/ MDR-
TB treatment  

0,130 2,28 0,77-
6,72 

  

TB/ MDR-TB 
treatment less 
than one year  

0,002 5,92 1,83-
19,15 

  

Failure to 
adhere to 
primary and 
individualized 
TB/TB-MDR-
TB régimen 

0,000 11 3,00-
40,33 

6,81 1,39-
33,27 

TB/MDR-TB 
treatment 
dropout  

0,817 1,17 0,31-
4,47 

  

Early relapse in 
less than 6 
months at 
discharge as 
cured of 
TB/MDR-TB.  

0,108* 1 0,17-
5,89 

  

Previous 
Fluoroquinolone 
treatment  

0,333* - -   

Self-
administered 
home treatment 
for TB/TB-
MDR.    

0,108* - -   

Adverse 
reactions to 
antituberculosis 
treatment 

0,559* 2,04 0,12-
34,16 

  

Source: DIRIS Lima Sur, 2017 

Specific Hypothesis 2 

H0: External risk factors are not significantly associated with 
the presence of extensively drug-resistant tuberculosis in 
multidrug-resistant patients. 

H1: External risk factors are significantly associated with the 
presence of tuberculosis. extensively resistant in multidrug-
resistant patients. 
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Table 6: Statistical test of external risk factors associated with XDR-TB in 
DIRIS Lima Sur, 2017. 

 p-
value Bivariate Multivariate 

OR IC95% OR IC95% 
Contact 
history 

Family 
member at 
home with 
XDR-
TB/MDR-TB 

0,866 1,09 0,40-
2,94 

  

Had family 
members 
who died of 
XDR-
TB/MDR-TB   

0,011 4,18 1,34-
13,09 

9,73 2,00-
47,26 

Have you had 
neighbors or 
friends in the 
neighborhood 
with 
tuberculosis?  

0,617 0,78 0,29-
2,08 

  

Have you had 
neighbors or 
friends in the 
neighborhood 
who died 
from TB? 

0,024 6,05 1,08-
33,96 

  

Prison history 
for the past 
two years.  

0,131 2,89 0,69-
11,98 

  

Previously 
worked in 
hospital or 
was a health 
science 
student  

0,546* - -   

Hospitalized 
in the last 
two years 
before 
becoming ill 
with TB, for 
more than 15 
days.  

0,559* 2,04 0,12-
34,16 

  

Source: DIRIS Lima Sur, 2017. 

Table 7 shows that the external factors associated with XDR-
TB in the DIRIS Lima Sur were: history of a family member who 
died of XDR-TB/MDR-TB and having friends or neighbors in the 
neighborhood who died of TB, due to their p-value < 0.05, 
rejecting the H0 and concluding that these factors are significant. 
The multivariate analysis reaffirmed the influence of the variable: 
history of a family member who died from XDR-TB/MDR-TB. In 
this sense: The odds of presenting XDR-TB in the group of cases 
who had relatives who had died of XDR-TB/MDR-TB is 9.73 
times the odds of presenting XDR-TB in the controls who had 
relatives who had died of XDR-TB/MDR-TB.  

4. Discussion  

When analyzing our results, we found that according to 
sociodemographic factors of the 72 patients with XDR-TB and 
MDR-TB in the DIRIS Lima Sur; taking into account the majority 

of cases, 70.8% are between 26 to 60 years old, 58.3% are male, 
62.5% have secondary school education and 58.3% neither work 
nor study. As for the majority of controls, 52.1% were between 26 
and 60 years of age, 52.1% were women, 45.8% had secondary 
education and 45.8% did not work or study. The results are similar 
in some respects to those of other studies in which the variables 
age, age, sex, sex, and age related variables were crossed. [21] 
Where the variables age, sex and occupation were crossed. 
Likewise with the study of [22] where the variables age, sex and 
occupation were considered as predictors of the appearance of 
XDR-TB and MDR-TB. It is also worth mentioning the study of 
[23] where they show age greater than or equal to 40 years as a 
significant protective factor. Another study by [24] Another study 
of the study of the study of the age of the cases shows an average 
age of 37 years for the case group and 38 years for the controls, as 
well as 56.2% and 66.7% for the male gender for cases and controls 
respectively.  

The socioeconomic level of a person has an impact on 
morbidity and mortality in vulnerable population groups and 
therefore in their country. Studies have shown that a lower 
socioeconomic status has an impact on the mother's education and 
that a poor educational level is associated with increasing 
morbidity rates [25]. 

One of the great changes in the epidemiology of TB worldwide 
are the resistant forms of this disease, from mono-resistant TB to 
XDR-TB, constituting from a great challenge for public health to 
an incurable disease with very high lethality, especially if it is 
associated with HIV/AIDS.  

The existence of factors such as those found in our study, for 
the group of cases with a history of a family member who died of 
XDR-TB, is 9.73 times more likely to develop XDR-TB and the 
history of having received previous anti-tuberculosis treatment is 
6.81 times more likely to develop XDR-TB than in the control 
group. These epidemiological factors predispose morbidity and 
mortality in the economically active population. 

The internal factors significantly associated with the 
development of XDR-TB were drug use, previous history of 
having received MDR-TB/TB treatment, having received previous 
MDR-TB treatment for less than one year, and multivariate 
analysis confirmed the significant influence of the variable failure 
to primary and individualized MDR-TB/TB treatment. The study 
of [20] study highlights that the failure of an antituberculosis 
treatment scheme consisting of drugs such as fluoroquinolone and 
a second-line injectable has a strong association with XDR-TB. 
Another study by [22] concludes that one of the factors associated 
with multidrug resistant TB is a history of previous TB treatment. 
Also in the research [26] also stated that problems or failure to 
adhere to treatment is more strongly associated with XDR-TB as 
well as inadequate screening, among others. Another study [21] 
highlights a history of anti-TB treatment as a risk factor for the 
development of MDR TB and XDR TB, and that failure to adhere 
to treatment regimens is strongly associated with XDR TB [9] is 
strongly associated with XDR-TB.  

Regarding harmful habits, patients with a history of drug use 
have a higher risk of developing XDR-TB, results that are related 
to the study of [24] where he reaffirms drug addiction along with 
deterioration in adherence to treatment as risk factors for the 
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presence of MDR-TB. The success of a TB control program and 
the health of the affected person will depend on the degree of 
adherence to the therapeutic regimen, which is one of the most 
important aspects in the management of resistant TB, for which the 
interdisciplinary team of health institutions should formulate 
patient-centered and oriented strategies in order to seek adherence 
to supervised treatment and avoid irregularities, in partnership and 
involvement of grassroots organizations, social actors in the 
community, and community health workers [17]. 

The external factors with significant association to the 
development of XDR-TB found were extradomiciliary contact 
with someone who died of TB; and through multivariate analysis, 
the influence of the variable: family member who died of XDR-
TB/MDR-TB was reaffirmed, results that are coherent with the 
study of [23] study in relation to the occurrence of primary MDR-
TB in patients from Callao, ratifying as a risk factor having had 
contact with someone with MDR/XDR-TB and as a protective 
factor being younger than 40 years old. Other studies, such as [20] 
highlights as factors with a strong association to the development 
of XDR-TB the failure of a treatment scheme with second-line 
drugs and having a close relationship with someone affected by 
documented XDR-TB,  [21] also mentions contact with MDR TB 
as a risk factor, and in the case-control study, the study also [27] 
also considers previous contact with MDRTB cases in both groups 
as a risk factor.  

The contact is the person who establishes a close relationship 
with the affected person; therefore, an extra-domiciliary contact is 
comprised of partners, friends, neighbors and family members who 
have a regular relationship with the person with TB and who 
frequently visit the home. The primary practices for environmental 
control of TB and its resistant forms such as XDR is to ensure and 
maximize natural and cross ventilation in the environment, free of 
obstacles in the entrances, to ensure an exchange of air flow with 
a minimum of twelve air changes per hour and to ensure natural 
lighting, these strategies comprise primary prevention [17].  

The next level of prevention is secondary, through early 
detection and timely treatment will ensure the cure and reduction 
of serious consequences of the disease, so in the case of TB, this is 
not aimed at reducing the incident cases but to reduce its severity 
(duration and complications) and lethality. In [28], Likewise, 
tertiary prevention aimed at rehabilitation seeks to reduce the 
complications of a disease through therapy and rehabilitative 
medicine, guaranteeing the reduction of sequelae, disabilities, and 
suffering, and promoting the adaptation of affected persons and 
their families to their environment. All these levels of prevention 
also include good quality medical care, which together will allow 
the individual to reintegrate into productive activities without 
being re-exposed to the same risk factors that contributed to getting 
sick [28]. 

Our findings showed that, despite the existence of a health 
strategy for the prevention and control of tuberculosis with defined 
objectives and treatment schemes approved by technical standards, 
there are risk factors that are associated with the emergence of 
extensively resistant TB, which demonstrates deficiencies in the 
approach to people affected by tuberculosis, which goes beyond an 
exclusively health approach, but also demographic and social. This 
situation does not contribute to an adequate isolation of the index 

case, generating chains of multiplication and transmission of TB 
and MDR/XDR TB bacilli in the family nucleus and community. 
In addition, overcrowded public transportation puts at risk the 
other passengers who share the same reduced and unventilated 
space, under the same mechanism.  

There are not enough human resources for the comprehensive 
care of TB patients, and the health personnel at the first level of 
care are responsible for the approach and management of TB, 
MDR-TB and XDR-TB cases, making early diagnosis and timely 
treatment of this complex disease difficult. These patients with 
MDR-TB and XDR-TB receive treatment divided into two doses, 
both in the morning and in the afternoon; however, most first-level 
health care institutions only provide care in the mornings, a 
situation that contributes to the large-scale increase in the 
morbidity of tuberculosis in the country. 

5. Conclusions  

There are risk factors that are significantly associated with the 
development of extensively resistant tuberculosis in multidrug-
resistant patients in the Directorate of Integrated Health Networks 
of Lima Sur, demonstrating that these factors were determinant for 
its appearance.  

Multivariate analysis showed that the association of the 
internal risk factor: having failed the primary and individualized 
regimen for MDR-TB/TB is 6.81 times higher risk of developing 
XDR-TB/MDRTB than in those who did not fail.  

The external risk factor: having a deceased family member 
with XDR-TB/MDR-TB is 9.73 times more likely to develop 
XDR-TB/MDR-TB than those without a deceased family history; 
this association was confirmed by multivariate analysis. 

5.1. Recommendations  

It is suggested to implement and train health professionals in 
the approach and comprehensive care of the person affected by 
tuberculosis, as well as in the sustainable work of adherence to 
supervised treatment. 

Implement the family and community health program to reduce 
the epidemiological profile of tuberculosis as a key strategy in the 
Directorate of Integrated Health Networks in southern Lima. Also, 
promote research to develop new diagnostic and susceptibility 
panel tests and prioritize research with an epidemiological 
approach 
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Annexes  

QUESTIONNAIRE TO DETECT RISK FACTORS ASSOCIATED WITH THE PRESENCE OF TB-XDR IN A FIRST LEVEL HEALTH CARE 

INSTITUTION - DIRIS LIMA SUR, 2017 
 

I. Socio-demographic characteristics (Intervening variable) 

A. Age (in years)                                 B. Genero    

1) 10 – 19                 1                           1)  Male  1 

2) 20 – 25  2                            2) Female  2 

3) 26 – 60   3    

4) 61 plus  4    

 

C. Level of education 

1) Primary   1                       3) Technical superior  3 

2) Secondary   2                        4) Superior Univ.   4 

D.  Occupation    

1) Not working, not 
studying 

 1                         3) Study   3 

2) Works  2                         4) Other   4 

E. BMI category.  

a) Weight _________                         b)  Size ________ 

c) BMI result _________    

1) Low weight  <18.5      1    

Controls Cases 

http://www.astesj.com/


M. Mamani et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 6, 119-129 (2021) 

www.astesj.com     128 

2) Normal   [18.5 – 25〉       2    

3) Overweight ≥25  3    

 
F. Results of smear microscopy  

a) BK  (+)  1 b) BK (++)  2 c) BK (+++)  3 

 
G. Cultivation result  

a) Cultivation 
(+) 

 1 b) Cultivation 
(++) 

 2 c) Cultivation 
(+++) 

 3 

 

H. CONDITION OF ENTRY: 

 

                                     a) BEFORE TREATED                                                                                   b) NEVER 
TREATED 

 

I.  Result of number of drugs with resistance IN VITRIO (PS)  

 

1) Resistance 

(R) 

2) Sensitive 

(S) 

(Mark with 
X) 

R H Km Am Cm Lfx Mfx Eto Cs PAS Cfz Amx/Clv Cpx 

             

 

J. Haematocrit result  

a) Result  _________    

b) Men: Normal: <41% - 53%>  1    

                         Low:  < 41%  2    

c) Women: Normal: <36% - 46%>    1    

                        Low:  < 36%  2    
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II. Risk factor associated with TB- XDR-TB-MDR cases and controls 
 

2.1. Internal case factors and controls       

 A. Harmful Habits Yes(1) No (0) 
1 Consumed alcohol more than 3 times per week                    
2 Used drugs in the past year   
3 Consumed more than 5 cigarettes per week   

 B. History of comorbidities   
4 Showed positive serology for HIV   
5 Diabetes Mellitus   
6 Prior use of corticosteroid therapy   

 C. History of Tuberculosis Treatment   
7 You were previously treated for tuberculosis / MDR-TB   
8 Showed poor adherence to TB/MDR-TB treatment   
9 You were on TB/ MDR-TB treatment for less than 1 year   

10 You failed the primary, individualized TB/TB-MDR-TB regimen   
11 You have previously stopped treatment for TB/MDR-TB.   

12 
Had early relapse within 6 months of being discharged as cured of TB/MDR-
TB   

13 Previous use of Fluoroquinolones   
14 You received self-administered home treatment for TB- /TB- MDR.   
15 Had adverse reactions to anti-tuberculous treatment (RAFA).   

2.2.  External case-control factors   
 D. History of intra- and extra-home contact Yes(1) No (0) 

16 Had a family member at home with TB -XDR/TB - MDR   
17 Had family members who died of XDR-TB/MDR-TB   
18 Have you had neighbors or friends in the neighborhood with tuberculosis?   
19 Have you had neighbors or friends in the neighborhood who died from TB?   
20 History of incarceration in a correctional facility within the last two years   
21 Previously worked in a hospital or was a health science student   

22 
He was hospitalized in the last two years before getting sick with TB, for 
more than 15 days.   
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 Nowadays, LED lights take an important place in our daily lives and they have known a 
great growth in indoor as well as in outdoor lighting applications. LED (Light Emitting 
Diode) light sources including their own drivers have excluded many systems fitted with both 
inefficient light sources.  In this paper we present, a LED driver handling a DC input power 
supply and piloting a series of powered LEDs Some topologies of LED driver supplying a 
constant voltage or a constant current toward a LED load and their operations are detailed 
and presented. In this regard, two types of DC-DC converter in occurrence buck and boost 
converter are analyzed, designed, and simulated. Furthermore, a design of laboratory 
prototype of constant-current LED drivers based on DC-DC buck converter totally dimed is 
achieved, and tested. Calculated and experimental results are in good correspondence with 
very small deviation of LED current in both cases for different levels of dimming. 

Keywords:  
LED 
LED driver 
DC-DC buck converter 
DC-DC boost converter   
Constant Voltage driver 
Constant Current driver 
LED dimming 

 

 

1. Introduction 
Light Emitting Diodes (LEDs) usage has known an extra 

ordinary growth in indoor and outdoor lighting applications. 
Consequently, nowadays LED lights take an important place in 
our daily lives and have become a viable alternative to 
conventional low efficiency light sources like incandescent, CFL 
(compact fluorescent lamp) and HID (high intensity discharge) 
lamps. LED lighting systems have better characteristics than 
conventional lighting systems such as energy saving, long life 
spans and color rendering [1]-[8] and they play an important role 
in future indoor as well as outdoor lighting applications. To operate 
properly with respect of energy saving, high efficiency and 
minimum electric constraints, these light sources demand a 
specific driver. These LED drivers play an important role on the 
type of lighting system performances, such as dimming capability, 
power quality, Light quality and product lifetime.  

The overall lighting system efficiency is affected by the choice 
of driver’s topology and the associated electronic components. For 
outdoor applications some other constraints must be added to those 
known before such as humidity and ambient temperature. In indoor 
applications, the drivers are integrated in the luminaries in order to 
make them compact and facilitate their integration in any 
decoration [9]. 

Two principal electronic circuits are used to drive LEDs under 
specific electrical conditions: constant current (CC) or constant 
voltage (CV) [10]-[15]. Such drivers, should also satisfy intensity 
and color requirements of LEDs. 

In the second section of this paper, after a short presentation on 
the fundamentals and characteristics of  LEDs and their driver 
circuits, we present the operating principles and the design of DC-
DC buck converter and boost converter used to drive LEDs with 
current and voltage regulation. by varying voltage source 
respectively. The DC-DC converter can supply LEDs up to 1A 
current and insure full dimming of rated current. The third section 
of this paper, describes the design and discussion of these 
converters and their control. Finally, in sections 4 and 5, some 
simulations and experimental results are given for a DC-DC buck 
converter four LED light-spot connected in series and 
mounted on a board drawing 300mA rated current. 
2. LEDs and LEDs drivers 

2.1. LEDs 

LEDs are made of doped gallium nitride (GaN) semiconductor 
material. Their electronic structure is a diodes or tandem 
structures, [16]. Power LEDs are by their superior life time, cost-
effective, and high luminous intensity compared to classical 
incandesent lamp and low pressure discharge lamp. Nevertherless, 
they are known by low environment impact and they are used 
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solid-state lighting source in many lighting applications. Power 
LEDs light sources are presented in figure 1, they require 2 to 4V 
of dc forward voltage and several hundred mA of dc forward 
current for their optimal operating point [17]. 

 
Figure 1: Samples of power LEDs 

A powerful light spot, is made by combining small LED array 
devices according different matrix architectures. In addition, it’s 
required to take account of some LEDs characteristics when using 
them, such as: 

• Their electric characteristics,  light output and the color of the 
emitted light are sensitive to the temperature.  

• The forward voltage of high-Power LED changes with 
temperature which will cause drawing more current. The 
relation between VF (Forward Voltage) and temperature is 
reverse as shown in Figure 2.  When the temperature 
increases, forward voltage decreases, this is known as 
Thermal Runaway, which causes a semiconductor failure. 
[16]. 

 
Figure 2: Forward voltage versus Temperature for LED 

Stable temperature and dc current as much as possible 
increases the reliability and guaranties the longest life of LEDs. 

3. LEDs Drivers 

LEDs need equipment called a “driver” for their supply and 
control. Many topologies of LED drivers are deployed and many 
special ICs are available and used to support these different 
topologies. Two kinds of drivers are commonly employed to drive 
LEDs:  

• Constant-Voltage regulated drivers able to maintain a DC 
output voltage. regardless variation of input voltage or output 
current within specified limits.  

• Constant-Current regulated drivers able to maintain a DC 
output current regardless variation of input voltage or output 
voltage within specified limits [18].  

Converter topologies such as buck, boost, or buck-boost 
converters are widely employed for LED drivers [19]-[23]. 

3.1.  DC-DC converter 

Llinear DC-DC converters and switched-mode DC-DC 
converters are among the converters used for DC-DC conversion 
function.   They can deliver different dc voltage level from dc 
voltage source and they often provide a regulated output. 

• Linear DC-DC converter 

Figure 3 shows a linear DC-DC converter.  

 
Figure 3: A basic linear regulator 

The load current iL is controlled by adjusting the transistor dc 
biasing, the output voltage may be controlled over a range of 0 to 
roughly Vs. The transistor in effect operates as a variable 
resistance. The low efficiency of this circuit is a serious drawback 
for power applications caused by BJT( Bipolar Junction 
Transistor) losses.  

• Switched-mode DC-DC converters 

In a switching mode, the MOSFET operates as an electronic 
switch by being totally ON or totally OFF [24]. In the chopper 
circuit of figure 4 (a), the output is the same as the input when the 
switch is closed during DT, and it’s zero when the switch is open. 
Figure 4 (b) shows the output voltage across the load.  

 
Figure 4: (a) Switching converter (b) Output voltage 

The output average voltage is: Vo = DVS and thus it’s less than 
the input voltage and its dc component can be controlled by 
adjusting D. Such converter is nominated buck converter. For 
boost converter, the voltage Vo is always higher than the supply 
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voltage VS. The switch mode solution is more efficient than the 
linear solution. As shown in Figure 5 and in Figure 6, a filter stage 
should be inserted in the converter to obtain pure continuous output 
voltage instead of square wave output [25]-[28]. In Figure 5, 
during the period where the MOSFET is on and the diode D1 is 
off, the energy is stored in passive components L and Cout. 
Conversely, when the MOSFET is off and the diode D1 is on, the 
power supply Vs is separated from the LEDs load which will be 
supplied only from the energy stored in inductor L and in the 
capacitor Cout during the previous period. 

 
Figure 5: Buck converter 

For boost converter in the circuit of Figure 6, during the first 
interval when the transistor and the diode are switched on and off 
respectively, the voltage source is supplying the inductor L and the 
capacitor is providing power to the load formed by a series 
connection of LEDs. During the second interval when the 
transistor and the diode are switched off and on respectively, 
energy is stored in L and in Cout, and provide power to LEDs.  

 
Figure 6: Boost converter 

3.2. LED Driver based on Buck converter 

A block scheme of a constant-current regulated driver for LED 
is shown in Figure 7. The output current is set out to a specific 
value  by inserting a resistive current sensor, Rs, in the load branch.  

 
Figure 7: Current controlled LED driver circuit  

A block scheme of a constant-voltage boost converter used to 
drive LED is shown in Figure 8. The output voltage is programmed 

by placing an appropriate voltage divider, R1-R2, in parallel with 
the LEDs.  

 
Figure 8: Voltage controlled LED driver circuit  

The choice of the switching frequency is a compromise 
between performance and external component size. 

3.3. Constant current versus constant voltage LED driver circuit 

LEDs are always driven by a constant current driver. Indeed, 
based on the LED V-I characteristic in terms of temperature, the 
forward voltage of LED is decreased when the temperature is 
increased and vice versa. For a long time, operation of LED under 
constant voltage, the temperature will raise and consequently the 
current will raise too which in its turn will cause new increase of 
temperature. As a result, if the heat created in the LED is not 
released in an appropriate time, the current will continue raising 
until the failure of LED. However, in case of constant current 
source the raise of heat in the LED only results in the drop of 
forward voltage across it. For applications where the lighting 
system does specify the voltage, constant voltage driver is used. 

4. The design of buck and boost converter 

As for any type of converter or driver system, the design aims 
to satisfy the desired application needs including the load 
requirements and to determine the system requirements and its 
parameters. 

4.1. Load requirements 

The load requirements define the type of light emitting diodes 
to be used, the rated current, the rated forward voltage, the rated 
power, the number of LEDs, and the type of connection. 

4.2. System requirements and components values 

Based on the load requirements, the system requirements is 
determined by selecting the inductor, the MOSFET, the diode, and 
the capacitors. The output voltage ripple is reduced by inserting an 
output ceramic capacitor. Table 1 shows the equations used for 
calculating the different components [24].  

With f: frequency, D: duty cycle, VS: voltage source, VO: 
output voltage, VDS: Drain Source voltage, Vr: reverse voltage, IF: 
forward current, IO: output current. 

The inductor is selected with a 25% larger current the 
calculated one in order to avoid its saturation. In addition, the 
optimal ripple current IL-ripple is 40% of the output current. The 
input ceramic capacitor is calculated using the following equation 

𝐶𝐶𝐼𝐼𝐼𝐼 =
𝐼𝐼𝑂𝑂 × 𝐷𝐷(1 − 𝐷𝐷)
𝑓𝑓 × ∆𝑉𝑉𝑝𝑝𝑝𝑝

=
𝐼𝐼𝑂𝑂 × 𝐿𝐿 × 𝐼𝐼𝐿𝐿−𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟

𝑉𝑉𝑆𝑆 × ∆𝑉𝑉𝑝𝑝𝑝𝑝
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The requirements for this design are: VS=16V, four 300mA 
high power LEDs, f=500 kHz, VO-ripple=3%. Based on this, the 
design parameters required for the converter are: 

L=10µH, CIN=2.2µF, Cout =2.2µF, Diode: 1N5819 
Table 1: Component selection 

 DC-DC buck converter DC-DC boost 
converter 

Inductor 
L 𝑉𝑉𝑆𝑆

(1 − 𝐷𝐷) × 𝐷𝐷
𝐼𝐼𝐿𝐿−𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 × 𝑓𝑓

 
𝐷𝐷 × 𝑉𝑉𝑆𝑆

𝐼𝐼𝐿𝐿−𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 × 𝑓𝑓
 

Capacitor 
Cout 

(1 − 𝐷𝐷)

8 × 𝐿𝐿 ×
𝑉𝑉𝑂𝑂−𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟

𝑉𝑉𝑂𝑂
× 𝑓𝑓2

 
𝐷𝐷 × 𝑉𝑉𝑂𝑂

𝑉𝑉𝑂𝑂−𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟 × 𝑓𝑓 × 𝐼𝐼𝑂𝑂
 

Diode D1 𝑉𝑉𝑉𝑉 > 𝑉𝑉𝐼𝐼𝐼𝐼 
 

𝐼𝐼𝐹𝐹 > 𝐼𝐼𝑂𝑂(1-D) 

𝑉𝑉𝑉𝑉 > 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 
 

𝐼𝐼𝐹𝐹 > 𝐼𝐼𝑂𝑂(1-D) 

MOSFET 𝑉𝑉𝐷𝐷𝑉𝑉 > 𝑉𝑉𝐼𝐼𝐼𝐼 
 

𝐼𝐼𝐷𝐷 > 𝐼𝐼𝑂𝑂(1-D) 

𝑉𝑉𝐷𝐷𝑉𝑉 > 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 
 

𝐼𝐼𝐷𝐷 > 𝐼𝐼𝑂𝑂
𝐷𝐷

1−𝐷𝐷 

5. Simulation and experimental results   

5.1. Simulation results  
The buck dc-dc- driver circuit of Figure7 is simulated using 

LTspice. The output voltage VLED, output current ILED, and 
inductor current IL are shown in Figure. 9, Figure. 10, and Figure. 
11. As seen in these figures, the LED current is controlled and it 
remains constant at 300 mA regardless the variation of the output 
voltage across the load formed by a series connection of LEDs. By 
observing the waveform of inductor current it’s clear that its duty 
cycle is varying according the output voltage variation and its form 
is a saw-tooth signal as expected. 

 
Figure 9: For 4 LEDs: waveforms of VLED, ILED, and IL, f = 500 kHz, and 

ILED=300 mA 

 
Figure 10: For 3 LEDs: waveforms of VLED, ILED, and IL, f = 500 kHz, and ILED = 

300 mA. 

 
Figure 11: For 2 LEDs: waveforms of VLED, ILED, and IL, f = 500 kHz, and 

ILED=300 mA. 

Table 2 gives numerical values of duty cycle as a response to 
the change of output voltage for a constant output current as shown 
in Figures 9 through 11. 

Table 2: Duty cycle versus output voltage change for buck converter 

Output voltage (V) Output current (mA)  Duty cycle 
12.6 300 77.6% 
9.4 300 57.56% 
6.2 300 39.5% 

 

Regarding dimming capability of the converter, a low 
frequency pulse width modulation (PWM) signal is used to control 
the amount of the output current which is closely related to the 
amount of the emitted light. Simulations conducted for various 
duty cycles of PWM signal show that the dimming is obtained as 
illustrated in Figure. 12, Figure. 13, and Figure. 14.  

 
Figure.12: Waveforms of VL, IL, PWM signal, VLED, ILED for dimming level of 

95% and ILED-rms =287.2mA. 

 
Figure 13: Waveforms of VL, IL, PWM signal, VLED, ILED for dimming level of 

70% and ILED, rms =248.22mA 
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Figure 14: Waveforms of VL, IL, PWM signal, VLED, ILED for dimming level of 

50% and ILED, rms =206.69mA 

Simulation results for the boost dc-dc- driver circuit of Figure8 
show that the voltage across LEDs (VLED) is regulated at 12.8 V 
regardless the variation of the load current or the input voltage. 
Figures 15 and 16 depict the output voltage when the load current 
is changed by connecting in parallel other LEDs. It’s clear that the 
voltage regulation is achieved by adjusting the duty cycle as a 
response to the feedback signal issued from the voltage divider 
connected in parallel with the load. 

 
Figure 15: For 4 LEDs: output voltage VLED, output current ILED, and inductor 

current IL, f = 500 kHz, and VLED = 12.8V 

 
Figure 16: For 8 LEDs (two sets of 4 LEDs connected in parallel): output voltage 
VLED, output current ILED, and inductor current IL, f = 500 kHz, and VLED = 12.8V 

Waveforms displayed in Figure 17, Figure 18, and in Figure 19 
show that voltage VLED is also maintained constant when the 6V 
input voltage is increased or decreased by 1 V in DC-DC boost 
converter.  

 
Figure 17: Waveforms of Vout, , ILED, and IL for Vin = 6V, f = 500 kHz, and VLED = 

12.8V. 

 
Figure 18: Waveforms of Vout, ILED, and  IL for Vin = 7V,  f = 500 kHz, and VLED = 

12.8V. 

 
Figure 19: Waveforms of Vout, ILED, and IL for Vin = 5V, f = 500 kHz, and VLED = 

12.8V. 

Table 3 gives numerical values of duty cycle as a response to 
the change of input voltage for a constant output voltage as shown 
in Figures 17 through 19. 

Table 3: Duty cycle versus input voltage change for boost converter 

Input voltage (V) Output voltage (mA)  Duty cycle 
5 12.8 60.1% 
6 12.8 54.4% 
7 12.8 43% 

5.2. Experimental results  

In previous sections, analysis and design have been performed 
for buck and boost converter. In this section, experimental results 
for a prototype of constant-current LED buck converter are 
presented. The load is formed by four LED light-spot connected in 
series and mounted on a board as shown in Figure.20 and Figure 
21. The reasons for focusing on constant current DC-DC buck 
converter in experimental study are to ensure that the current 
doesn’t exceed the rated current, to obtain consistent brightness 
and  color for each LED. In addition, at equal load, the same LC 
filter has to work much harder in a boost mode compared to buck 
mode. In the boost case, the capacitor is switching high current and 
the inductor is carrying high average current. This means that the 
passive components in the boost converter case must be oversized 
compared to the buck converter, leading to a higher cost and size. 
And also means higher ohmic losses and lower efficiency due to 
the capacitor ESR and inductor ESL. The constant-current LED 
driver prototype has been built and four LED light-spot have been 
connected as shown in Figure.20 and Figure 21. 

The dimming for LEDs is obtained by application of low 
frequency pulse width modulation signal with the possibility of 
duty cycle variation. Various oscilloscope captions are recorded. 
Figure. 22 depicts the waveform of the output voltage across 
LEDs when there is no dimming signal. 
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Figure 20: Driver for 4 LED light-spot, f = 500 kHz, and ILED = 300 mA. 

 
Figure 21: Implementation of the prototype for easy measurements. 

 
Figure 22: Waveform of VLED for for full duty cycle and ILED = 300 mA 

Figure 23 shows the voltage across LEDs and the control signal 
for pulse width modulation duty cycle set at 0.95     

 
Figure 23: VLED (Bottom) and pulse width modulation signal (Top) with Dcycle 

= 0.95 and rms current ILED =284mA 

Figure 24, shows the voltage cross LEDs and the control signal 
for duty cycle equal 0.7 

 
Figure 24: VLED (Bottom) and pulse width modulation signal (Top) with Dcycle 

= 0.7 and rms current ILED =246mA 

Figure 25, shows the voltage cross LEDs and the control signal 
with pulse width modulation duty cycle set at 0.5. 

 
Figure 25: VLED (Bottom) and pulse width modulation signal (Top) with Dcycle 

= 0.5 and rms current ILED =203mA 

Simulation results depicted in Figure. 12, Figure.13, and 
Figure.14 for 95%, 70%, and 50% dimming levels respectively 
show good agreement with experimental results conducted under 
the same conditions of dimming. and presented in Figure. 23, 
Figure.24, and Figure.25. Indeed, for the three levels of duty cycle 
95%, 70%, and 50%, the deviations of LED current in simulation 
and experimental results are 3.2mA, 2.2mA, and 3.7 mA 
respectively as shown in Table 2.  

Table 2: Dimming of output current: deviation between simulation and 
experimental result  

Dcycle 95% 70% 50% 
ILED, rms 
(mA) 

Simulation 287.2 248.2 206.7 
Experimental 284 246 203 

Deviation (mA) 3.2 2.2 3.7 

6. Conclusion 

In this work, design, simulation, implementation, and test of a 
constant current LED driver with dimming capability have been 
done. Firstly, during the design stage we started by calculating and 
selecting the passive components and the semiconductor switches 
satisfying the system requirements and needs. Then, some 
simulations and measurements on a prototype of LED driver have 
been conducted. Comparison of simulation results to those 
obtained by experiment shows good agreement between them. In 
addition, regulation of the output current drawn by the LEDs and 
dimming of the brightness of these LEDs have been achieved. 
Indeed, the rated output current of the LED is maintained constant 
at 300 mA regardless the increase or the decrease of the output 
voltage. Such variation of this voltage is obtained by varying the 
number of LEDs forming the load. Furthermore, a full dimming is 
obtained by adjusting the pulse width modulation signal. Each 
dimming level of the light emitted by LEDs is achieved by 
controlling their rms current. In addition, a constant voltage LED 
using boost topology is designed and simulated. The obtained 
results demonstrated a good driver performance in terms of voltage 
regulation. This dc-dc boost driver is able to maintain a constant 
output voltage across the LEDs at 12.8V when the input voltage is 
adjusted or when the output current is changed by connecting 
LEDs in parallel. 

In both cases, the output voltage is sensed by a voltage divider 
connected in parallel with the load then applied to a controller to 
adjust the suitable duty cycle of the signal controlling the power 
switch. 

As a future work, these drivers will be combined in a single 
buck-boost driver operating as a constant-voltage LED driver (CV) 
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or as a constant-current LED driver (CC) under certain conditions 
of operation. 
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 Concomitant with the ubiquity of lightweight electronic terminals, such as smartphones and 
tablets, e-books have increased in popularity. However, studies have shown that their display 
method and information-presentation efficiency need improvement. We investigated visual 
information processing during reading to develop a more efficient display method that 
presents information in an easier to see fashion than conventional methods. Specifically, we 
focused on the information- processing ability of the brain within the gazing point during 
reading to clarify various factors that make a book easier to read such as the minimum 
display time and line length that can be read accurately and the difference in reading time 
depending on the font. An experimental method using a “window” was utilized that 
facilitates changing of the display information in the window by moving the window in 
conjunction with the eye movement. Using this method, it was found that if the number of 
characters displayed in the window is more than six and the window display time is 56 ms 
or more, reading can be performed in the same manner as when the window is not displayed. 
Thus, here we focused on letter size to investigate the relationship between reading time and 
font size. Experimental results indicate that among sentences in three font sizes 12, 18, and 
24 pt normal reading without any restriction of view is possible when the font size is 18 pt 
or more. These results suggest that normal reading can be performed even with a very short 
display time of 56 ms by using characters with a font size of 18 pt or more in Japanese, which 
is useful for proposing a new display method for e-books. In addition, this experimental 
method can be applied to languages other than Japanese, and can contribute to the 
development of an optimum display method for each language. 
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1. Introduction 

In recent years, small and lightweight electronic terminals, 
such as smartphones and tablets, have become widespread. Their 
importance has been increasing because information is digitized 
and can be accessed from various terminals. Simultaneously, e-
books are becoming more widespread, and dedicated terminals and 
smartphone applications for e-books have appeared. An 
environment that facilitates the reading of e-books rather than 
conventional paper books has been established, and the advantages 
of e-books such as term search function, character size change, and 
percentage display of the current reading position further support 
their spread. Studies exist on eye movements related to reading: 
analyses have been performed on the impact of negative and 
positive words on reading [1], and the conjecture of the 
concentration degree from eye movements during reading [2]. In 
recent years, studies have been conducted on the effectiveness of 

reading and education using e-books, for example, learning via 
reading e-books and paper books has been compared and analyzed 
[3, 4], and effective leaning methods using e-books have been 
developed and evaluated for foreign languages [5, 6]. 

There are differences in eye movements between reading e-
books and conventional paper books. In particular, eye movements 
when turning pages differ between paper books and e-books, 
depending on the manner the pages are turned. In the case of e-
books, the eye often moves linearly from the end of the page to the 
beginning of the screen where the next page is displayed, whereas 
in the case of paper books, it may follow the movement of the 
paper on the page to be turned [7]. We hypothesized that, by 
analyzing eye movements during reading, it would be possible to 
develop new display methods reflecting the acceptance 
characteristics of human visual information not only in e-books but 
also in other applications that present visual information on 
displays. 
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A previous study clarified the minimum display time and the 
minimum number of characters required for display within one 
gazing point required for normal reading. Consequently, in this 
current study, we investigated the differences in reading time by 
changing the font size displayed in one gaze point. By clarifying 
the minimum font size required for normal reading through this 
study, we hope to propose a display method that enables efficient 
and fast reading.  

The eye movement during reading is a repetition of saccade, 
which is a high-speed and intermittent eye movement, from one 
gaze point to the next gaze point [8–11]. During saccade, the 
visual-information-processing ability is reduced owing to the 
perceptual phenomenon of saccadic suppression [12–14]. More 
specifically, the information processing during reading is mainly 
performed within the gaze period, and it is necessary to examine 
the information-processing ability within the gaze point to clarify 
the visual-information-processing ability during reading. 
However, the only way to analyze the information-processing 
capacity within the gazing point is to use a “window” that can 
control the visual information displayed within the gazing point. 
To this end, we used a device developed in previous research for 
controlling the display image in the gaze point [15]. By so doing, 
it is possible to obtain the knowledge necessary for studying a 
display method that adaptively processes the size and display time 
of display characters based on the characteristics of human visual 
information processing.  

Previous studies in this area are extremely important for 
understanding this paper. Thus, Section 2 summarizes the research 
on the perceptual range (effective field of view) that had a major 
influence on previous research. In Section 3, we discuss the 
analyzer [15] and the experimental results on the reading time 
when the gaze time is limited to 98 ms. Furthermore, the 
experimental results that clarified the lower limit of the gaze time 
required for reading are described [16]. Section 4 describes our 
analysis method and the experimental results obtained for different 
font sizes. Section 5 concludes the paper and discusses future 
developments. 

2. Effective Field of View during Reading 

Humans do not recognize all the information in their field of 
view, only the part on which they are focused. The size of the 
effective visual field changes depending on the type of visual 
work, but the range in which such effective information can be 
obtained is called the effective field of view [17]. Many 
experiments have been conducted to investigate the effective field 
of view, but all of them used estimation methods. Subsequently, 
by proposing an experimental method using windows [18], the 
research advanced dramatically by progressing from estimation.  

The visual task in this study is reading. The experimental 
method using a window is a method of changing the display 
information in the window by moving the window in conjunction 
with the eye movement. The effective field of view is investigated 
by moving the window within a period called saccadic suppression 
in which the function of visual information processing deteriorates 
in the brain; the window refers to the display range of the image 
on the display. 

 

2.1. Study Conducted by Saida and Ikeda 

In [19], the author acquired the eye movements of their subjects 
using the limbus tracking method. Limbus tracking is a method of 
irradiating infrared light near the boundary between the sclera and 
cornea and measuring eye movements by utilizing the difference 
in reflectance. The researchers used two TV cameras. They input 
the acquired X and Y positions of the eyeball into the X-Y 
oscilloscope and displayed a horizontally long rectangle at that 
position. The image of the X-Y oscilloscope was recorded with the 
first camera, and the board on which the text was written with the 
other camera. The area corresponding to the X and Y positions of 
the eyeball was switched with a switcher similar to a wipe process 
using the rectangular image generated by shooting the X-Y 
oscilloscope from the video of the TV camera that recorded the 
text. In this way, the window for displaying characters was moved 
in conjunction with the eye movements. Based on this experiment, 
Saida and Ikeda indicated that sentences can be read normally, as 
in the condition without a window, if the characters displayed on 
the rectangle (window) exceeded 13 characters. This indicates that 
the processing range of one gazing point is approximately 13 
characters. 

However, three limitations of this experiment should be noted. 
(1) The rectangle is displayed directly on the oscilloscope by the 
output of the eye movement, the gaze point is not detected, and the 
gaze part is not switched. To clarify the visual information 
processing at the gazing point, it is necessary to first detect the 
gazing point and change the image of this area. (2) Because of the 
camera and cathode-ray tube (CRT) display used, it is expected 
that afterglow and afterimage would occur, but no description was 
provided. Therefore, it is not possible to obtain an accurate display 
time for presenting a window image. (3) The display time of the 
window changes depending on the gaze time because the window 
moves in conjunction with the eye movement. Controlling the 
display time of information at the gazing point is indispensable 
when considering information processing at the gazing point. 

2.2. Studies Conducted by McConkie and Rayner 

In [20–23], the author input the eye movements acquired by the 
limbus tracking method into a PDP-6 minicomputer and controlled 
the DEC Model 340 display with built-in uppercase and lowercase 
characters. With this display, they conducted experiments by 
preparing six types of replacement patterns, such as characters with 
similar glyphs, in addition to the original text characters displayed 
at the gazing point. In their studies, they showed that the effective 
field of view was 13 characters, which is similar to the findings of 
Saida and Ikeda. 

The abovementioned experiment has two issues: (1) The time 
the previous character remained on the screen at the time of 
switching was not measured, only a description of short afterglow 
was provided. However, the experiment was conducted with a 
CRT using phosphor with the least afterglow, and the authors were 
aware of the effects of the afterglow. They stated that the letters 
were not perceived before being covered by the window, and 
therefore afterglow did not interfere with the experiment. (2) The 
saccade was not detected, the window image was switched when 
the eye movement exceeded a certain distance from the left end of 
the sentence, and the display time of the window image was not 
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controlled. Therefore, it cannot be replaced only for a certain 
period within the gazing point. 

In addition, recent studies using windows introduced research 
on the perceptual range when learning a language other than the 
mother tongue [24] and on the perceptual characteristics when the 
resolution is changed in conjunction with eye movement. Leung 
investigated the range of perception of Japanese university 
students learning English as a foreign language while reading 
English sentences; however, they did not investigate the temporal 
characteristics of human visual information processing during 
reading. Loschky and McConkie examined the time to perceive 
blur or flicker when displayed at different resolutions from the 
standpoint of user performance, but they did not examine the time 
required to acquire visual information. 

A device has subsequently been developed that can detect eye 
movements during reading and control the display information 
around the gazing point. This enables clarification of the amount 
of information that can be processed within one gazing point and 
the required processing time [7, 15, 16]. 

3. Previous Research on Information Processing within the 
Gazing Point 

This study clarifies how the reading time changes depending 
on the size of the font displayed in the gazing point that occurs 
during reading. For this experiment, it is necessary to solve the 
problems described in Section 2, that is, afterimage, afterglow, 
and real-time detection of gaze point. To this end, the features of 
the device developed by Kushima for that purpose are explained 
in Section 3.1. Section 3.2 describes the basic experiments 
performed to detect the gaze point that occurs during reading in 
real time, and describes the saccade velocity as the threshold value 
for detecting saccade in this study using the device described in 
Section 3.2. Section 3.3 describes the experimental results of 
using this device to extract the gaze point with the saccade 
velocity as the threshold, display the window, and change the 
number of characters displayed in the window. Through this 
experiment, Kushima clarified the number of characters displayed 
in a window that allows for reading equivalent to that without a 
window. Section 3.4 further describes the research results 
obtained by Nomura regarding the window display time, that is, 
the minimum gaze time, which enables reading equivalent to that 
without a window. 

Based on these results, Section 4 describes the experimental 
results of the current study, focusing on the number of characters 
displayed in the gazing point, the display time, and the font 
displayed in the window, especially the font size. 

3.1. Development of Display Image Control Device 

In [15], the author developed an experimental device to solve 
the problems described in the previous section. Table 1 shows the 
equipment used, Figures 1 and 2 show the configuration diagram 
and flowchart, respectively. Figure 3 shows the display for the 
subjects, and Figure 4 shows the eye movement measuring device, 
EMR-9. 

 

Table1: Equipment used in the experimental device [15] 

Eye Movement  
Measuring Device 

EMR-9  
(NAC Imaging Technology) 

Data Processing PC OS: Windows 7 Professional 
CPU: Core i7 3770  

@ 3.40 GHz 
Memory: 32GB 

Display CRT Display  
(iiyama HM204D A) 

 

 
Figure 1: Configuration of the experimental device developed in [15] 

 
Figure 2: Flowchart of the experimental system developed in [15] 

 
Figure 3: CRT display for the subject: a rectangle is displayed to estimate the 

coordinates of the field of view camera. 
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Figure 4: Eye movement measuring device EMR-9 

It is a compact and lightweight eye tracking device based on the concept of 
mobility. It is possible to more naturally measure daily behavior without 

burdening the subject. 

Eye movement is input from the eye movement measuring 
device to the information processing PC, and the saccade is 
detected by the threshold value described in Section 3.3. The 
displays consisted of a liquid crystal display for the experimenter 
and a CRT display for the subject (Figure 3). For the subject 
display, a short afterglow CRT display (< 1 ms) was used instead 
of the hold-type liquid crystal display. Since CRT displays are no 
longer commercially available, they have been maintained and 
dynamically preserved for such experiments. The text is displayed 
on the CRT display for the subject, and the image of the field 
camera of the eye movement measuring device EMR-9 is output 
on the liquid crystal display for the experimenter to monitor the 
movement of the line of sight when the subject is reading the text. 
The software on the information processing PC executes two 
threads in parallel. One thread acquires the position of the 
rectangle to be displayed on the CRT display from the image of the 
field camera of EMR-9 (Figure 3). The other thread acquires eye 
movement data from EMR-9 via serial communication and 
calculates the position and movement speed of the gazing point, 
the angle of rotation of the eye, and the angular acceleration. If a 
saccade is detected, a window image is presented at the position of 
the gaze point on the CRT display (lower right of Figure 5); if a 
saccade is not detected, only the first three characters of each line 
are displayed as a reference to start reading. 

 
Figure 5: Examples of switching the display image in the window during the 

experiment 

Figure 5 shows an example of switching the display image in 
the window during the experiment. Figure 6 shows the screen of 
the corresponding CRT display. The red dot in Figure 5 is the 
gazing point (the point with only the outline is the previous gazing 
point), and the blue frame is the range displayed to the subject. 

When the gazing point moves and a saccade is detected, a window 
image is displayed after Δt1 seconds of a saccade detection, as 
shown in the lower right of Figure 5. The displayed window image 
was cut out from the displayed text based on the size of the 
window. After displaying the window image for Δt2 seconds, 
random dots (masking image) are displayed for one frame in the 
range where the window image is displayed. This process was 
repeated until the subject finished reading. In the experiment, the 
experimenter arbitrarily changed the values of Δt1 and Δt2. 

 

 
Figure 6: Changes on the CRT screen corresponding to Figure 5 

Figure 7 shows the time flow of the process of displaying the 
window image at the gazing point. The switching of the displayed 
image in the window must be performed within saccadic 
suppression, which is the period during which the ability of visual 
information processing in the brain is reduced. As shown in Figure 
7, it takes 52 ms to capture the eye movement data from EMR-9 
into the information processing computer. Overall, it takes 85 ms 
to determine the gazing point. This is within the time range of a 
saccadic suppression, but considering that saccadic suppression 
lasts for approximately 200 ms, it is necessary to control the image 
replacement time of the gaze part in millisecond units. Because the 
refresh rate of a general display is 60 Hz and drawing is performed 
approximately every 16.7 ms, it is considered that a delay of 16.7 
ms at the maximum will occur. In addition, if the image switching 
of the gaze part occurs immediately after the drawing of the display 
is performed, image switching of the gaze part may not occur on 
the display. To prevent this phenomenon, the author implemented 
a vertical synchronization function that synchronized the drawing 
of the display with the drawing of the program. 

 
Figure 7: Time flow of the process of displaying the window image in the gazing 

point 
Δt1: time from the detection of saccade until the window image is displayed 
Δt2: Time to display the window 
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3.2. Definition of a Gazing Point 

Eye movement during reading is not smooth, but is instead a 
repetition of gaze and saccade which is an intermittent and high-
speed eye movement. In this study, the text was displayed by 
wiping only the gaze part of the window while reading. For that 
purpose, it was necessary to extract only the gazing points from the 
eye movements. Various studies have been conducted to define the 
gazing point. Even in the state of gaze, the eyeballs are not 
completely stationary, and small involuntary movements called 
miniature eye movements occur. Therefore, the author defined a 
gazing point as including the velocity component of miniature eye 
movements and smooth pursuit eye movement below a certain 
velocity [25]. In contract, they studied the definition of the gazing 
point when gazing at a video image that is constantly moving [26]. 
Consequently, it has been reported that the definition of the gazing 
point differs depending on the viewing target, and it is necessary 
to consider the definition of the gazing point according to the 
experimental conditions and environment. Thus, we conducted an 
experiment to define the gazing point in the same experimental 
environment and conditions as the experiment conducted this time. 

In [26, 27], the cases where the eye movement velocities of 5°/ 
s and 10°/ s or less last for 150 ms or more are extracted as the 
gazing point. However, with this definition, it takes at least 150 ms 
to extract the gazing point, and the window cannot be displayed at 
the same time as the gaze. The viewing angle per character of the 
text used in this experiment is about 1.2°, and the average interval 
of saccades is three to five characters in Japanese kana/kanji mixed 
text [27]. Thus, viewing targets were displayed at three different 
intervals of 1, 2, and 3° expected from the subject who repeated 
the gaze to the left and right from the center of the screen every 5 
s 10 times, as shown in Figure 8. 

 
Figure 8: Gaze experiment of moving optotype conducted to determine the speed 

at which the gaze point is extracted 

Based on the measurement results obtained in this manner, the 
eye movement speed of the threshold value for extracting the start 
and end of the saccade was changed from 30°/ s to 90°/ s, and the 
gazing point was extracted. The gazing point was defined as the 
period from the end of the saccade to the start of the next one. The 
detection accuracy of the gazing point was verified by comparing 
the extracted gazing point with the real gazing point. 

Figure 9 shows an example in which the gazing point is 
detected from the eye movement when gazing at a moving target 
with a viewing angle of 1°. If the threshold speed is appropriate, a 
total of 20 gazing points, 10 on each side, should be detected. 
Comparing the eye movement speed thresholds of 42°/ s and 48°/ 

s, the detection of the gazing point in the red frame failed at 48°/ s, 
but it was detected accurately at 42°/ s. Similar results were 
obtained with viewing angles of 2° and 3°. In the studies [15, 16], 
and the study reported herein, it was judged that saccade started 
when the eye movement speed exceeded 42°/ s and ended when it 
was less than 42°/ s. The gazing point was defined as the duration 
from the end of one saccade to the start of the next saccade. 

 
Figure 9: Detecting the gazing point by changing the threshold value for 
determining the start and end of a saccade (Movement amount of viewing target: 
1°, detected gaze point is blue line) 

3.3. Number of Characters in a Window 

Kushima compared the reading time by increasing or 
decreasing the number of characters displayed in the window from 
3 to 17 characters by two characters using the abovementioned 
experimental device and definition of gazing point. The image of 
the text read was an excerpt from a Japanese textbook for third 
graders. The purpose was to confirm the validity of the definition 
of the experimental device and the gazing point, and the 
experiment was conducted by setting the values of Δt1 to 14 ms 
and Δt2 to 98 ms.  

They found that when the window width was greater than nine 
characters, there was no substantial change in the reading time; that 
is, when the window display time was 98 ms and nine or more 
characters were displayed in the window, the reading was the same 
as without a window [15]. 

3.4. Minimum Gaze Time 

Kushima conducted the experiment with a window display 
time of only 98 ms. Nomura considered that reading was possible 
even with a shorter display time, and conducted a similar 
experiment with a display time of 98 ms or less to investigate the 
lower limit of the gaze time required for reading. Using the device 
developed in [15], Δt1 was set to 14 ms, and Δt2 was set to one of 
six values: 84, 70, 56, 42, 28 and 14 ms. The displayed image 
contained excerpts from three novels by Aozora Bunko: “Galaxy 
Railroad Night,” “I am a Cat,” and “Bochan.” 

The results showed that when the window display time (Δt2) 
was short, the reading time was long, and conversely, when the 
display time was long, the reading time was short. It was also 
shown that the reading time did not change significantly when the 
window display time was 56 ms or more and the window width 
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was seven characters or more. Furthermore, the reading time was 
long and unstable regardless of the window width when the 
window display time was 42 ms or less [16]. 

4. Font Size Experiment 

Previous studies have shown that when the window display 
time is 56 ms or more and the window width is seven characters or 
more, there is no significant difference in reading time with and 
without a window. The purpose of this experiment is to clarify the 
font size that enables reading in the same manner as without a 
window and the relationship between reading time and the font 
size displayed at one gazing point. 

4.1. Experimental Method 

 Experiments were performed using the same procedure as in 
[15]. The subjects were seven male students ages 21-22 years from 
our university. Eight text images were presented to the subjects in 
order, and the window width was increased by two characters from 
3 to 17 characters (up). Then, the window width was presented as 
reducing by 2 characters from 17 to 3 characters (down). In 
addition, we prepared three font sizes: 12, 18, and 24 pt. The 
displayed images were excerpts from the beginnings of novels, 
“Brothers,” “Restaurant with many orders,” and “Human 
disqualification,” by Aozora Bunko. We used the early part of each 
novel so that the difficulty level of reading did not change 
depending on the content of the text. Figure 10 shows an example 
of the text from “Brothers.”  

 

12 pt 

 

18 pt 

 
24 pt 

Figure 10: Display examples for each font size (Brothers) 

The reading times of the up and down experimental sequences 
were averaged and compared for each font size. Δt1 was set to 14 
ms, which is the same as in the previous study [15], and Δt2 was 
set to 98 ms, which enables reading without visual field restriction. 
In addition, to suppress the influence of the presentation order on 
the experimental results, we adjusted the order in which the images 
and font sizes were presented to the subjects. To motivate the 
subjects to fully understand and read the content of the text, the 
subjects were informed that a confirmation test of comprehension 

was to be performed after the measurement; this test was 
conducted after the measurement. This experiment was conducted 
in accordance with the Tokai University ethical code for human 
experiments. 

4.2. Experimental Results 

Figure 11 shows the average reading time for each font size. 
When the font size was 24 pt, the reading time decreased when the 
window width expanded from three characters to nine characters, 
and the fluctuation in reading time was small after nine characters. 
Similar results were observed at 12 and 18pt. These results are 
consistent with the results of previous studies [15, 25], and show 
that if the window width is nine characters or more, normal reading 
without visual field restriction is possible. From the measured 
reading time data, analysis of variance was performed based on 
two factors: font size and window width. The results are shown in 
Table 2. There was a significant difference at the significance level 
of 1% in the results of only one factor for each of the font sizes and 
the window widths. There was no significant difference in the 
interaction between font and window width sizes. 

 
Figure 11: Average reading time for each font size 

Table 2: Results of ANOVA for font size and window width 

 Results 
A: Font size F (2, 144) = 8.577, p < .0001 
B: Window width F (7, 144) = 19.649, p < .0001 
A×B F (14, 144) = 0.940, p = .5183 

 As our focus is on font size, we performed multiple 
comparisons for the three font sizes 12, 18, and 24 pt;  the results 
are shown in Table 3. There were significant differences between 
the 12 pt group and both the 18 and 24 pt groups, but there was no 
significant difference between the 18 and 24 pt groups. These 
results indicate that when the three font sizes, 12, 18, and 24 pt, are 
presented, there is no significant change in reading time when the 
font size is 18 pt or more, and normal reading without visual field 
limitation is possible. 

Table 3: Results of multiple comparisons for font sizes 

Pair p-value 
12pt × 24pt 0.0003071 
12pt × 18pt 0.0007033 
18pt × 24pt 0.8138201 

4.3. Discussion 

Effectively displaying text information on electronic media 
such as e-books can help to reduce reading time and improve 
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readability. Eye movements during reading are repeated saccades 
and gaze points. Clarifying the visual information-processing 
ability during gaze can be useful for proposing a new display 
method more suitable for information processing in the human 
brain. 

To clarify the visual-information-processing ability in the 
gazing point, the number of characters displayed in the gazing 
point and the display time within the gazing point that enable 
reading similar to normal reading have been investigated by using 
a window that moves in conjunction with the gazing point. 

The experimental results thus have helped to clarify based on 
the reading time that it is possible to read the same as normal 
reading without a window by displaying more than six characters 
for 56 ms or more. 

On the other hand, regarding readability, not only in e-books 
but also in conventional paper books, information of another 
dimension such as the type and size of the font to be displayed is 
also involved. 

Consequently, in this study, we focused on the size of the font. 
The smaller the font is, the more information that can be displayed 
on a limited page, and the more characters that can be displayed in 
one gazing point. However, it also has the problem of being 
difficult to read. Therefore, the reading time was evaluated by 
changing the font size. Our result indicate that there is a significant 
difference between 12 pt font and 18 and 24 pt font. Furthermore, 
we were able to obtain knowledge about the display time, number 
of display characters, and size of the display font. 

There are two styles of reading, one is to read and take the time 
to full absorb all the content, and the other is to read it to get 
information as quickly as possible. We believe that the results of 
this study will be useful in proposing a display method for faster 
and more accurate reading in the latter reading style. Nevertheless, 
we also believe that this research will be useful for realizing a 
display environment that facilitates the intake of information and 
allows more concentration on content even in the former reading 
style. 

 The difficulty of studying reading is that it depends on the 
language. Correct conclusions may not be obtained unless a native 
language researcher analyzes the native language subject. 
Therefore, related papers tend to be grouped by language. In the 
future, it will be important to compare the experimental results 
between different languages, and we hope that similar research 
will proceed in other languages with reference to this research 
result. 

5. Conclusion 

In recent years, small and lightweight electronic terminals, 
such as smartphones and tablets, have become widespread. In 
addition, the spread of e-books is supported by their specific 
advantages and many associated studies have been conducted. We 
investigated visual information processing during reading to study 
a display method that is easier to see and more efficient in 
presenting information on a display than conventional display 
methods. 

In a previous study, Kushima reported that they developed a 
measuring device that solves the problems that occurred in 

experiments to investigate the effective visual field in the past. 
They also reported that by displaying the image for 98 ms at the 
time of gazing, regular reading speed was the same as that without 
visual field limitation. Furthermore, Nomura showed that reading 
is not possible with the same device at a display time of 42 ms or 
less and that normal reading is possible by displaying sentences 
in a window of seven characters at 56 ms. 

In this study, to investigate the relationship between reading 
time and the font size, an experiment was conducted in which 
sentences were presented in three font sizes, 12, 18, and 24 pt, and 
the image was displayed for 98 ms at the time of gazing. The 
results showed that normal reading without any restriction of view 
is possible when the font size is 18 pt or more. 

From the results obtained this time and the results so far, it 
was shown that by displaying seven or more characters with a size 
of 18pt or more and for a period of 56ms or more in one gazing 
point, reading can be performed in the same manner as without a 
window.  

In this study, the result for seven adult male subjects are 
reported. More participants actually volunteered for the 
experiment, but the number of subjects for which eye movements 
could be accurately detected on a character-by-character basis was 
limited to seven. To increase the number of subjects, it is 
necessary to improve the eye movement measuring device so that 
the eye movement can be acquired more easily and accurately. 

Furthermore, research is needed that takes into account not 
only differences in gender and age, but also differences in reading 
habits. Results may differ between those who read a lot and those 
who do not. In addition, reading studies may not be evaluated 
correctly unless native language researchers conduct studies using 
native language subjects. Thus, the references are biased by 
language and it is difficult to compare the results between 
languages. However, the visual information-processing ability 
within the gazing point may be common to humans even if the 
language is different. In the future, we hope that this research will 
be useful for fostering a new culture related to languages, such as 
displaying the translation results of translation software that takes 
into account the readability of each language by making 
comparisons between various languages. 
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 This work proposes a new unsupervised learning approach to detect and locate the risks 
“abnormal event” in video scenes using Faster R-CNN and Bidirectional LSTM 
autoencoder. The approach proposed in this work is carried out in two steps: In the first 
step, we used a bidirectional LSTM autoencoder to detect the frames containing risks. In 
the second step, for each frame containing risks, we first used Faster R-CNN to extract all 
the objects containing in the scene and then for each object detected we check whether it 
represents a risk or not. In other words, in testing phase, the frames with events deviated 
from normal features learned in training phase are detected as risk. To locate objects 
representing risk, only the objects detected by Fast R-CNN deviated from normal feature 
are classified as risk.  Experimental results demonstrate that the proposed method can 
reliably detect and locate the object representing risk in video sequences. 
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1. Introduction  

The security of public spaces has become a very important 
area in recent years, hence the need to develop an automated 
surveillance system capable of analysing video scenes, exactly 
detect and locate anomalies. In order to respond to this, demand 
several approaches have been proposed based on sparse coding 
[1]-[3] or deep learning techniques [4]-[6]. The last one is divided 
on two types of learning techniques [1], the supervised setting 
which requires both normal and abnormal labelled training 
samples, but it is difficult to obtain a training labelled data set, 
moreover, unsupervised methods avoid excessive manual 
labelling, it can only be applied on the specific scenes because 
they are using underlying data and prior knowledge to design 
limited distributions.  

In recent years, deep learning has become an important 
domain and have been applied for a diverse set of tasks, the 
anomaly detection is one, most research on this area was based on 
RNN and CNN network architectures, such as deep generative 
models such as variational autoencoder (VAE) [7], generative 
adversarial networks (GANs) [8], Long Short-Term memory 
networks (LSTMs) [9], deep learning have resolved the weakness 
of traditional method. 

     In real life there is some challenging problems to detect 
anomalous video, like the lack of clear definition of anomalies, 
difficulty of scene segmentation, high density object with   
random motions, occlusions, and the fact that a risk appears rarely 
in short time. This paper focused on unsupervised risk detection 
and localization approaches based on convolutional neural 
network algorithms. 

     Our approach present a model based on the convolutional 
neural network, Bidirectional LSTM auto-encoder and Fast C-
RNN. The convolution neural network auto-encoder captures the 
local structure and the LSTM auto-encoder captures temporal 
information, it learns the normal patterns from the normal training 
videos then the risks are detected as events deviated from the 
normal patterns learned. To detect risk in frame we compute de 
difference between the original frame and the reconstructed 
frame, and performing a threshold error will detect the frame 
contains risk. In the second steep the Fast C-RNN extract objects 
from the frame with risk, to localize risk in this frame the error is 
only computed between objects detected in normal frame and 
those objects in the reconstructed frame. Fig. 1 illustrates an 
overview of the proposed method. 

The reminder of this paper is organized as follows: The second 
section presents the methodology, the third section shows 
experimental results, and finally a conclusion. 
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Figure 1:  Overview of the proposed approach 

2. Related Work 

In this section, we present some of the previous works on 
anomaly detection based on deep learning. In [4], the authors have 
been introduced a cascade of auto-encoders, based on two novel 
cubic-patch-based anomaly detectors, the first one based on 
power of an auto-encoder on reconstructing an input video patch 
and the second is based on the power of sparse representation of 
an input video patch. 

To analyze spatial and temporal information, the spatial 
temporal Convolutional Neural Networks have been used to 
capture spatial and temporal features encoded in frames video. 
The convolution is only performed in spatial temporal volumes of 
moving pixels to resolve the problem of local noise, and increase 
detection accuracy [10]. In [11], the authors have integrated the 
HOG and HOF motion features as input to the autoencoder to 
learn the reconstruction of regular motion in video frames, in the 

reconstruction step, the higher error is classified as abnormal 
events. Hence in [5], the authors  have proposed an unsupervised 
deep learning framework for anomalous event detection in 
complex video scenes based on a three-stream architecture 
(spatial, temporal and their joint representation) by employing the 
auto-encoder to learn the features, furthermore in [6], the authors 
built a novel model called spatio-temporal autoencoder (STAE), 
which learn video representation automatically using deep neural 
networks and extract features from both spatial and temporal 
dimensions by using 3-dimensional convolutions.   

Whereas Generative Adversarial Nets (GANs) [12] takes as 
the first input the normal frames and produces corresponding 
optical-flow images. As the second input, GANs takes the real 
optical-flow of normal frames and outputs an appearance 
reconstruction. The abnormal areas are detected by computing 
local differences between the reconstructed appearance and 
motion and the normal frames and real optical-flow in order. 
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In [13], the authors have been presented a composite Conv-
LSTM network able to reconstruct input frames, and predict future 
frames. The anomalous video segments are detected using a 
regularity evaluation algorithm at the model’s output, video 
sequences containing normal events have a higher regularity score 
since they are similar to the data used to train the model, while 
sequences containing abnormal events have a lower regularity 
score. 

3. Methodology 

3.1. The LSTM Model 

To resolve the problem of vanishing gradient and exploding in 
recurrent neural network (RNN), Hochreiter and al in [14], have 
been presented a neural network called Long Short-Term Memory 
(LSTM) for modelling long dependencies over time, and learn 
more semantic information and complex features. The LSTM unit 
is formulates with the equations as follow: 
 

𝒇𝒇𝒕𝒕 =  𝝈𝝈�𝑾𝑾𝒇𝒇 ⊗ [𝒉𝒉𝒕𝒕−𝟏𝟏,𝒙𝒙𝒕𝒕] + 𝒃𝒃𝒇𝒇�                      (1) 

 

𝒊𝒊𝒕𝒕 =  𝝈𝝈(𝑾𝑾𝒊𝒊  ⊗ [𝒉𝒉𝒕𝒕−𝟏𝟏,𝒙𝒙𝒕𝒕] + 𝒃𝒃𝒊𝒊)                        (2) 

 

Ĉ𝒕𝒕 = 𝒕𝒕𝒕𝒕𝒕𝒕𝒉𝒉(𝑾𝑾𝒄𝒄  ⊗ [𝒉𝒉𝒕𝒕−𝟏𝟏,𝒙𝒙𝒕𝒕] + 𝒃𝒃𝑪𝑪)                      (3) 

 

𝑪𝑪𝒕𝒕 = 𝒇𝒇𝒕𝒕  ⊗𝑪𝑪𝒕𝒕−𝟏𝟏 + 𝒊𝒊𝒕𝒕 ⊗  Ĉ𝒕𝒕                          (4) 

 

𝒐𝒐𝒕𝒕 =  𝝈𝝈(𝑾𝑾𝒐𝒐  ⊗   [𝒉𝒉𝒕𝒕−𝟏𝟏,𝒙𝒙𝒕𝒕] + 𝒃𝒃𝒐𝒐)                          (5) 

 

𝒉𝒉𝒕𝒕 = 𝒐𝒐𝒕𝒕  ⊗ 𝒕𝒕𝒕𝒕𝒕𝒕𝒉𝒉(𝑪𝑪𝒕𝒕)                           (6) 

Eq. (1) define the forget gate to reset the memory cell, Eq. (2) 
and Eq.(3) denotes the input and output gates, and essentially 
control the input and output of the memory cell. Eq. (4) represents 
the memory cell that prevents the problem of vanishing gradient 
and exploding problem in RNN. 

xt denote the input at time t. 

Figure 2 illustrates the difference between LSTM unit and 
RNN neural network.       

To capture the most important semantic information and 
height level features in sequences video, we use Bidirectional 
Long Short-Term Memory (BLSTM) Networks architecture. The 
basic idea of BLSTM that the output of the forward and backward 
layer is combined at each time step to form one output, it’s learned 
the past and future feature very fast and more accurate, the Fig. 3 
illustrate the BLSTM architecture: 

 

(a) 

 

(b) 

Figure 2:  LSTM unit on the top and RNN unit on the bottom 
 

 
Figure 3: The architecture of BLSTM 

Figure 4:  Autoencoder architecture 

3.2. The Autoencoder 
An autoencoder is an artificial neural network which 

performed in an unsupervised learning context, it can be seen as 
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the set of two components, an encoder and a decoder, the encoder 
that consists to reduce dimensionality of the input data, in order 
to represent them in a new space, the number of their input units 
layer is less than the output. Whereas the decoder, reconstruct data 
from the encoding by minimizing the reconstruction error 
between the encoder result (hidden layer) and the original inputs. 
The Fig.4 shows the autoencoder architecture. 

In comparison with the PCA, the autoencoder is more 
efficient in case of non-linear transformation. 

3.3. Faster C-RNN 

Object detection is the process of finding objects in frames 
video, there is many approaches treating this area of research, on 
this paragraph we will focused on the neural network Faster R-
CNN approach [14]. 

Faster R-CNN is a region based neural network, the  first 
steep use RPN fully convolutional network that take an image as 
input and outputs  proposal regions with an objectness  score  for 
each one the second steep integrate the Fast R-CNN network to 
classify those regions. 

The RPN network is a complete convolutional network which 
slides on the feature map to indicate for each position whether 
there is an object or not, without taking into account the class of 
the object.  

In order to have a system that is robust to translation and to 
scale, RPN uses an anchor-based algorithm. For each position of 
the sliding window on the feature map, 9 anchors are placed. The 
anchors are all centered on the sliding window, only their scale 
and ratio change (there are three scales and three ratios (1: 1, 2: 1 
and 1: 2), which makes the 9 anchors. Each anchor is processed 

through the convolutional layers of the RPN and the networks 
produce the probability that this anchor represents an object and 
potentially an offset to correct the dimensions of the anchor. 
Faster R-CNN generate region proposals directly in the network 
instead of using an external algorithm, that’s make it faster, 
accurate and useful in real time detection. 

4. The Proposed Method 

For risk detection and localization in space public, we have 
presented an approach, which consists of recurrent neural network 
and convolution neural network. The proposed method focused 
on two pre-trained models. The Bidirectional LSTM Autoencoder 
[15], this model learns the normal behavior from normal training 
video frames. The risks on testing data are detected as behavior 
deviated from the normal characteristic learned, by performing a 
threshold on reconstruction error. The second model is the Fast 
RCNN [14], a pre-trained object detection model which used to 
detect and extract objects in video frames, the model was trained 
on the MS-COCO dataset, and the output of this model is the 
bounding box of objects detected in frames video. 

The first model consists of two convolution layers followed 
by bidirectional LSTM layers in the Fig. 5. Inspired by [17], the 
reconstruction error of the frame t is defined as follow: 

𝒆𝒆(𝒕𝒕) =  ‖𝑰𝑰( 𝒕𝒕) − 𝒇𝒇𝒘𝒘(𝑰𝑰(𝒕𝒕))‖𝟐𝟐                              (7) 

where fw the learned model and the reconstruction error score is 
defined as follow:  

𝑹𝑹𝑹𝑹𝑹𝑹 =  
𝒆𝒆(𝒕𝒕) − 𝒆𝒆(𝒕𝒕)𝒎𝒎𝒊𝒊𝒕𝒕 

𝒆𝒆(𝒕𝒕)𝒎𝒎𝒕𝒕𝒙𝒙
                                  (8) 

 

Figure 5:  Architecture of the first model 
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To locate objects representing risk, we apply equation (8) to 
compute error construction of objects detected in frames with risk. 
In other words, the reconstruction error scores between bounding 
box of object in the original frame and the same bounding box in 
reconstructed frame must be greater than a threshold α to classify 
the object as abnormal, the experimental value of α is 0.005. 

5. Experimental Results 

The model was trained and tested on the UCSD Ped1 datasets, 
the training video frames are divided into temporal cuboid of 10 
frames, the resolution of each frame is 227x227, and the pixels 
value are normalized to take value between 0 and 1. The same 
processing data was performed to the testing video frames and the 
reconstructed error was computed for every cuboid of testing data. 

The training videos contain videos without risk, and the 
testing videos contain both sequences video without risk and 
sequences video with risk. The computer used in this works has 
NVIDIA K80 with 12GB Memory tensorflow 2 python Library. 
To trains the model 40 epochs was used with a batch size of 4, a 
dropout of 20 percent, Adam optimizer with lr=1e-4, decay=1e-5 
and epsilon=1e-6. 

The Fig 6, 7 and 8 illustrates the result of our approach. (a) 
Represents the image difference between the original and the 
reconstructed frame, (b) shows objects of original frame, and the 
reconstructed objects, the object which has a reconstruction error 
greater than a threshold (0.005) is classified as abnormal object. 

 
(a) Input frame on the left, reconstructed frame on the middle, and the 

difference between input and reconstructed frame on the right 

 
(b) Extracted objects on the top, reconstructed frame on the bottom 

Figure 6:  The folder test 19 in UCSDped1, frame 150 

 
(a) Input frame on the left, reconstructed frame on the middle, and the 

difference between input and reconstructed frame on the right 

 
(b) extracted objects on the top, reconstructed frame on the bottom 
Figure 7: The folder test 36 in UCSDped1, frame 120 

 
(a) Input frame on the left, reconstructed frame on the middle, and the 

difference between input and reconstructed frame on the right 

 
(b) Extracted objects on the top, reconstructed frame on the bottom 

Figure 8:  The folder test 19 in UCSDped1, frame 120 

The Tab. 1 demonstrates the reconstructed error of detected 
objects. The object 5(car), where error greater than the threshold 
(0.005) in frame 2 was located as risk. 

Table 1: Reconstruction Error for Detected Objects 

 Obj1 Obj2 Obj3 Obj4 Obj5 

Frame1 0.0037 0.004 0.0028 0.0032 0.0033 

Frame 2 0.0043 0.003 0.0038 0.0041 0.0054 

Frame 3 0.0035 0.0029 0.0028   

6. Conclusion 

This work proposes an automated deep learning-based 
approach to detect and locate risks in public space; it exploits both 
convolution neural network and recurrent neural network in order 
to learn the spatial and temporal semantic features from frames 
video. Firstly, Bidirectional LSTM Autoencoder is used to detect 
abnormal frames, and then, a Fast R-CNN is applied to locate 
exactly objects representing risks in frames containing risks. 
Experiments were tested on UCSD datasets, and prove that the 
proposed approach detect and locate risks accurately. This 
approach performs automatically without any involvement, which 
makes it useful for real time video surveillance. 
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Finally, our future work consists to treat this idea in one 
convolutional neural network model. 
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 Drought has become more common and severe in recent decades due to increased global 
changes in climatic conditions and anthropogenic activities thereby analyzing drought at 
both regional and local levels is crucial. And so, this study aims at assessing drought risk in 
Northern Nigeria using NDVI and SPI. Data used included satellite images (Landsat OLI-
TIRS, ETM+, TM, and MSS) meteorological data, and gridded precipitation datasets (1975 
– 2016) from the Climate Research Unit (CRU). The drought index was calculated using the 
Standardized Precipitation Index (SPI) for both short-term and long-term timescales with 
emphasis on drought magnitude, frequency, duration. The Mann-Kendall trend analysis was 
utilized on precipitation and SPI to investigate the trend changes. Results indicated that SPI 
dynamics over the region at varying timescales suggest the unpredictability of drought with 
longest drought duration were the severe and extreme drought (SPI ≤ − 1.5) was peaked at 
-3.12 severity that lasted 15months between 2007 and 2008. The worst drought magnitudes 
were more eminent in the longer timescale (SPI12months) with its peak of -70.8 that lasted 
60months (5years) between 1984 and 1986. Similarly, drought intensity was observed 
between the mildly dry with SPI -0.47(1986 - 1991) and severely dry with SPI − 1.79 (1983 
- 1984) this further revealed that spatially drought risk is increasing southward. NDVI values 
obtained demonstrated a consistent decrease with a better state in 1975 which ranged 
between – 0.31 and 0.63. 2016 recorded lower values with a range between -0.21 and 0.47. 
NDVI minimum and maximum values were between -0.48 and 0.63 between 1975 and 2016, 
while in 2016 highest of 0.47 was observed as the least maximum value with 1975 recording 
the highest value at 0.63. The results demonstrated that drought conditions within the 
Guinean-Sudano ecological zone of northern Nigeria are evident due to rapid unpredictable 
climatic changes and anthropogenic activities. 
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1. Introduction 

   Drought is among the most destructive natural disasters in the 
world. It often causes far-reaching damages to natural ecosystems, 
results in water shortages, and increased risks of surface 
temperatures and desertification amongst others. Contrary to other 
extreme phenomena (such as floods and tornadoes), drought 
results from below-normal precipitation combined with warm 
temperatures over months to years [1] with variations in drought 
frequency and severity often of enormous concern. The primary 
cause of most droughts can be associated with fluctuating 

atmospheric patterns such as low rainfall, cloud cover, and greater 
evaporation rates [1] which are exacerbated by anthropogenic 
activities. 

   Droughts are universally divided into four types: meteorological 
drought (abnormally low precipitation), hydrological drought 
(precipitation shortages that impact the surface and groundwater 
levels), agricultural drought (decreased soil moisture that impacts 
crops), and socio-economic drought (decreased water supply that 
affects people and supply of goods) [2,3]. However, the 
meteorological drought influences both agricultural and 
hydrological droughts to occur [4,5] Droughts can also be 
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classified by length, intensity, regional distribution, frequency, and 
onset rate [6].  

Droughts occur worldwide but their frequency, duration, and 
severity differ by location. According to Trenberth, the size, 
intensity, frequency, and spatial coverage of the dry area has 
increased since the 1970s across the globe particularly in Africa, 
East, and South Asia, eastern Australia, Southern Europe, 
Northern and Southern America, most of Alaska, and Western 
Canada [7]. There were about 669 incidences of drought reported 
worldwide between 1960 and 2016, with approximately 2.2 
million deaths that affected over 2.6 billion people leading to an 
estimated economic impact of 146 billion US Dollars [8]. Unlike 
developed countries, underdeveloped and developing countries are 
the worst hit by the impact of climate change due to physical, 
social, and economic factors [9]. 

   The extreme weather and climate events including droughts and 
floods have significant impacts on the economy, natural resources, 
and human health in Africa [9]. In this regard, the negative impacts 
of drought are more severe in sub-Saharan Africa, where rain-fed 
farming encompasses 95% of all agriculture [10,11]. Also, crop 
production and food security are mainly threatened by drought 
where the effects are inter-temporal and long-lasting [12,13]. 
Africa stands top with a total of 289 reported drought events that 
had about 700 thousand deaths and above 414 million people 
unsettled between 1960 and 2015 [14]. This threat is expected to 
further exacerbate the existing widespread poverty and food 
insecurity with the situation similar within other regions of sub-
Saharan Africa [14–16]. In West Africa, [17] revealed there is 
about a 40% decline in annual precipitation total from the year 
1968–1990 as compared with the 30 years between 1931 and 1960. 
So, frequent drought occurrences within the West African region 
have caused famine and are threatening the African savanna 
regions while making the populace highly vulnerable to drought 
[18]. 

   Likewise, the situation in Nigeria is not any different, drought 
occurrences and reoccurrences have been reported in Nigeria for 
decades [19] that have grown and gradually migrated southward 
particularly within Nigeria's Guinean-Sudano ecological zone 
[20,21]. This indicates that drought risks will continue to expose 
residents in this area with its impacts comprising mass starvation, 
famine, destruction of ecosystems, socio-economic instability and 
poverty [22] particularly in areas where agriculture is the mainstay 
of the economy as the case of the Guinean-Sudano zone in northern 
Nigeria. Therefore, it is essential that regular drought monitoring 
is conducted to provide preventive policy aid for long and 
medium-term planning.  

   From the 20th century, scientific studies had adopted climatic 
(temperature and precipitation) and hydrological (soil moisture 
and streamflow) indicators as main input towards the generation of 
indices for quantitative modeling of drought severity [23] as 
depicted in the Standardized Precipitation Index (SPI) proposed by 
[24]. However, further advances in the study of drought between 
the 20th and 21st centuries led to the acceptance of over 150 
indices for drought studies [25] several regions with different 
climatic conditions. Thus, many drought studies have depended on 
the availability of data from several remote sensing systems 
applied in a variety of methodologies. These include NDVI-based 

conceptualizations like soil Adjusted Vegetation Index (SAVI) 
[26] and more advanced methods now include indices such as 
Drought Severity Index (DSI) proposed by [27] applied in [28]. In 
Nigeria, not until recently, statistical techniques such as SPI and 
SPEI were the most used indices in drought assessment. 
Nonetheless, the introduction of Geo-information Systems (GIS) 
and remote sensing that has championed the adoption of integrated 
methods in the monitoring of drought has proven to provide better 
and more robust options to mitigating drought. Lately, [21,29,30] 
amongst others have employed combined techniques through 
satellite-based applications such as NDVI and statistical 
techniques like SPI/ SPEI in drought assessment over the Sudano-
Sahelian region and North Central of Nigeria. The integrated 
techniques were utilized in examining vegetation health and 
response to drought and in predicting the occurrence duration and 
severity of drought events.  

   Nevertheless, there have been little or no reports on drought 
vulnerability and risk even though it is virtually common 
knowledge to land users such as farmers within the Guinean-
Sudano region which comprises 5 ecological zones namely: 
Derived, Guinea, Sudan, and Sahel Savannas, and Jos Plateau.  
Therefore, this study aims to analyze drought in northern Nigeria 
using NDVI and SPI indices for effective prevention and 
mitigation towards sustainable development. 

2. Methodology 

2.1. Study area 

   From south to north, the ecological zones of Nigeria are 
Mangrove Swamp and Coastal Vegetation, Freshwater Swamp 
Forest, Lowland Rain Forest, Derived Savanna, Guinea Savanna, 
Sudan Savanna, and Sahel Savanna [31]. A few mountainous areas 
are found on the Jos Plateau, Adamawa, Taraba, and northern part 
of Cross-River State (Figure 1), but for this study, 4 States (Bauchi, 
Gombe, Plateau, and Nassarawa), as well as the Federal Capital 
Territory (FCT) were used to illustrate the climatic variation across 
major ecological zones in northern Nigeria. 

Figure 1: Ecological Zones in Nigeria 
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   The study area lies between latitude 9°15' and 12° 30' North and 
longitude 6° 45' and 12° 00'East. It falls within the Sahel, Sudan, 
Guinea, and the Jos Plateau ecological zones with a little portion 
of derived Savanna southward area covering an area of 133,232 
square kilometers (Km2) accounting for 14.42 percent of 
Nigeria’s total landmass. The study area is bordered by Yobe, 
Jigawa, and Kano States to the north; Borno and Adamawa states 
to the east; Kaduna and Niger States to the west; and Kogi, Benue, 
and Taraba States to the south (Figure 2). Northern Nigeria 
constitutes about 80% of the vegetative zones, records lower 
rainfall, shorter wet season and they make up the Savanna land 
[23].  

 
Figure 2: The study area, Bauchi, Gombe, Plateau, and Nassarawa States   

including FCT 

   Rainfall is mostly seasonal and extremely unstable through the 
years with two distinct seasons (dry and wet). The dry season 
covers up to a period of about 7-8 months, from October to 
April/May, and the wet season about 4-5 months, from May to 
September with annual rainfalls between 600 – 1500 mm [21,31]. 
The study area consists of predominantly 2 drainage systems: the 
River Niger drainage system consists of the River Niger and its 
tributaries, prominent among which are the: Benue, Sokoto-Rima, 
Kaduna, Gongola; and Lake Chad inland drainage system that 
draws the following in-flowing rivers from Nigeria: the 
Komadougou-Yobe (with headstreams including Hadejia, 
Jama'are, and Misau) and the Yedseram [32]. 

    Northern Nigeria is rich in agricultural produce nevertheless the 
enormous inter-annual inconsistency of rainfall undermines it to 
intermittent dry spells which occasionally result in the widespread 
drought that can inflict grievous socio-economic constraints [23]. 
Irrigation is generally practiced and crops include grains (rice, 
wheat, soybeans, beans, maize, millet, amongst others), tuber 
crops (yam and cassava) mainly from the Guinea-savanna zone 
[22]. Cotton and groundnut, which are economic crops are found 
in this region mainly in the midland zone and Sahel zones [21]. 
The Savanna landforms are the tremendous natural habitat for a 
large number of grazing livestock such as cattle, goats, horses, 
sheep, camels, and donkeys [15]. The Geology to which the region 
belongs mostly in the basement complex rocks formation made of 
older and younger granites formed during the geologic period of 
the pre-cambrea era [15]. The region had a total population of 
13,499,215 in 2006 with about 32.8% growth to 20,082,239 in 

2016 [33] with a majority of the population living below the 
poverty line with income below 361 USD per annum as poverty 
data reported an average of 55% poverty rate across the region 
[34]. Hence the dire need to assess drought conditions in northern 
Nigeria and particularly across the ecological zones. 

2.2. Data and Methods 

   This paper investigates the spatiotemporal variability of drought 
incidence in the Guinean-Sudano zone of northern Nigeria 
between 1975 and 2016. The study is based on an analysis of a 
calculated space-time field of the Standardized Precipitation Index 
(SPI), as proposed by [24] combined with NDVI to provide a 
robust assessment of drought within the Guinean-Sudano zone of 
northern Nigeria. 

    SPI offers several advantages which were highlighted by [35]as 
a starting point for meteorological drought monitoring. First, SPI 
is probability-based, and therefore it is easy to interpret and allows 
for comparison across space and time [4]. This led to its 
endorsement through the Lincoln Declaration on Drought Indices 
as the standard for evaluating the occurrence of meteorological 
drought [36]. However, the time series should have a minimum of 
30 years of data, even when missing data are accounted for [15,37] 
which has influenced our 45-year temporal assessment. For these 
reasons, SPI has been used in drought assessment and monitoring 
in various climes across the globe and particularly in Africa where 
data availability is an issue. 

   The impact of drought on society and agriculture is a dire 
situation that requires reliable indices that identify the geospatial 
and temporal aspects of drought occurrences and their intensity to 
determine the impact and also for decision-making and research 
[38]. Therefore, development and advancements in space expertise 
on topical issues such as drought detection, monitoring, and 
assessment have been achieved with the formulation of plans to 
deal with this slow-onset disaster [4]. With the help of 
environmental satellites, drought can be recognized 4-6weeks 
earlier than before and defined precisely, and its impact on 
agriculture can be diagnosed far in advance of harvest, which is the 
most vital for global food security and trade [39]. 

   Furthermore, drought indices calculated at a single area are only 
valid at that location. As a result, one of the key disadvantages of 
climate-based drought analysis is their lack of spatial precision, as 
well as the fact that they rely on data collected at weather stations, 
which can be sparsely dispersed, lowering the dependability of the 
drought [4,39,40]. Hence, satellite-derived drought indicators 
based on satellite-derived surface data have become frequently 
used in drought research [28]. NDVI is one of the most used 
vegetation indicators. 

   The Normalized Difference Vegetation Index (NDVI) is a 
measure of vegetation health and density [41]. The formula for 
NDVI is: NDVI= (NIR-RED)/ (NIR+RED). The NIR and RED are 
the reflectance values of near-infrared and red bands which vary 
from +1 to -1. NDVI is a good indicator of green biomass, leaf area 
index, and patterns of production [41]. Remotely sensed data have 
been used to evaluate climatic and environmental changes at 
regional and global scales [42]. It can be used for the description 
of land cover, vegetation classification, and health but is also 
effective for monitoring rainfall and drought [43]. The sensitivity 

http://www.astesj.com/


G.L Dasat et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 6, 151-166 (2021) 

www.astesj.com     154 

of NDVI values to rainfall fluctuations varies regionally, owing to 
the effects of variation in features such as vegetation type and soil 
background [44].  

2.3. Datasets and their characteristics 

    Secondary data were utilized for this study with primary sources 
from field observations and GPS measurements. Landsat satellite 
images of Bauchi, Gombe, Plateau, and Nassarawa States 
including FCT were acquired for 1975, 1990, 2005, and 2016 
obtained from the United States Geological Survey (USGS) Earth 
Explorer platform.  

    In addition, rainfall data were acquired from Nigerian 
Meteorological Agency (NIMET) for 10 weather stations using the 
monthly rainfall data for the period of forty-one years (1975 - 
2016). Though gauge measurements provide high-quality 
estimates of rainfall and other weather parameters, their 
availability is a major constraint especially in sparsely populated 
areas such as drylands [45]. Therefore, gridded data sets were 
utilized to supplement for no data area where climatic data for 5 
States over the study area to allow interpolation were obtained 
from data developed by the University of East Anglia at a spatial 
resolution of 0.5×0.5 degrees covering a temporal range of 1975 to 
2016 [45]. These datasets are developed using models and 
algorithms; integrating ground observations and satellite recorded 
imageries in multiple wavelengths [45] have provided an 
alternative to gauge data at a broad scale with varying Spatio-
temporal resolutions thereby helping overcome the foregoing 
constraints by providing more homogenous spatial and temporal 
coverage for most locations across the world including un-gauged 
regions [45].  

2.4. Determination of SPI and NDVI 

   The Standardized Precipitation Index (SPI) developed by [24] is 
a popular index that is used to characterize drought at varying time 
scales. SPI is computed by finding the probability of precipitation 
data of a given frequency over an area [11,25]. Positive SPI values 
connote wet conditions; the higher the SPI, the more unusually wet 
a period is [25]. Negative SPI values signify dry conditions; lower 
SPI implies the more abnormally dry a period is (Table 1). This 
was computed using SPI Generator created by [46]. 

Table 1: Standard Precipitation Index (SPI) 

SPI 
VALUES DESCRIPTION 

2> Extremely wet 

1.5 - 1.99 Very wet 

1.0 - 1.49 Moderately wet 

0 - 1.0 Mildly wet 

-1 to 0 Mildly drought 

-1.5 to -1.0 Moderately drought 

-2 to -1.5 Severe drought 

-2 < Extreme drought 

   The drought magnitude was obtained as the aggregate SPI over 
the drought months taken as a positive value [39]. The intensity 
(drought severity) was computed as the magnitude divided by 
drought duration [11,39].  

   Since the input parameter for SPI computation is precipitation, 
trend analysis of precipitation was done to study the local changes 
in climate. The Mann-Kendall non-parametric test was adopted in 
this work to assess the trends in precipitation and SPI aimed at 
testing the statistical distribution of the data records. There are 
several approaches to trend analyses available but the Mann-
Kendall was the most preferred and used test for assessing the 
trends in hydro-climatic studies [38,47,48]. 

   SPI values for 15 locations under the periods between 1975 and 
2016 were interpolated using the Inverse Distance Weighted 
Technique (IDW) and according to [49] interpolation provided 
optimal areal estimates in any given situation and is applicable 
both for drought and flood. The interpolation maps are thus been 
reclassified into drought severity classes. The SPI map was further 
integrated using the cell statistic tool in ArcGIS to generate a 
drought risk map.  
In calculation of SPI, we adopted methods  

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑥𝑥𝑖𝑖−�̅�𝑥
𝜎𝜎

    (1) 

where: xi = observed precipitation value of the selected period 
during a particular year; 
X and σ = the mean and the standard deviation respectively over 
the selected period. 

   The criteria employed by [4,24] were utilized in the 
quantification and classification of the SPI drought severity status 
of the study. Drought classification with monthly SPI ≤ − 1.00 
were considered to be as drought commencement and cessation 
since mild drought (SPI between − 0.99 and 0.99) showed only a 
slight variation from the normal rainfall distribution [50–52]. 
Therefore, using the SPI_SL_6.exe algorithm, the severity of the 
drought was generated and plotted as graphs and maps. Temporal 
drought event characteristics (frequency, magnitude, intensity, 
and severity status) were computed using one of the SPI analysis 
parameters. 

   Drought frequency is the return period between drought events 
that have severity threshold values of SPI ≤ − 1 [52]. The 
magnitude of drought event tallies with the collective water dearth 
during the drought period below a certain threshold (SPI-values ≥ 
−1) and drought intensity (DI) is the ratio between the drought 
magnitude and the duration of the event [50,52] computed as: 
Drought magnitude 

(DM)= −∑ 𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛
𝑖𝑖=1      (2) 

Drought intensity (Di) = D M     (3) 
                                 DD  

where: DM = drought magnitude, 
n = number of months with drought event at j timescale; and 
DD = drought duration. 

   Drought severity (DS) must not be muddled with intensity, 
which refers to the drought event's lowest SPI number [53]. The 
number of droughts per 100 years for several timescales of the 
rainy months and seasons (SPI: 3-, 6-, and 12-months) in the study 
as assessed by [51,52,54] were:  
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𝑁𝑁𝑖𝑖100 = 𝑁𝑁𝑖𝑖
𝑖𝑖𝑥𝑥𝑛𝑛

× 100     (4) 
where:  Ni100 = the number of droughts for a timescale i in 100 
years; 

Ni = the number of years with droughts for a timescale i in 
the n-year set; 
i = the timescales (3-, 6- and 12- months), and n = the number 
of years in the data set (45 years). 

   The MK (Mann Kendall) trend test [55,56] has been computed 
to substantiate the statistical significance (increasing and 
decreasing trends) for wet months and seasons of SPI: 3-, 6- and 
12- months timescales. The relative strength of the MK trend test 
in time series analysis has been quantified using Sen's Slope 
Estimator (SSE) [57]. The analysis was carried out by the 
Addinsoft XLSTAT as applied by [58].  

The Mann-Kendall trend test (S) is calculated as: 

𝑆𝑆 = � � 𝒔𝒔𝒔𝒔𝒔𝒔 �𝑥𝑥𝑗𝑗 − 𝑥𝑥1�𝑗𝑗=𝑖𝑖+1

𝑁𝑁−1

𝑖𝑖=1
    (5) 

where xi is the time series ranked from i=1, 2,………n-1 and xj 
from j = i+1,2,……..n.  

All the data values are taken as reference point to which 
comparison is done with the rest of the data values xj such; 

𝒔𝒔𝒔𝒔𝒔𝒔�𝑥𝑥𝑗𝑗 − 𝑥𝑥1�=�
+1 > �𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖�
0 =    �𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖�
−1 < �𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖�

     (6) 

The statistics of variance is given as 

Var (S)=
𝑛𝑛(𝑛𝑛−1)(2𝑛𝑛+5)−� 𝑡𝑡𝑖𝑖(𝑖𝑖)(𝑖𝑖−1)(2𝑖𝑖+5)𝑚𝑚

𝑖𝑖=1
18

    (7) 

where ti represents number of ties up to sample value i. 
Sen’s Slope Trend Estimator (SSE) 

The Sen’s trend estimator test was described by[57] and the 
magnitude of the trend is given by 

𝑇𝑇𝑖𝑖 =
𝑥𝑥𝑗𝑗−𝑥𝑥𝑘𝑘
𝑗𝑗−𝑘𝑘

           (8) 
where xj and xk are considered as data points j and k (j > k) 
compatibility. The median of these N values of Ti is represented 
as Sen’s estimator of slope which is given as 

 

𝑄𝑄𝑖𝑖 = �
𝑇𝑇 𝑁𝑁+1

2
1
2
�𝑇𝑇𝑁𝑁

2
+ 𝑇𝑇𝑁𝑁+2

2
�

      𝑁𝑁 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒        (9) 

   Positive and negative figures of Qi represent upward 
(increasing) and downward (decreasing) trends, respectively. To 
measure the Spatio-temporal occurrence of drought over the area 
under study, the 3-, 6- and 12-month SPI were used. These time 
lags are enough for drought frequency and intensity assessment 
[39,40]. The SPI was computed on a monthly scale so that the 
consistency of drought duration and intensity can be determined 
according to table 2. 

   In addition, Normalized Difference Vegetation Index (NDVI) 
was computed. The NDVI datasets were obtained from the 
Landsat OLI- TIRS, ETM+, TM, and MSS with NDVI 
universally defined as:  

NDVI= NIR – RED      (10) 

              NIR + RED        

where NIR is the Near Infra-red band and Red is the red band in 
the electromagnetic spectrum. Furthermore, a correlation and 
regression analysis were carried out to observe the relationship 
between SPI and Vegetation cover over the study area. 

3. Results 

   The Standardized Precipitation Index (SPI) developed [24] is a 
popular index that is used to characterize drought at different time 
scales.  
 

 
(a) Annual precipitation over the ecological zones 

(b) Cumulative seasonal precipitation 

Figure 3: Unpredictability of precipitation over the ecological zones 

3.1. The pattern of precipitation and drought events; 

   The characteristics of precipitation over the ecological zones 
Figure 3a and b revealed that long precipitation occurs between 
June and September with its peak in August while the short 
precipitation occurs between November and March. Rainfall 
variability was eminent year to year across the zone with states 
within similar ecological zones exhibiting similar precipitation 
patterns. Bauchi and Gombe states within the Sahel and Sudan 
exhibited similar rainfall dynamics with the least record of 
661mm/yr and 614mm/yr in 1987 respectively while peak annual 
precipitation of 1547mm/year was recorded in FCT, 2016. 
Correspondingly, Plateau and Nassarawa states including FCT 
showed similar rainfall patterns within the Guinean savanna and 
Jos Plateau ecological zones.  
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Table 2: Drought Characteristics over the ecological zones 

 

LOCATIONS 
TIME 
SCALE YEAR 

DURATION 

(months) MAGNITUDE INTENSITY 

 

PEAK 

ABUJA 

 
 

SPI 3 2013-2014 11 -11.83 -1.0755 -2.95 

SPI 6 2013-2014 11 -12.99 -1.1809 -2.85 

SPI 12 1986- 1991 59 -27.59 -0.4676 -2.27 

BAUCHI 

 
 

SPI 3 1977- 1978 9 -8.78 -0.9756 -2.96 

SPI 6 1977- 1978 12 -13.14 -1.0950 -2.85 

SPI 12 1983- 1988 60 -67.79 -1.1298 -2.15 

GOMBE 

 
 

SPI 3 1977- 1978 9 -7.40 -0.8222 -2.89 

SPI 6 1984- 1986 23 -19.46 -0.8461 -2.85 

SPI 12 1983- 1984 60 -70.80 -1.1800 -1.97 

PLATEAU 

 

 

 
 

SPI 3 1977-1978 11 -6.84 -0.6218 -3.06 

 
2013- 2014 11 -8.83 -0.8027  

SPI 6 2007- 2008 15 -16.38 -1.0920 -3.12 

SPI 12 1986- 1988 25 -19.80 -0.7920 -2.35 

 
1994- 1996 25 -17.26 -0.6904  

NASSARAWA 

 
 

SPI 3 1982- 1984 17 -22.03 -1.2959 -3.02 

SPI 6 1983- 1984 15 -26.80 -1.7867 -2.99 

SPI 12 2010- 2012 24 -28.65 -1.1938 -2.37 

Hence, seasonal variation over the ecological zones (Figure 
3b.) further depicted impacts these fluctuations could cause to 
food production as the region is majorly agrarian and dependent 
on rain-fed agriculture. 

Characteristics of drought events (duration, magnitude, and 
intensity) Table 2 shows the observed drought duration, 
magnitude, and intensity of the slight, large, and long-term rainy 
epochs and spells as computed using SPI.  SPI at various 
timescales of 3, 6, and 12months were calculated with shorter 
timescales (3 and 6 months) exhibiting high variability in both wet 
and dry spells however, the longer timescale at 12 months 
witnessed lesser variability (Figure 4) which is an extraction of 
SPI over the region. SPI dynamics over the region at varying 
timescales suggest the unpredictability of drought. Periods with 
the longest drought duration were within the severe and extreme 
drought (SPI ≤ − 1.5) which was peaked at -3.12 severity that 
lasted 15months between 2007 and 2008. The worst drought 
magnitudes were more eminent in the longer timescale 
(12months) with its peak of -70.8 that lasted 60months (5years) 
between 1984 and 1986. Similarly, drought intensity was 
observed between the mildly dry with SPI -0.47(1986 - 1991) and 
severely dry with SPI − 1.79 (1983 - 1984). Seasonally, a visibly 
slight difference was observed in the drought magnitude among 
the SPI3/6months (short-term) and SPI12-months (long-term) 

seasons. The drought magnitude, duration, and intensity were 
diverse from mildly dry to severe drought irrespective of the 
timescales or ecological zones with the worst intensity condition 
during SPI6 (short-term) − 1.79 and SPI12 (long-term) − 1.19 
respectively.  

Plateau and Nassarawa states experienced the worst drought 
conditions despite being situated within the Jos Plateau and 
Guinea savanna ecological zones where conditions are assumed 
to be within the sub-humid region compared to drylands. This 
further reaffirms that drought incidences have grown and 
gradually migrated southward with very unstable patterns. 

3.2. Spatial and Temporal representation of SPI over the 
Guinean-Sudan ecological zone 

    Figure 5 shows the spatial illustration of SPI from 1975 to 2016 
over the Guinean-sudano ecological zone of Nigeria. Results 
revealed that 1975 recorded the highest precipitation than the 1990, 
2005, and 2016 hydrological years. It is crucial to note that most 
ecological zones that recorded high precipitation in some years 
also recorded the least in other years thus, reaffirming the fact that 
precipitation over the region fluctuates and drought is not peculiar 
to one or a particular region. Similarly, the unstable pattern of 
precipitation observed indicates its randomness which imposes a 
grievous burden on agriculture, water resources, and livelihood 
within the region. 
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Figure 4: Extraction of SPI at different timescales 
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Figure 5: Spatial representation of SPI for different hydrological years over the region

  Figure 6a above shows the mean spatial drought magnitude 
which was depicted as positive values and corresponding duration 
(Figure 6b) across the ecological zones for different hydrological 
epochs. Results showed that drought magnitude peaked in 1983-
1984, 1988 with the longest duration of 5years. Mean drought 
magnitude was highest in 1990 with 10.81 and closely followed 
by 2005 with a mean magnitude of 8.33 (Figure 6). Both mean 
magnitudes were observed within the Sahel, Sudan, and Jos 
Plateau ecological zones as represented in the states under review.  

A southward shift in the magnitude reflected the inconsistency of 
drought in the region. 1975 recorded the least mean drought 
magnitude with worst values at 1.109 while the longest duration 
was 12 months in all 4 epochs. It appeared drought severity and 
magnitude incidences varied from a location to another through 
the years under review. However, 2002 recorded the worst-hit 
year as across the region Bauchi, Gombe, Plateau, and FCT 
experienced various degrees of drought for a duration as high as 

8months with its peak at -2.85 experienced in Bauchi, Gombe 
states, and FCT. 

3.3. Drought risk mapping over the Guinean- Sudano zone of 
Nigeria 

   Figure 7 above revealed spatial drought severity which in turn 
illustrated the drought risk of the region. The drought 
characteristics of the region were classified into three and base on 
the mean drought intensity (severity) values. The results revealed 
that drought could be classified as mildly wet, mild drought, and 
moderate drought at a macro level however at local levels drought 
mechanisms are more complex and the drivers are highly 
dependable on the local environmental conditions prevalent in the 
states [26,39]. Drought events were linked to low precipitation 
values that were closely reflected through the SPI values. 
However, it reaffirms that environmental problems are best and 
in-depth managed at the local levels when knowledge of the micro 
climatic condition is considered.  
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(a) Average drought magnitude across the ecological zones 

 
Figure 6: Spatial illustration of average drought magnitude and duration for different hydrological years 
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Figure 7: Drought severity over the ecological zones 

Table 3: Mann-Kendall and significance level of SPI-3, -6, -12 over the Guinean-Sudano ecological zone 

DURATION PARAMETER FCT BAUCHI GOMBE PLATEAU NASSARAWA REGIONAL 
SPI 3 Kendall tau -0.008 0.073 0.023 0.006 -0.009 0.017 

 (Significance) 0.85 0.081 0.579 0.892 0.852 0.6508 

 Sen's slope 0.0002 0.008 0.005 0.001 -0.001 0.00264 

 Trend No No No No No No 

SPI 6 Kendall tau 0.055 0.092 0.06 0.045 0.024 0.0552 

 (Significance) 0.254 0.074 0.271 0.376 0.641 0.3232 

 Sen's slope 0.008 0.011 0.008 0.003 0.003 0.0066 

 Trend No No No No No No 

SPI 12 Kendall tau 0.111 0.148 0.077 0.06 0.043 0.0878 

 (Significance) 0.041 0.009 0.016 0.269 0.454 0.1872 

 Sen's slope 0.012 0.019 0.01 0.007 0.03 0.0156 

 Trend Yes Yes Yes No No No 
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Table 4: Mann-Kendall and significance level of precipitation over the Guinean-Sudano ecological zones 

STATES KENDALL  
SIGNIFICANCE 
LEVEL 

SEN'S 
SLOPE TREND 

FCT 0.083 0.448 0.649 No 

BAUCHI 0.136 0.209 1.904 No 

GOMBE 0.027 0.812 0.235 No 

PLATEAU 0.001 0.97 0.007 No 

NASSARAWA 0.041 0.713 0.609 No 

REGIONAL 0.058 0.630 0.681 No 
 

3.4. Spatial trends in drought across the Guinean- Sudano zone 
of Nigeria 

   The spatial and temporal variability in drought trends were 
observed in the study area and shown in Table 3 as the Negative 
and Positive SPI trends at multiple time scales. Of all the SPI 
representations tested, only SPI-12 indicated significant trend 
values in Bauchi, Gombe, and FCT with Sen's slope (Kendal tau) 
values of 0.019 (0.148), 0.01 (0.077), and 0.012 (0.111) 
respectively. 

    However, no trend existed at the regional level with Sen's slope 
(Kendal tau) values of 0.0156 (0.088). The Mann-Kendall trend 
test of SPI-values revealed statistically significant (insignificant) 
decreasing trends for short-term months in FCT and Nassarawa 
state which are within the Guinea savanna with Kendall tau values 
of -0.008 and -0.009 respectively. SPI6- month timescales showed 

statistically non-significant increasing trends across the 
ecological zones. So, the Null hypothesis (Ho) was accepted 
across the ecological zones for timescales -3 and 6-months as the 
recorded values were greater than the significance level (p-value 
0.05) while the alternative hypothesis for FCT (Guinea savanna); 
Bauchi and Gombe states (within the Sahel-Sudan savanna) 
respectively were accepted principally for SPI-12. These denoted 
that SPI 12- shows the status of a year-round water shortage 
caused by drought while SPI-6 and SPI-3 are appropriate 
indicators of the status of a seasonal water shortage caused by 
drought [39]. 

Table 4 shows positive annual precipitation trends over the 
ecological zones which exhibited a significantly increasing trend 
occurred both locally in the states and regionally for the periods 
under review. Thus, in verifying the status of drought over the 
ecological zone, some water reservoirs were visited (Figure 8).  

 
Figure 8: Validation of water dearth due to drought at some reservoirs visited 
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Figure 9: NDVI distribution over the ecological zones as of January and March 

    Pieces of evidence of drought on water reservoirs were lucid as 
receded water levels at peak of rainy season observed between 
July and September 2020 revealed about 10metres to 16metres 
depth of these dams have been lost with dry spillways visible 
across the visited sites (Figure 8) which were contrary to the usual 
water levels at the peak of rainy seasons decades ago. Observation 
revealed water levels were below the intake points of the tower 
thereby causing major water shortages particularly for irrigation 
farmers and water consumption in the urban centers. 

3.5. Drought relationship to NDVI 

Considering Guinean- Sudano the tremendous impact of 
drought on vegetation cover, it is pertinent that this biological 
indicator is given the required attention. Thus, in this study, the 
Normalized Difference Vegetation Index (NDVI) was carried out 
alongside a reconnaissance survey to verify the values obtained. 
It was observed that NDVI values were higher in 1975 with a 
range between – 0.31 and 0.63. Areas along river channels and 
other water bodies were noted to have higher NDVI values than 
other LULC types. 2016 recorded lower values with a range 
between -0.21 and 0.47 (Figure 8). NDVI minimum and 

maximum values were between -0.48 and 0.63 between 1975 and 
2016, while in 2016 highest of 0.47 was observed the least 
maximum value with 1975 recording the highest value at 0.63. 
Negative index values were recorded over water bodies while 
values close to 0 over the land without vegetation. 

In [59], the author suggested that values less than 0.1 will be 
considered as desert as they often represent bare rocks, sand, or 
bare surfaces [60]; between 0.1 and 0.2 as semi-desert while areas 
with 0.2 – 0.4 as shrub and grassland (which are similar 
characteristics of the savannas), and finally pixels with more than 
0.5 will be assumed having forest land cover characterized by 
dense, green vegetation. Likewise, [61,62], classified regions that 
had a long-term mean monthly NDVI value between 0.1 and 0.5 
as subject to drought and desertification. Therefore, the 
relationship between vegetation density and soil moisture with the 
role these parameters play in drought assessment have shown that 
they are strongly related and can explain the dynamics of drought 
and desertification [59]. Nonetheless, other parameters such as 
rainfall, soil quality, and socio-economic factors have strategic 
roles.  
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(a) Linear regression model 

 

(b) Non-linear regression model 

Figure 10: Relationship between NDVI and SPI using both linear and non-linear regression models

    The relationship between NDVI which represents the amount 
of vegetation cover and SPI that denotes variability of 
precipitation was verified using regression analysis in this study. 
It was observed that precipitation and vegetation had a positive 
linear relationship with correlation coefficient ‘R’ for the 4 
epochs under review: 1975 recorded 0.0625; 1990 at 0.045; 2005 
at 0.126 and 2016 at 0.1334 respectively (Figure 10a). However, 
the non-linear regression appeared more suitable representation of 
the relationship between NDVI and SPI as a higher correlation 
coefficient ‘R’ 0.12 was recorded as against 0.045 observed in 
1990 (Figure 10b) this affirms the suggestion of [63,64] who 
opined that the non-linear regression model provides relatively 
suitable fit for representation of relationships between variables. 
This further suggests that either way there is a strong relationship 
between precipitation and abundance of vegetation as the trend 

revealed that a decrease in precipitation reflected a decrease in 
vegetation cover over the ecological zones. Therefore, the NDVI 
related to SPI are significant indicators for vegetation status and 
its response to precipitation variability [65]. 

4. Discussion 

    Drought is a recurrent climatic feature that occurs in virtually 
every agro-climatic zone of Nigeria. Characteristics such as 
severity, duration, and geospatial extent, deaths, socio-economic 
effect, and long-term impacts are used to categorize drought 
impacts. It adversely affects different types of systems and places 
various demands on the available water within the Nigerian 
society such as agriculture, hydropower generation, rural and 
urban water supply schemes, and various industries [15]. 
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   However, the prevalence of drought disasters related to the 
shortfall of rainfall remains very important. In this study, the 
temporal and spatial spread of drought frequency, magnitude, 
intensity, and severity were examined. The studied results 
indicated 2002; 2007- 2008; and 2013-2014 were the most severe 
drought periods with extreme values below -3.0.  

    The SPI values of 3-month as well as 6- and 12-months 
timescales had an eminent impact on the rainfall pattern of the 
study periods that echoes the prompt occurrence of agricultural 
drought. In this regard, [25,58] confirmed that the 1- to 6-months 
timescales of SPI values lucidly reflects the fast development of 
agricultural drought, the exacerbating of the actual state of water 
conditions, and the negative effects of rainfall deficit in 
agriculture (soil moisture, groundwater table depth, crop yield). 
The significance of recurrent incidence of droughts for 3-, 6-, and 
12-months and ensuing implications on the socio-economy of 
rain-fed agricultural practices and productions for smallholder 
farmers cannot be shoved aside.  

   The most significant drought risk incidence of months in the dry 
and wet seasons under moderate and (extreme) drought intensity 
classes highly impacted the agricultural practices as reaffirmed by 
[66] that “from the 1970s onwards, the decline of rainfall amount 
and the increasing frequency of drought directly influenced water 
shortages; limited crop growth and development; and reduced 
yield”.  

    It’s been cogently revealed that the most immediate impact of 
drought is a decrease in crop production, due to inadequate or 
poorly distributed rainfall. During droughts drastically reduced 
rainfall and high temperatures across the country lead to high 
exposure rates to drought impacts [25]. In Nigeria, agriculture 
occupies about 40 percent of the country's GDP, and employs 
about 60 percent of the active labor force, with women 
representing about 65 percent [34]. More than 70 percent of the 
Nation's livestock are raised in the drought-prone drylands of 
Nigeria [15,67]. The poor crop yields or total crop failure due to 
drought result in mass poverty and starvation as agriculture is the 
mainstay of Nigeria's rural economy with its main source of water 
for agriculture being rainfall and so drought has a tremendous 
effect on agriculture and natural resources [15]. Malnutrition due 
to famines which usually follow droughts occurs due to reduced 
food production from the spread of infectious disease and food 
and water-borne illness, and increased air pollution [68]. Thus, if 
not monitored, the drought would lead to devastations with dire 
repercussions. 

   In addition, water availability is the paramount limitation to 
economic growth in northern Nigeria as reduced annual average 
rainfall and its run-off could exacerbate the increasing drought 
and desertification in Nigeria. The occurrence of droughts leads 
to the drop in the water levels of rivers and streams and the 
lowering of the water table which was evident in some water 
reservoirs visited in the course of study July/ September 2020 
(Figure 8). This means that the region truly does not have 
abundant water assets to sustain the current level of per capita 
food production while meeting rational water needs for domestic, 
industrial, and ecological purposes [69]. Moreover, pertinent to 
note is the growing rate of rural-urban migration across the region 
as revealed in the report [34] which depicted a shift from 20% to 

52% in rural-urban population in the period under review. The 
resilience of the rural productive systems is based on short-term 
circulation from the rural areas to the urban environments [69] 
commonly termed (Hausa cin rani).  

    Subsequently, Nigerian forests are already under great pressure 
with a deteriorating state of deforestation arising from increasing 
populations and growing economic needs. These have led to 
greater demand for forest resources exacerbating drought and 
other forms of land degradation including desertification [70] 
particularly with increasing changing climate and anthropogenic 
activities on forest growth and development and through greater 
demands on forests by populations adjusting to drought. 
Likewise, large populations within the drought-affected region 
regularly migrate southwards towards the coastal zone especially 
for grazing and this has led to resource conflicts between farmers 
and herders. The effects of drought on agriculture, water 
resources, and other sectors have stripped people of their means 
of livelihood, making the populace susceptible to inter-communal 
conflicts; increase in recruitments into criminal gangs and armed 
militia; armed robbery, insurgency, increase in possession of 
small arms[15] and other forms of social vices.  

5. Conclusion 

    In conclusion, this study was able to affirm that drought is in 
dire need of deliberate attention and the choices we make today 
will determine the chance our communities and nation at large 
have in winning the fight against this menace. Results indicated 
that SPI dynamics over the region at varying timescales suggest 
the unpredictability of drought with longest drought duration were 
the severe and extreme drought (SPI ≤ − 1.5) was peaked at -3.12 
severity that lasted 15months between 2007 and 2008. The worst 
drought magnitudes were more eminent in the longer timescale 
(SPI-12months) with its peak of -70.8 that lasted 60months (5 
years) between 1984 and 1986. Similarly, drought intensity was 
observed between the mildly dry with SPI -0.47(1986 - 1991) and 
severely dry with SPI − 1.79 (1983 - 1984) this further revealed 
that spatially drought risk is increasing southward. SPI values 
demonstrated high variability in both wet and dry spells; however, 
the longer timescale at 12 months witnessed lesser variability. 
However, due to security challenges in the northern parts of 
Nigeria, the study demonstrated the resourcefulness of 
incorporating remote sensing and GIS as a means of analysing 
drought risk over the region other than the use of basic statistical 
measures. Over the years, there have been significant variations 
in vegetation cover as NDVI applied in analyzing vegetation 
quality revealed that areas along river channels had higher NDVI 
values which corresponded with thicker vegetation (riparian) 
observed during field surveys. NDVI values obtained 
demonstrated a consistent decrease with a better state in 1975 
which ranged between – 0.31 and 0.63. 2016 recorded lower 
values with a range between -0.21 and 0.47. NDVI minimum and 
maximum values were between -0.48 and 0.63 between 1975 and 
2016, while in 2016 highest of 0.47 was observed the least 
maximum value with 1975 recording the highest value at 0.63. 
NDVI dynamics were related to rainfall, dryness, and moisture 
content of the area to have a better understanding of drought 
within the climate change context. With the recent focus on Land 
Degradation Neutrality (LDN), a need for integrating assessment 
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of key ecological problems such as desertification and other forms 
of land degradation will improve preventive and mitigating 
actions thereby better chances for combatting drought 
vulnerability and risk within northern Nigeria.  
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